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Abstract

Reproducibility is a desirable property of scientific research.
On the one hand, it increases confidence in results. On the
other hand, reproducible results can be extended on a solid
basis. In rapidly developing fields such as machine learn-
ing, the latter is particularly important to ensure the relia-
bility of research. In this paper, we present a systematic ap-
proach to reproducing (using the available implementation),
replicating (using an alternative implementation) and reeval-
uating (using different datasets) state-of-the-art experiments.
This approach enables the early detection and correction of
deficiencies and thus the development of more robust and
transparent machine learning methods. We detail the inde-
pendent reproduction, replication, and reevaluation of the ini-
tially published experiments with a method that we want to
extend. For each step, we identify issues and draw lessons
learned. We further discuss solutions that have proven effec-
tive in overcoming the encountered problems. This work can
serve as a guide for further reproducibility studies and gener-
ally improve reproducibility in machine learning.

Introduction
Experiment reproducibility is a cornerstone of scientific re-
search. It is so for the experimenters, because it allows them
to be more confident in the results they claim. It is so for the
research community, because it allows other researchers to
stand on a solid ground in developing their own work. This
leads to more reliable and superior research results, which is
beneficial for the society as a whole.

In the machine learning community, strong incentives
emerge to provide the necessary information to reproduce
results (Pineau et al. 2021). More generally, this is a basic
open science requirement to increase accountability and re-
producibility. Reproducibility guidelines and checklists fo-
cus on encouraging researchers to provide more detailed
documentation of their published work (IJCAI 2022; ICML
2023; AAAI 2023). However, it is not obvious that such
guidelines are sufficient to independently reproduce experi-
ments. Indeed, random operations may be introduced in sev-
eral places (Chen et al. 2022), hyperparameters may change
the behavior of models (Henderson et al. 2018; Lucic et al.
2018), components may exchange information in imprecise
ways, the data processing pipeline may be overlooked, etc.

Same software Different software

Same datasets Reproduce Replicate
Different datasets Reevaluate

Table 1: Overview of the three steps.

(Lones 2023; Forde and Paganini 2019). All these factors
can compromise the reproducibility of experiments.

Various terminologies have been considered for repro-
ducibility in computer science (Drummond 2009; Goodman,
Fanelli, and Ioannidis 2016; Rougier et al. 2017; Plesser
2018; Gundersen, Gil, and Aha 2018). We use and enrich
the terminology adopted by the ACM (ACM 2016), as sum-
marized in Table 1:

• ‘repeat’ means reexecuting an experiment with the same
code, the same parameters, the same data by the same
experimenter;

• ‘reproduce’ means performing an experiment with the
same software, the same parameters and the same data
but by a different experimenter;

• ‘replicate’ means performing an experiment indepen-
dently on the same data but using different software and
by a different experimenter;

• to these, we add ‘reevaluate’ which means performing
an experiment independently on different data.

When necessary, ‘reproducibility’ is also used as a term cov-
ering all such activities.

This work is motivated by our objective to extend the
Knowledge Enhanced Neural Networks (KENN) (Daniele
and Serafini 2023) to knowledge graphs. To that extent,
we need to reimplement the system, available in Tensor-
flow (Abadi et al. 2015), in the graph-specific library Py-
Torch Geometric (Fey and Lenssen 2019). This is a com-
mon use case as, beyond the motivation to extend, there
may be various other reasons to reimplement a system (Tian
et al. 2022; Alahmari et al. 2020). For that purpose, we
provide a progressive approach for extending a machine
learning method by first going through reproducing, repli-
cating and reevaluating its results. This approach aims at
ensuring that the reimplementation is reliable. It is tempt-
ing to skip these steps and jump directly to method exten-
sion. On the contrary, we argue that this approach allows re-



searchers to better understand potential problems at the spe-
cific stage where they occur. Further, we identify the obsta-
cles encountered when conducting these steps and how they
may be overcome. The particular case on which we detail
and demonstrate our approach allows us to derive general
lessons learned. Although we do not claim that this work can
solve all reproducibility problems, it contributes to improve
reproducibility in the field of machine learning.

Related Work
Given the high degree of non-determinism of machine learn-
ing techniques in general, the problem of reproducing results
has gained importance with the increase of interest in the
field. Recent surveys (Gundersen and Kjensmo 2018) show
that even papers published at prestigious conferences are not
sufficiently documented and report on a reproducibility cri-
sis (Gundersen 2020). An empirical study (Raff 2019) re-
veals difficulties in independently replicating published pa-
pers. Due to increased awareness, several conferences, in-
cluding AAAI, promote reproducibility by encouraging au-
thors to provide source code, experimental descriptions and
datasets of their papers through reproducibility guidelines
and checklists (Pineau et al. 2021; IJCAI 2022; AAAI 2023).

Further, there has been a surge in documented repro-
duction and replication attempts, particularly encouraged
through reproducibility challenges (Pineau et al. 2021; Sinha
et al. 2022; Manninen et al. 2018). Such challenges ask in-
terested individuals to replicate results from recent papers.
Difficulties such as the lack of detailed documentation, e.g.
hyperparameters (Ankit et al. 2022) or even failure to re-
produce (Blanco et al. 2020) are frequently reported. Their
motivation differs from ours, as our goal is not to achieve re-
producibility for its own sake. We reproduce experiments to
ensure that the system we reimplement retains the function
of the initial implementation.

Knowledge Enhanced Neural Networks
To overcome the limitations of deep learning such as data-
hungriness or black-box properties, the research field of
neuro-symbolic integration aims at combining neural meth-
ods with symbolic AI (Garnelo and Shanahan 2019). KENN
is a neuro-symbolic method that integrates a base neural net-
work with knowledge enhancement layers in an end-to-end
differentiable way. The knowledge enhancement layers en-
code prior knowledge in form of first-order logic clauses
and revise the predictions of the neural network with respect
to the satisfaction of the prior knowledge. Fuzzy logic is
used to represent first-order logic clauses in the real-valued
domain. A knowledge enhancement layer contains clause
weights as trainable parameters which are jointly optimized
with the parameters of the base neural network and quan-
tify the importance of a clause. By introducing binary pred-
icates in its logic language, KENN (Daniele and Serafini
2023) can model graph data and has been applied to a node
classification task on the Citeseer dataset (Lu and Getoor
2003). The Citeseer dataset consists of scientific papers be-
longing to one of the six computer science research classes
and citations among them. The dataset can be modelled as
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Figure 1: Overview of the approach.

a graph where papers are represented by nodes and citations
by edges. The prior knowledge provided to the knowledge
enhancement layers is derived from the assumption that two
papers that cite each other have the same class. According to
the pattern ∀x∀y :¬Cls(x)∨¬Cite(x; y)∨Cls(y), one log-
ical clause is defined for each class (Cls) to obtain a prior
knowledge base. While the predictions of the base neural
network are used as interpretation of the unary predicates
representing the classes in the real-valued domain, the cita-
tions between two papers are known a priori. For this reason,
the predictions of the binary predicate Cite(x, y) are set to
true (1.) if a citation exists.

Because we aim at extending KENN with more graph
learning capabilities, we need to be sure that our work stands
on firm ground. For that purpose, we reproduce the experi-
ments performed by the authors.

In (Daniele and Serafini 2023), the authors report the per-
formance of KENN for experiments on multiple training set
sizes (10%, 25%, 50%, 75%, 90%). For each size, 100 inde-
pendent runs are conducted. KENN is compared to the stan-
dalone base neural network and to Relational Neural Ma-
chines (RNM) (Marra et al. 2020) and Semantic-Based Reg-
ularization (SBR) (Diligenti, Gori, and Saccà 2017). The ex-
periments support the following hypotheses:
H1 KENN consistently outperforms the base neural net-

work for all training set sizes.
H2 The performance gain due to the knowledge enhance-

ment is larger when training data is limited.
H3 KENN leads to similar or superior results compared to

RNM and SBR.

Methodology
We extend KENN in the framework PyTorch (Paszke et al.
2019) in conjunction with the library PyTorch Geometric. To
this end, a comprehensive reproducibility study is the best
way to ensure that KENN is extended on a reliable basis.
With this objective in mind, as illustrated in Fig. 1, we con-
duct the following steps:
1. We reproduce the results obtained with the initial im-

plementation;
2. We reimplement the initial experiments and replicate

them;
3. We reevaluate the experiments on additional datasets.



For each step, we detail the required information, the obsta-
cles we had to overcome and how we managed to overcome
them. Further, we evaluate whether the KENN results are
confirmed and report the lessons learned.

We refer to the following publicly available material. The
reproduction and replication is based on the results reported
in the paper (Daniele and Serafini 2023) (that we call the
initial paper) and on the reported experiments1 (that we
call the initial experiments). The experiments make use of
the Python package KENN22,3. In addition, we also ex-
tract information from other related papers (Daniele and Ser-
afini 2019, 2020). We preserve, as far as possible, the in-
put (dataset) and output format (results) of the initial exper-
iment. In this work, we focus on the transductive part of the
initial experiments with KENN. In the following, we refer
to our implementation as reimplementation.

All experiments in this work are conducted on a machine
running an Ubuntu 20.4 equipped with an Intel(R) Xeon(R)
Silver 4114 CPU 2.20GHz processor, 192G of RAM and
one GPU Nvidia Quadro P5000.

Evaluation Criteria
In order to judge whether we have successfully reproduced,
the question of evaluating reproducibility arises. For this
purpose we define two reproducibility targets.

As common in natural sciences, qualitative repro-
ducibility refers to checking whether experimental results
support the hypotheses of the initial paper and come to the
same conclusions. Coming rather from an engineering per-
spective, quantitative reproducibility aims at obtaining the
same or close results as the initial experiment. In Fig. 1, they
are respectively noted as > and =. In the context of the ex-
periments with KENN, qualitative reproducibility refers to
checking if the confirmed hypotheses in the initial paper are
still supported by the reimplementation.

Regarding qualitative reproducibility, we focus on the hy-
potheses H1 and H2. The verification of H3 would in-
volve reproducing the results of the baselines SBR and RNM
which is beyond the scope of this work. To test H1 and
H2, we adopt the procedures used in the initial paper. For
H1, a one-sided independent Student t-test with significance
threshold 0.01 is employed to assess the superiority of the
mean accuracy of KENN over the base neural network. For
H2, which establishes a relation between the training set
size and the delta of base neural network and KENN, no
precise evaluation procedure is mentioned. However, the ab-
solute difference between the mean test accuracies for the
experiments is observed.

Regarding the quantitative reproducibility, absolute
equality of the results is hard to be expected, since even
reexecuting the initial implementation does not lead to ab-
solutely equal numbers. This can be due to differences in
software or hardware or the absence of fixed seeds (Chen
et al. 2022; Pham et al. 2021; PyTorch 2022). Therefore,

1https://github.com/rmazzier/KENN-Citeseer-Experiments
2https://github.com/DanieleAlessandro/KENN2
3https://github.com/HEmile/KENN-PyTorch

Reported results Initial Implementation
train NN KENN Delta NN KENN Delta

10% 0.544 0.652 0.108 0.540 (0.067) 0.651 (0.017) 0.110 (0.067)

25% 0.629 0.702 0.073 0.630 (0.018) 0.702 (0.012) 0.072 (0.012)

50% 0.680 0.744 0.065 0.681 (0.187) 0.745 (0.012) 0.064 (0.021)

75% 0.733 0.788 0.055 0.733 (0.025) 0.791 (0.016) 0.058 (0.026)

90% 0.759 0.808 0.049 0.758 (0.027) 0.807 (0.022) 0.049 (0.028)

Table 2: Reproduction results.

we evaluate the steps of replication and reevaluation by ex-
amining the distributions of the reported test results and in
particular their similarity. In order to test their equality, we
compute the two-sided Kolmogorov-Smirnov goodness-of-
fit test (KS-test) (Massey 1951), which checks whether two
samples are drawn from the same distribution. If the p-value
is below the significance threshold, there is evidence that the
results of the experiments are not drawn from the same dis-
tribution. It has to be mentioned that the KS-test can only
provide significant results in measuring inequality.

Reproduction
As a first step, we reproduce the initial experiments with
KENN. Therefore, we need (a) the executable, (b) the
dataset, (c) the instructions and environment information to
run the executable, (d) the procedure to collect and interpret
the results. Given these elements, it is possible to process the
instructions to reproduce the experiment.

Pitfalls and Workarounds
The paper (Daniele and Serafini 2020) provides the
KENN22 package. It contains the implementation of the
knowledge enhancement layers in Tensorflow but not the ex-
periments. Through an exchange with the authors, we gained
access to the source code and data of the experiments which
were made publicly available1. They also pointed to another
paper (Daniele and Serafini 2023) which further documents
the experiments. The hyperparameters in the public imple-
mentation correspond to the results reported in (Daniele and
Serafini 2023) but not to the results found in (Daniele and
Serafini 2020).

The repository provides (a) a reference to the KENN2
package, (b) a link to the dataset, (c) a README file with
instructions to run the code, and (d) a Jupyter notebook to
analyze the results. The initial experiments use a dataset that
is included in the repository instead of referring to an exter-
nal, widely available version of the dataset. A link to the data
source was provided, but it was inaccessible. Neither the ori-
gin of the data nor any filtering or preprocessing steps were
documented. The instructions to run the experiments are rea-
sonably complete, including a description of the required
Python modules as a requirements file and the full command
line to be run. However, the requirements only contain a list
of packages without their version number. This can be a crit-
ical concern as Python packages evolve frequently, some-
times compromising compatibility. The Python version is
not defined either which can be crucial for the successful ex-
ecution of the experiments. We inferred it from the descrip-



tion of the KENN2 package. In both papers (Daniele and
Serafini 2020, 2023) experimental results are reported in nu-
meric tables. Despite seeded random operations, we observe
subtle variations in the results. We note a non-deterministic
set operation which may introduce variation. As a result,
exact quantitative reproducibility cannot be guaranteed.

Results
After achieving a fully functional environment setup, we
successfully run the experiments. The obtained results are
reported in Table 2. In comparison to the results initially
provided (Daniele and Serafini 2023), we add information
such as the standard deviation of the test accuracies over all
runs and the p-values for a t-test.

Qualitative Reproducibility For H1, KENN signifi-
cantly outperforms the base neural network for all training
set sizes (p ≪ 0.01) which is consistent with the authors’
claims. Regarding H2, we observe that the reported differ-
ence (column delta) in mean accuracy between KENN and
the base neural network is larger for smaller training set
sizes. Note that, since the initial experiments use paired sam-
ples, the means of the deltas can be reported, though we can
only report the difference of the means.

Quantitative Reproducibility The reported and repro-
duced results cannot be compared statistically, since the full
sample of the reported results is not available.

Lessons Learned
L1: Provide a Precise Identification of the Software Envi-
ronment, Source Code and Dataset A first lesson learned
is that the complete description of the software environment
including version numbers of all modules should be pro-
vided. Furthermore, the datasets used should be described
precisely, including information on their origin and on any
applied preprocessing. Both are critical information to re-
production.

L2: Automate the Steps for Reproduction A second les-
son learned is that the reproduction should be made as auto-
matic as possible by the initial authors. Such an automation
would even be useful for the initial authors to be able to re-
peat their experiments routinely.

L3: Provide Contact Information and Be Reachable
The reachability and assistance of the authors was essential
to clarify open questions and to get access to key compo-
nents for reproducibility such as the experiment source code.

L4: Distinguish Different Experiments We missed a
unique reference to the experiments. In fact, the authors pub-
lished a first version of a paper (Daniele and Serafini 2019)
and then several others (Daniele and Serafini 2023, 2020,
2023) which contain improvements and additional experi-
mental settings. Still, all papers point to the same reposi-
tory. This complicates the reproduction of the experiments
of each paper. It would be a good practice to specify per pa-
per the version of the repository or to use another repository.

Reimplementation

train NN KENN
Delta of p-values
means (KS Test)

10% 0.550 (0.042) 0.629 (0.076) 0.079 0.001

25% 0.632 (0.016) 0.676 (0.088) 0.044 0.024

50% 0.681 (0.014) 0.741 (0.028) 0.060 0.583

75% 0.729 (0.022) 0.785 (0.039) 0.056 0.054

90% 0.748 (0.026) 0.806 (0.020) 0.058 0.702

Table 3: Replication results.

Replication
In this section, we refer to the reimplementation in PyTorch
and the replication of the experiments. Again, we compare
the obtained results to the results of the published and re-
produced experiments. To reimplement the system, we first
identify the main components of the method by examining,
on the one hand, the concepts of KENN introduced in the
initial paper. On the other hand, we examine the code of the
initial implementation to recover necessary information that
is underspecified or not explicitly mentioned in the paper.
As main components we identify (a) the data preprocessing,
(b) the model definition, (c) the training loop, and (d) the hy-
perparameter definition. We reimplement these components
as follows.

Data Preprocessing. We use the same Citeseer dataset and
prior knowledge as provided for the initial experiments. We
preserve the data splitting procedure, as well as the rebal-
ancing of the prediction classes.

Model Definition. The KENN model consists of two
stacked components: The base neural network and the
knowledge enhancement layers. In the initial implementa-
tion, the base neural network is implemented with Keras
(Chollet et al. 2015) and the knowledge enhancement lay-
ers are imported from the KENN22 package written in Ten-
sorflow. We reimplement both the base neural network and
use the knowledge enhancement layers from the KENN2
package3.

Training Loop. In the training loop, we replace the opti-
mizer and the loss function implemented in Tensorflow by
their PyTorch equivalent.

Hyperparameter Definition. We identify the hyperparam-
eters in the experiments and their values. To keep track of
hyperparameters in a clean manner, we connect the reimple-
mentation to an experiment tracking tool (Biewald 2020).

Pitfalls and Workarounds
At first sight, the reimplementation in PyTorch seems
straightforward. However, we struggle in identifying the hy-
perparameters used in the initial implementation. The rele-
vant information has to be gathered from various sources.
The set of revealed hyperparameters, their assignments and
how we recovered them is summarized in Table 4.

A first subset of hyperparameter values is explicitly
named in the initial paper including the architecture of the
base neural network, the initialization of the clause weights



Parameter Value In Paper In Code Defaults

NN - Number of Hidden Layers 3 ✓ ✓

NN - Number of Hidden Neurons 50 ✓ ✓

NN - Hidden Layer Activation ReLu ✓ ✓

NN - Output Layer Activation Linear ✓ ✓

KENN - Clause Weight Initialization Constant, 0.5 ✓ ✓

KENN - Binary Preactivations 500 ✓ ✓

KENN - Number of KE Layers 3 ✓

KENN - Range Constraint [0.0, 500.0] ✓

Epochs 300 ✓

Batch Size Full-batch ✓

Loss function Categorical Cross-entropy ✓

Early Stopping - Patience 10 ✓

Early Stopping - Min Delta 0.001 ✓

Learning Rate 0.001 ✓

NN - Weight Initialization Random, Glorot uniform ✓

NN - Bias Initialization Constant, Zeroes ✓

Optimizer Adam (Kingma and Ba 2015), β1 = 0.9, β2 = 0.99, ϵ = 10−7 ✓

Dropout Rate 0.0, no dropout

Table 4: The set of hyperparameters used in the initial experiments.

and the binary preactivation value. An additional subset of
parameters is defined in a user modifiable script in the repos-
itory of the initial implementation. These script contains in-
formation on early stopping (and related parameters), the
number of epochs, as well as the size of the validation set.
Additional parameter values are required that are not men-
tioned in the paper, nor in the code documentation. By re-
viewing the source code, we recover the number of knowl-
edge enhancement layers and the batch size, for example.
An additional subset of hyperparameters is implicitly intro-
duced and defined by framework-specific functions and their
default assignments. These default values are found in the
Tensorflow software documentation. From there, we recover
the weight initialization of the dense layers in the base neu-
ral network and the optimizer-specific parameters.

Determining the values of some additional parameters
turns out to be even more challenging. To get useful in-
sights, we examine the isolated behavior of each component
to ensure that they produce the same output, given some in-
put. While randomness is essential to training neural net-
works, it complicates the analysis of the algorithm behav-
ior. For the inspection of some components, we temporarily
simplify operations and replace random numbers by fixed
values. This allows to identify that linear layers are by de-
fault differently initialized in Tensorflow and in PyTorch. In
Tensorflow, they are initialized randomly following a Glorot
uniform distribution and the bias is initialized with zeroes.
However, in PyTorch the weights and biases are randomly
initialized following the uniform distribution.

Results

After recovering the full set of required parameter values and
completing the reimplementation of KENN, we now assess
the replicability of experiments. The results of the replica-
tion are summarized in Table 3.

Qualitative Reproducibility We first check whether H1
and H2 hold in the replicated experiment. We observe that
the p-values of the t-test comparing the test accuracies for
all training set sizes fall below the significance threshold in
favor of H1 which is thus supported by the replication. For
H2, considering the deltas of the mean test accuracies across
the training set sizes, no clear relationship between training
set size and its effect on the knowledge enhancement is ap-
parent. This may be due to a reproducibility failure or to the
lack of an explicit procedure to test H2 in the initial work. In
conclusion, we are able to confirm H1, but we are not able
to replicate the results concerning H2.

Quantitative Reproducibility The average accuracies of
both implementations are relatively close (the highest ob-
served difference is 0.02). However, their distributions are
not identical. The similarity of the test accuracy distributions
is computed against the test accuracy of the reproduced re-
sults, since we do not have the initial results from the authors
of KENN. The p-values of the KS-test are listed in the right
column. For the 10% training size, a significant (p < 0.01)
difference between the distributions of the reproduced and
replicated results is detected. For the remaining training set
sizes, no difference appears significant. Hence, we consider
our results as reasonably similar to those of the initial imple-
mentation, at least for large sample sizes. The accuracy ob-
tained with 10% training set size appears less variable than
the one on larger training sets.

Lessons Learned
L5: Document Hyperparameters Exhaustively The
identification of all hyperparameters together with their as-
signments is critical for replication as they can considerably
affect the results and thus the conclusions drawn from them.
While some hyperparameters such as learning rate and batch
size are standard in deep learning methods, custom mod-
els often define their own hyperparameters, such as KENN’s



Initial Implementation Reimplementation

train NN KENN Delta NN KENN
Delta of
means

p-values
(KS-Test)

10%
0.530
(0.029)

0.750
(0.017)

0.220
(0.030)

0.576
(0.016)

0.766
(0.010)

0.190 8.9 10−4

25%
0.606
(0.018)

0.800
(0.012)

0.193
(0.016)

0.647
(0.009)

0.819
(0.012)

0.173 8.4 10−10

50%
0.652
(0.013)

0.833
(0.009)

0.187
(0.017)

0.678
(0.009)

0.831
(0.013)

0.152 5.9 10−1

75%
0.691
(0.016)

0.850
(0.014)

0.159
(0.018)

0.686
(0.013)

0.833
(0.015)

0.147 2.9 10−4

90%
0.715
(0.027)

0.871
(0.016)

0.156
(0.028)

0.743
(0.012)

0.913
(0.017)

0.170 9.2 10−11

Table 5: Reevaluation results on the Cora dataset.

clause weights. Since they affect different components, hy-
perparameters are often declared at different stages in the
experiment, which complicates their identification. In partic-
ular, some hyperparameters are implicitly defined as default
parameters in the used library and are easily overlooked. A
complete configuration file with the exhaustive list of hyper-
parameters, their description, and their value is key to repli-
cability.

L6: Provide Clear Procedures to Check Claims To eval-
uate qualitative reproducibility, we rely on the authors’ pro-
cedures for verifying their hypotheses. With respect to H2,
the lack of a precise procedure complicates the evaluation
of the replicability. Clear procedures for the verification of
claims are essential to ensure their replicability.

L7: Define Standards to Evaluate Reproducibility In
order to evaluate quantitative reproducibility, we use the KS-
test that can only give statistical evidence that two distribu-
tions are not equal. Other metrics are proposed in (Pianta-
dosi, Marrone, and Sansone 2019). To the best of our knowl-
edge, no community standard on the evaluation of quantita-
tive reproducibility exists. A community-agreed standard is
needed to determine when two distributions of results can be
considered equivalent.

Reevaluation
Having reproduced and replicated the experiments with
KENN, we now reevaluate the method on two more datasets
Cora and Pubmed (Yang, Cohen, and Salakhutdinov 2016).
The goal of this reevaluation is (1) to check if the implemen-
tations behave robustly in the same way on different datasets
and (2) to evaluate whether the hypotheses for KENN are
valid on other datasets. These datasets are also citation
graphs. While Cora and Citeseer have a similar size, Pubmed
is significantly larger. Similarly to the experiments on Cite-
seer, the prior knowledge encodes a relation of paper cate-
gory and citations. To avoid variations in the results due to
hyperparameters, we use the set identified in Table 4 for all
datasets. In general, hyperparameters should be determined
separately for each dataset in order to obtain models with
the best possible prediction quality. However, we are mainly
concerned with obtaining the same results instead of the best

Initial Implementation Reimplementation

train NN KENN Delta NN KENN
Delta of
means

p-values
(KS-Test)

10%
0.333
(0.096)

0.405
(0.002)

0.071
(0.096)

0.326
(0.098)

0.404
(0.003)

0.077 3.9 10−1

25%
0.341
(0.108)

0.416
(0.002)

0.075
(0.108)

0.380
(0.080)

0.414
(0.004)

0.034 7.1 10−2

50%
0.409
(0.095)

0.443
(0.004)

0.033
(0.096)

0.364
(0.133)

0.441
(0.005)

0.077 1.3 10−1

75%
0.447
(0.143)

0.498
(0.004)

0.051
(0.143)

0.414
(0.176)

0.495
(0.007)

0.081 1.3 10−1

90%
0.505
(0.011)

0.510
(0.008)

0.004
(0.011)

0.504
(0.015)

0.504
(0.015)

-0.0001 5.9 10−1

Table 6: Reevaluation results on the Pubmed dataset.

possible results.

Results
The results for Cora and Pubmed are shown in Table 5 and 6.
When applying KENN to Pubmed, we encounter a perfor-
mance issue with the data preprocessing in the initial im-
plementation. We modify the preprocessing to improve its
scalability while maintaining its functionality.

Qualitative Reproducibility H1 is supported in both im-
plementations (p ≪ 0.01) for Cora. Concerning H2, the
deltas in the initial implementation indicate a relationship
between decreasing training set size and knowledge en-
hancement. However, this difference is rather uncertain for
the reimplementation. For H1 on PubMed, the p-values of
the t-tests are not below the significance threshold across
all training set sizes, for the initial implementation only for
training set sizes 10% and 25% and for the reimplementation
for training set sizes 10%, 50%, 75% and 90%. Hence, no
significant performance is gained with KENN. Furthermore,
no monotonically increasing benefit of knowledge enhance-
ment for smaller training set sizes can be observed with both
implementations, therefore H2 is not supported by Pubmed.

Quantitative Reproducibility Comparing the distribu-
tion of the test accuracies in both experiments, the p-values
of the KS-tests are below the significance threshold and thus
suggest rejection for all training dimensions except 50%.
Therefore, we have statistical evidence for inequality and
thus have not reached qualitative reproducibility on Cora.
However, for Pubmed, the behavior in both implementations
is aligned. The KS-test suggests no significant difference be-
tween both implementations. In conclusion, quantitative re-
producibility is considered achieved on Pubmed.

Lessons Learned
L8: Conduct Hyperparameter Search As expected, with
the hyperparameter values considered earlier KENN does
not achieve competitive results on Cora and Pubmed in com-
parison to the SOTA (PapersWithCode 2023). Hyperparam-
eter tuning significantly affects the results of the experiment.
With an appropriate set of hyperparameters for Cora and
Pubmed, better results with KENN may be obtained.



SOTA choose
method

extend
method

new
method

reproduce replicate reevaluate repeatrecord

Integrate new work in the state-of-the-art

Figure 2: Extending machine learning methods with reproducibility steps.

L9: Verify Results on Other Datasets Overall, the
reevaluation experiments show that KENN improves the ac-
curacy on the Cora dataset, but not on the Pubmed dataset.
Furthermore, by reevaluation on PubMed, we can detect per-
formance issues and address them, which makes the code
applicable to larger datasets in general. As a lesson learned,
it can be derived that the application of a model to various
datasets can either strengthen result by showing robustness
or reveal weaknesses of methods with respect to specific
datasets.

Conclusion and Perspective
In this article, we first progressively reproduced, replicated
and reevaluated the experiments with KENN before extend-
ing it. In terms of qualitative reproducibility, in most ex-
periments the hypothesis that KENN outperforms the base
neural network (H1) is supported. The relationship be-
tween training set size and accuracy (H2) is observed for
the reproduced experiments but less clear for the replicated
and reevaluated experiments. We summarize all the lessons
learned in Table 7.

In a broader context, the progressive approach in this
work can be incorporated in a general workflow of extend-
ing a related method in machine learning while consider-
ing reproducibility steps, as illustrated in Fig. 2. While it is
tempting to directly jump from a task to the development of
a new method, the inclusion of the reproduce, replicate and
reevaluate steps can increase the trustworthiness in exper-
imental results. To the three steps conducted in this work,
record and repeat can be added to better integrate the new
(extended) method in the SOTA. Recording provides a suf-
ficiently detailed documentation to make the new method
accessible and reproducible to the community. Repeating
the experiment can serve as a self-check of documentation
and/or automation.

Fig. 2 displays an ideal situation in which the path to ex-

Reproduction

L1 Provide a precise identification of the soft-
ware environment, source code and dataset

L2 Automate experiment execution
L3 Provide contact information and be reachable
L4 Distinguish different experiments

Replication
L5 Document hyperparameters exhaustively
L6 Provide clear procedures to check claims
L7 Define standards to evaluate reproducibility

Reevaluation L8 Conduct hyperparameter search
L9 Verify results on other datasets

Table 7: Summary of the lessons learned.

tension is flawless. In reality, each step may fail and lead
the design back to the previous action. However, it helps to
isolate the cause of failure at the earliest possible stage.

Further, we note that KENN predominantly satisfies com-
mon reproducibility guidelines. However, we encounter dif-
ficulties in reproducing, replicating and reevaluating this
method. This shows that even though guidelines impose
an additional burden for developers, easily and clearly re-
producible work reduces the effort required for extending
previous work and therefore accelerates advancements. In
this sense, reproducibility guidelines should be continuously
evaluated and modified (if needed) to ensure that they effec-
tively serve their purpose. From our point of view in the con-
text of this work, reproducibility checklists could improve
by integrating some of our lessons learned.

Finally, common reproducibility guidelines are mainly
oriented towards reproduction, which ensures that published
results correspond to those obtained from the code. Given
strong automation, this may only require to clone and run.
Even if replication and reevaluation outweigh the effort of
reproduction, in return, they provide more insight into the
details of an implementation or a method. Moreover, reim-
plementations make methods more available to the commu-
nity. In this sense, efforts towards replication and reevalua-
tion should continue to be encouraged, e.g. through repro-
ducibility tracks or challenges (NeurIPS 2019; ICLR 2019).

Experiment Material
The reimplementation of the experiments is avail-
able at a dedicated Git repository4 under the hash
a894cae297b47f6d1acfa8e8dab99603f7b5e996.
It contains the following elements:

• the source code,
• the execution instructions,
• the software requirements,
• the result evaluation script,
• the raw files of the experiment results.

Further, the adaptions of the initial implementation to
Pubmed and Cora is included.
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