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Abstract

Reproducibility is a desirable property of scientific
experiments, which is gaining relevance in com-
puter science. Although guidelines exist, it is not
immediately obvious what is necessary for mak-
ing an experiment reproducible and what is neces-
sary for reproducing it. In this work, we address
the task of independently reproducing results pub-
lished in the neuro-symbolic domain. We describe
the methodology used for reproducing (using the
available code) and replicating (using an alternative
implementation) the experiments conducted with
Knowledge Enhanced Neural Networks. We also
extend them by applying the KENN to additional
datasets. For each of these steps, we identify issues
that may arise. This work shows that reproducibil-
ity should not be taken for granted. We discuss so-
lutions that have proven effective in overcoming the
encountered problems. This can be used as a guide
for further reproducibility studies and generally im-
prove reproducibility in machine learning.

1 Introduction

Experiment reproducibility is a cornerstone of scientific re-
search. It is so for the experimenters because it allows them
to be more confident in the results they claim. It is so for
the other scientists because it allows them to stand on a solid
ground in developing their own work. This leads to more reli-
able and superior research results, which is beneficial for the
society as a whole.

In the machine learning community, a strong incentive
emerges to provide the necessary information allowing to re-
produce results [Pineau et al., 2021]. More generally, this is
a basic open science requirement (used for accountability as
for reproducibility). However, guidelines are often limited to
publishing code and data [IJCAIL, 2022]. It is not obvious that
such guidelines are sufficient to independently reproduce ex-
periments in the current state of machine learning. Indeed,
random operations may be introduced in several places, hy-
perparameters may change the behaviour of programs, com-
ponents may exchange information in imprecise ways, the
data processing pipeline may often be overlooked, etc.

Here, we report on our effort to reproduce previous ex-
perimental results in the fields of neuro-symbolic integration.
Indeed, we base our work on that of Knowledge Enhanced
Neural Networks (KENN) [Daniele and Serafini, 2020b].
Since KENN is well-suited to handle relational data, we re-
implement it from TensorFlow to PyTorch to have access to
the graph neural network library PyTorch Geometric [Fey and
Lenssen, 2019] upon which we want to extend KENN in the
future. To be sure that this re-implementation is reliable, we
decide to reproduce and replicate the initial experiments.

Recently, there has been some hesitation on the terminol-
ogy regarding reproducibility and in particular its applica-
tion to computer science [Drummond, 2009; Goodman et al.,
2016; Rougier et al., 2017; Plesser, 2018]. From here on, we
use the ‘standard’ terminology adopted by ACM [Association
for Computing Machinery, 2016]:

* ‘repeat means re-running an experiment with the same
code, the same parameters, the same data by the same ex-
perimenter;

* ‘reproduce’ means performing an experiment with the
same code, the same parameters and the same data but
by a different experimenter;

¢ replicate’ means performing an experiment indepen-
dently on the same data but using different software and
by a different experimenter;

* to these definitions we add ‘extend’ which means per-
forming an experiment independently on different data.

We will use the word reproduction as the general term cover-
ing all these activities, as in the title of this paper.

We report on performing independent reproduction, repli-
cation and extension of a given experiment. This task is sum-
marised in Table 1 and Figure 1. Given the purpose of this
effort, namely re-implementing the same approach in a dif-
ferent framework, we identify two types of reproducibility
goals.

The first one, as common in natural sciences, is to check

Different software
Reproduction (§5) | Replication (§6)
Extension (§7)

Same software

Same datasets

Different datasets

Table 1: Experiments and corresponding reproduction level.



whether the experimental results support the claims of the
initial paper (Type 1). The second one, coming rather from
engineering, aims at obtaining the same or approximately the
same results as the initial experiment (Type 2).

Beyond that, the purpose of this work is to identify the ob-
stacles that can be encountered when attempting to reproduce,
replicate and extend experiments, and how they may be over-
come. From this extensive experience, we draw lessons on
what could be done in order to make experiments in neural
networks and related fields more reproducible.

Outline We first briefly discuss the related work on repro-
duction methods (Section 2) before introducing the main con-
cepts of KENN and providing necessary details on the repro-
duced experiment in this work (Section 3). We then illustrate
the overall methodology deployed (Section 4) and report on
the reproduction (Section 5), replication (Section 6), and ex-
tension (Section 7) of the initial experiments with KENN.

2 Related Work

Given the high degree of non-determinism of deep learning
techniques in general, the problem of reproducing results has
gained importance in this domain.

The reproducibility of experiments on graph neural net-
work has been discussed in the context of their application
to medical diagnostics [Nebli et al., 2022]. This work re-
sulted in guidelines that mandate making source code, data
and parameters available, as it is now standard in open sci-
ence [Pineau et al., 2021; IJCAI, 2022].

Due to this increased awareness, there has been a surge in
documented reproduction and replication attempts, particu-
larly encouraged through ‘reproducibility challenges’ [Pineau
et al., 2021; Sinha er al., 2022]. Such challenges ask inter-
ested individuals to try to replicate results from recent pa-
pers. Our approach is somewhat different from their moti-
vations, as our goal is not to achieve reproducibility for its
own sake. We reproduce experiments because we want to be
sure that the system we re-implement retains the properties of
the initial implementation. Therefore, we offer a thoughtful
software engineering approach that integrates reproduction,
replication and extension.

Most efforts aim at reproducibility according to the afore-
mentioned definition and are faced with difficulties such as
the lack of documentation of details, e.g. hyperparameters
[Ankit er al., 2022] or failure to reproduce [Blanco et al.,
20201.

Far closer to our work, [Holdijk et al., 2021] report on the
tentative to replicate an experiment comparing GNN explain-
ers, as opposed to classifiers. Similar to us, the authors also
re-implement the approach from TensorFlow to PyTorch. In
this case, the replication highlights issues in the documenta-
tion (code-paper mismatch, missing architectural details) and
evaluation procedures (choice of ground truth).

3 Experiments with Knowledge Enhanced
Neural Networks

To overcome the limitations of Deep Learning such as data-
hungriness or black-box properties, the emerging research

field of neuro-symbolic integration aims at combining neu-
ral approaches with methods of symbolic Al [Garnelo and
Shanahan, 2019].

As an approach from this domain, KENN [Daniele and Ser-
afini, 2020b] has recently been designed. KENN consists of
two components. First, a base neural network, in the follow-
ing called NN, solves a classification task given numeric data.
Second, a module of knowledge enhancement layers elabo-
rates on a given set of prior knowledge expressed in first-order
logic. The whole architecture of the NN and the knowledge
enhancement layers is end-to-end differentiable.

Each knowledge enhancement layer implements a differ-
entiable r-conorm boost function that revises the predictions
y of the base neural network with respect to the satisfaction
of the logical clauses and returns updated predictions /.

To be incorporated in a neural network architecture, the
knowledge has to be interpreted in the real-valued domain.
Therefore, fuzzy logic [Marra et al., 2020] is applied to map
binary truth values to a continuous interval of [0, 1]. The pre-
activations of the NN are used as interpretations of unary
predicates in the numeric domain and t-conorm functions
map the truth values of atoms to the truth value of a clause.
A knowledge enhancement layer contains clause weights as
trainable parameters which are jointly optimized with the pa-
rameters of the NN at training stage. The clause weight quan-
tifies the importance of a logical clause. A module called
clause enhancer is instantiated for each clause and applies
modifications to the preactivations of the NN. The changes
introduced by all clause enhancers are aggregated, added to
the preactivations and fed into a logistic function in order to
obtain the final predictions of the entire model. By introduc-
ing binary predicates into its logic language, KENN is also
applicable to relational data.

In [Daniele and Serafini, 2020b], KENN has been applied
to a collective classification task on the Citeseer dataset [Lu
and Getoor, 2003]. The Citeseer dataset consists of 3.312
scientific publications belonging to one of the six computer
science research fields Agents (AG), Artificial Intelligence
(AI), Human-Computer Interaction (HCI), Machine Learning
(ML), Databases (DB) or Information Retrieval (IR). Each
publication is described by a one-hot-encoded vector that en-
codes the abstract and the title of the paper. A total of 4.732
citations amongst documents exist. The dataset can be mod-
elled as graph where scientific publications are represented
by nodes and citations by edges. The one-hot-encoded word
vectors are used as node features.

The prior knowledge provided to the knowledge enhance-
ment layers is derived from the assumption that two publica-
tions that cite each other fall into the same document class.
According to the following schema, one logical clause is de-
fined for each document class to finally obtain a knowledge
base of six clauses

VaVy : =Class(x) V ~Cite(z;y) V Class(y)

While the preactivations of the NN are used as numeric in-
terpretation of the unary predicates AG(x), Al(x), HCI(x),
ML(x) DB(x) and IR(x), the citations between two publica-
tions are assumed to be known apriori. For this reason, the
preactivations of the binary predicate Cite(x,y) are set to a



high constant value.

In [Daniele and Serafini, 2020b], the authors report the per-
formance of KENN for experiments on multiple training set
sizes (10%, 25%, 50%, 75%, 90%). For each experiment,
100 independent runs are conducted. KENN is compared to
the standalone NN, as well as to the neuro-symbolic base-
lines Relational Neural Machines (RNM) [Marra et al., 2020]
and Semantic-Based Regularization (SBR) [Diligenti et al.,
2017]. From the experiments, the following conclusions are
drawn:

H1 KENN consistently outperforms the NN for all training
set sizes.

H2 The performance gain due to the knowledge enhance-
ment is larger when training data is limited.

H3 KENN leads to comparable and even superior perfor-
mance with respect to RNM and SBR.
Here, we focus on the two former hypotheses.

4 Methodology

This section gives an overview of the applied reproduction
methodology in this work.

4.1 Material

In the study of reproducibility, we refer to the following pub-
licly available material. The reproduction and replication is
based on the results reported in the paper [Daniele and Ser-
afini, 2020b] (that we call it the inifial paper), and on the
reported experiments! (that we call the initial experiments).
The experiments make use of the Python package KENN2?.
In addition, we also extract information from other related pa-
pers [Daniele and Serafini, 2019; Daniele and Serafini, 2020a;
Daniele and Serafini, 2022].

4.2 Process

In life sciences, reproducibility refers to the use of differ-
ent instruments, lab routine, or test subject. In computer
science, replicability requires the use of a different imple-
mentation, eventually in a different programming language
or (in this case) in a different framework. We to extend
KENN in the deep learning framework PyTorch [Paszke et
al., 2019] in conjunction with the graph learning library Py-
Torch Geometric [Fey and Lenssen, 2019]. To this end, the
re-implementation of KENN together with a comprehensive
reproducibility study is the best way to ensure that KENN is
extended on a reliable basis.
With this objective in mind, we conduct the following
steps:
1. We reproduce the results obtained with the initial imple-
mentation (Section 5);
2. We re-implement the initial approach and the initial ex-
periments and replicate them. (Section 6);
3. We extend the experiments to additional datasets (Sec-
tion 7).

Uhttps://github.com/rmazzier/KENN-Citeseer- Experiments
*https://github.com/DanieleAlessandro/KENN2
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Figure 1: Overview of the definitions of reproduction (§5), replica-
tion (§6) and extension (§7) as well as type 1 and 2 reproducibility.

In the following we refer to our implementation as re-
implementation. For each step, we provide a detailed descrip-
tion of the required information, the hurdles we had to over-
come, how we managed to overcome them. Further, we report
whether the statements of [Daniele and Serafini, 2020b] could
be confirmed and the lesson learned from the effort. We tried
to preserve the input (dataset) and output (results) format of
the initial experiment as close as possible. This allows us to
interpret the results in the same way with the provided jupyter
notebook. In this work, we focus on the transductive part of
the initial experiments with KENN.

4.3 Evaluation Criteria

When it comes to the evaluation of the reproduction the ex-
periments in [Daniele and Serafini, 2020b], two aspects re-
garding Type 1 and Type 2 reproducibility objectives (as de-
fined in Section 1 are considered:
* Do the results support hypotheses H1 and H2 (see Sec-
tion 3)? (Type 1)
* Do the obtained results correspond (to some extent) to
those reported in [Daniele and Serafini, 2020b]? (Type
2)

Concerning the evaluation of H1 and H2, we adopt the
criteria from the initial paper. To test H1, a one-sided inde-
pendent Student t-test is employed to assess the superiority
of the mean accuracy of KENN over NN. We retain 0.01 as
significance threshold. Regarding hypothesis H1, which es-
tablishes a relation between the training set size and the delta
of NN and KENN, no precise evaluation procedure is pro-
posed in [Daniele and Serafini, 2020b]. The absolute differ-
ence between the mean test accuracies for the experiments is
nevertheless observed and interpreted.

Secondly, we evaluate our replication and extension by ex-
amining the distributions of the reported test results. It is not
reasonable to expect absolute equality of the results, since
even re-executing the initial implementation twice does not
lead to equal results. This point is discussed in more detail
in Section 5. This implies the need to measure and assess the
similarity of the distributions. Hence, we evaluate the sim-
ilarity between the different probability distributions of the
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Figure 2: NN vs. reproduced and replicated results on Citeseer, with
means (dotted), histograms and kernel density estimate plots.

observed results, as displayed in Figure 2. To this end, we
computed the two-sided Kolmogorov-Smirnov goodness-of-
fit test (KS-Test) [Massey, 1951], which checks whether two
samples are drawn from the same distribution. If the p-value
is below the significance threshold, there is evidence that the
results of the experiments are not drawn from the same dis-
tribution and consequently diverge. While the test does not
provide significance for equality, it indicates that there is no
statistical evidence that the distributions are not equal.

S Experiment Reproduction on Citeseer

As a first step, we reproduce (as defined in Section 1) the
initial experiments with KENN.

5.1 Method

To reproduce the experiments, we need four elements: (a) the
executable, (b) the dataset, (c¢) the instructions and environ-
ment information to run the executable, (d) the procedure to
collect and interpret the results. With this, it is possible to
process the instructions to reproduce the experiment.

5.2 Pitfalls and Workarounds

The first encountered problem is that the paper [Daniele and
Serafini, 2020a] only provides the KENN2? without material
on the experiments. Through an exchange with the authors,
we gained access to the source code and data of the experi-
ments, respectively. Later, the authors made this information
publicly available on Github!, but pointed to another paper
[Daniele and Serafini, 2020b] which further documents the
experiment. Parameters in the public implementation corre-
spond to the results reported in [Daniele and Serafini, 2022]
but not to the results found in [Daniele and Serafini, 2020a]
and [Daniele and Serafini, 2020b].

The provided repository contains (a) a reference to the
KENN?2 package, (b) a link to the data set, (c) a README file
with instructions to run the code, and (d) a Jupyter notebook
to analyse the results. The link to the dataset was incorrect.
Instead of referring to an external, widely available version of

the dataset, the initial experiment refers to a dataset included
in the repository. No additional information concerning the
provenance of this dataset is given. Furthermore, no indi-
cation is mentionned on whether the initial dataset has been
modified, for instance in a preprocessing or filtering stage.

The instructions to run the experiments are reasonably
complete, including a description of the required Python
modules (requirement . txt file) as well as the full com-
mand line to be run. However, the requirement.txt
file does only contain a list of packages without their ver-
sion number. This can be a critical concern as Python pack-
ages evolve frequently, sometimes compromising compatibil-
ity. The Python version is not defined either. For the suc-
cessful execution of the experiments, the Python version is
crucial. We deduced it from the reference of the KENN pack-
age.

In both papers [Daniele and Serafini, 2020a; Daniele and
Serafini, 2020b], experimental results are reported in numeric
tables. No explanation is given regarding the values in brack-
ets. We initially assumed they were standard deviations.
However, the authors clarified them as differences between
the NN and KENN.

Even though random operations are seeded, we note a sub-
tle variation in the results. We identified a non-deterministic
set operation which may introduce variation. Hence, accord-
ing to [PyTorch, 20221, exact reproducibility cannot be guar-
anteed.

5.3 Results

After having reached a fully functional setup of the environ-
ment, we successfully ran the experiments. The obtained re-
sults are reported in Table 2. In comparison to the results
initially provided in [Daniele and Serafini, 2020b], we add
additional information such as the standard deviation of the
reported test accuracies over all runs, and the p-values for a
statistical t-test. In terms of the evaluation of H1, KENN
significantly outperforms the NN for all training set sizes
(p < 0.01) which is consistent with the authors’ claims.
Regarding H2, the reported difference (column delta) of the
mean accuracy with KENN in comparison to NN is observed
larger when the training set size is small. Note that, since the
initial experiments use paired samples, the average of deltas
can be reported, though we can only report the difference of
the means. The reported and reproduced results cannot be
compared statistically, since we full sample of the reported
results is unknown.

5.4 Lessons Learned

Several conferences, including IJCAI [IJCAI, 2022], promote
reproduction by encouraging authors to provide source code,
experimental descriptions and datasets of their papers.

A first lesson learned is that the complete description of
the software environment including version numbers of all
modules should be provided. Furthermore, the datasets used
should also be described precisely, including information on
their origin and on any preprocessing that has been applied to
them. Both are critical information to reproduction.

A second lesson learned is that the reproduction should be
made as automatic as possible by the initial authors. Such an



Reported results Initial Implementation
train | NN KENN Delta | NN KENN  Delta
10% | 0.544 0.652  0.108 ?053 27) ?(').65117) ?0101 37)
25% | 0.629 0.702  0.073 ?06310 8) (()07812 2) ?OO(Z 12 2)
50% | 0.680 0.744  0.065 ?()618 817) (()07315 2) (()00(?;1)
75% | 0.733  0.788 0.055 ?07323 5) ?(.)73116) ?003286)
90% | 0.759 0.808 0.049 ?073287) ?088272) ?003298)

Table 2: Reproduction results: average accuracy on the test set re-
ported in [Daniele and Serafini, 2020b] (left) vs. reproduced results
with the initial implementation (right). The standard deviation of the
test accuracies over 100 runs are reported between parentheses.

automation would even be useful for the initial authors to be
able to rerun their experiments routinely.

The most important lesson learned is, that we miss a unique
reference to the experiments. In fact, the authors published
a first version of a paper [Daniele and Serafini, 2019] and
then several others [Daniele and Serafini, 2020b; Daniele and
Serafini, 2020a; Daniele and Serafini, 2022]. These versions
contain improvements and come with additional experimental
settings. Still, all papers point to the same repository. This
complicates to reproduce the experiments of a given paper.
A good practice would be to provide one repository, or one
way to reconstruct the experimental setting, per paper. The
scientific unit is the paper. If the unit should be reproducible,
a dedicated repository is required.

6 Experiments Replication

In this section, we now refer to the re-implementation of
KENN into PyTorch and the replication of the experiments
with it. We compare the obtained results to the results of the
published and reproduced experiments, using the criteria de-
fined in Section 4.3.

6.1 Method

To re-implement KENN, we first identify the main compo-
nents of the approach by examining, on the one hand, the con-
cepts of KENN introduced in the initial paper. On the other
hand, since the paper does not contain all required informa-
tion, we also examine the code of the initial implementation.
In principle, the main components are (a) the data prepro-
cessing, (b) the model definition, (c¢) the training loop, and
(d) the hyperparameters definition. Given the information on
these components, we can re-implement them as follows.

Data preprocessing. We use the same Citeseer dataset and
prior knowledge as provided for the initial experiments. We
preserve the data splitting procedure, as well as the rebalanc-
ing.

Model definition. The KENN model consists of two
stacked components: The NN and the knowledge enhance-
ment layers, as described in Section 3. In the initial imple-
mentation, the NN is implemented with Keras [Chollet and

others, 2015] and the knowledge enhancement layers are re-
ferred from the KENN22 package written in Tensorflow. We
re-implement both, the NN as well as the layers from the
KENN?2 package, in PyTorch. We integrate optional boost
functions proposed in [van Krieken and Daniele, 2022].

Training loop. In the training loop, we replace the opti-
mizer and the loss function implemented in Tensorflow by
their PyTorch equivalent.

Hyperparameters definition. We identify the defined hy-
perparameters in the experiments and the values assigned to
them. To keep track of hyperparameters in a clean manner,
we decide to connect the re-implementation to an experiment
tracking tool [Biewald, 2020].

The results were evaluated according to Section 4.3.

6.2 Pitfalls and Workarounds

At first sight, the re-implementation in PyTorch seemed
straightforward. However, we struggled in identifying the
hyperparameters used in the initial implementation. The rel-
evant information had to be gathered from various sources or
recovered from default values. The set of revealed hyperpa-
rameters, their assignments and how we recovered them is
given in Table 3.

A first set of values for hyperparameters is explicitly named
in the initial paper including the architecture of the NN, the
initialisation of the clause weights and the binary preactiva-
tion value. An additional set of parameters is defined in a
user modifiable Python script in the GitHub repository of
the initial implementation!. These script contains informa-
tion on early stopping (and related parameters), the number
of epochs, as well as the size of the validation set. Addi-
tional parameter values are required that are not mentioned in
the paper, nor in the code documentation. By reviewing the
entire source code, we recovered the number of knowledge
enhancement layers and the batch size, for example. An ad-
ditional set of hyperparameters is implicitly introduced and
defined by framework-specific functions and their default as-
signments, such as the weight initialization of the dense lay-
ers in the NN and the optimizer-specific parameters [Kingma
and Ba, 2014]. These default values are found in the software
documentation for these functions.

Determining the values of some additional parameters
turned out to be even more challenging. To get useful in-
sights, we examined the isolated behaviour of each imple-
mentation component to ensure that, given some input, they
produce the same output. When training neural networks,
many of these components are non-deterministic and rely on
random numbers. While randomness is essential to learning,
it complicates the analysis of numerical behaviour. For the in-
spection of some components, we temporarily simplified op-
erations and replaced random numbers by fixed values. This
step made it possible to identify that linear layers are by de-
fault differently initialized in Tensorflow and in PyTorch. In
Tensorflow, they are initialized randomly following a Glorot
uniform distribution and the bias is initialized with zeroes.
However, in PyTorch, the weights and biases are randomly
initialized following the uniform distribution.



Parameter Value In Paper InCode Defaults
NN - Number of Hidden Layers 3 v’ v’

NN - Number of Hidden Neurons 50 v’ N

NN - Hidden Layer Activation ReLu v’ v’

NN - Output Layer Activation Linear v’ N

KENN - Clause Weight Initialization = Constant, 0.5 v’ v’

KENN - Binary Preactivations 500 v’ v’

KENN - Number of KE Layers 3 v’

KENN - Range Constraint [0.0,500.0] v’

Epochs 300 v’

Batch Size Full-batch N

Loss function Categorical Cross-entropy v’

Early Stopping - Patience 10 v’

Early Stopping - Min Delta 0.001 v’

Learning Rate 0.001 v’
NN - Weight Initialization Random, Glorot uniform v’
NN - Bias Initialization Constant, Zeroes v’
Optimizer Adam, 81 = 0.9, 82 = 0.99,¢ = 10" v

Dropout Rate

0.0, no dropout

Table 3: The set of hyperparameters used in the initial experiments.

6.3 Results

After recovering the full set of required parameter values and
completing the re-implementation of KENN, we now assess
the replicability of experiments. The results of the replication
are summarized in Table 4.

First, we check whether H1 and H2 hold in the replicated
experiment. We observe that the p-values for all training set
sizes fall below the significance level, in favor of H1 which
is thus supported by the replication.

For H2, considering the deltas of the mean test accuracies
across the training set sizes, no clear relationship between
training set size and its effect on the knowledge enhancement
is apparent.

The average accuracies of both implementations are quite
close (largest difference observed 0.02). However, their dis-
tributions is not identical. The similarity of accuracy distri-
butions is computed against the reproduced results, since we
do not have the initial results from the authors of KENN.
The p-values of the Kolmogorov-Smirnov test are listed in
the righthand column. For the 10% training size, a signifi-
cant (p < 0.01) difference between the distributions of the
reproduced and replicated results is detected. For the remain-
ing training set sizes, no difference reveals to be significant.
Hence, we consider our results as reasonably similar to those
of the initial implementation, at least for large sample sizes.
It seems that the lower accuracy returned with 10% training
set is less variable than that obtained with the larger ones.

In conclusion, we have not been able to replicate the results
concerning [{2. Our inability to confirm H2, which was as-
sessed in the initial paper without further test, may be due to
our inability to re-implement KENN or to the lack of a precise
evaluation metric in the initial experiment.

Re-implementation
train | NN KENN  Delta of means | p-values (KS Test)
10% ?0534?2) ?060279 6) 0.079 0.001
25% ?060312 6) (()063868) 0.044 0.024
50% ?06(?11 4 ?07(?;8) 0.060 0.583
75% ?075292) ?()75?;59) 0.056 0.054
oo | 0748 0806 T g 0702

Table 4: Replication results of KENN on the Citeseer dataset.

6.4 Lessons Learned

We draw the following lessons from the replicated experi-
ments.

First, the identification of important hyperparameters to-
gether with their values is critical for reproducibility. They
have the potential to considerably impact the results and thus
the conclusions drawn from experiments. While some hyper-
parameters such as learning rate and batch size are standard
in deep learning approaches, custom models often define their
own hyperparameters, such as KENN’s clause weights. Since
parameters refer to different components, they are often de-
clared at different steps in the experiments, which makes their
identification even harder. A complete configuration file with
an exhaustive list of all critical parameters, their description,
and their assigned values should be made mandatory.

7 Results on Additional Datasets

After reproduction and replication of KENN, we now extend
the experiments with two new datasets: Cora and Pubmed
[Yang et al., 2016]. The goal of this extension is to evaluate



the generalisation of KENN, and compare the behaviour of
the two implementations on other datasets.

7.1 Material and Method

The Cora and Pubmed datasets are third-party citation net-
works similar to Citeseer. Nodes and edges represent scien-
tific publications and citations between them. Cora contains
2.708 publications, 10.556 citations and 7 document classes.
Pubmed is significantly larger as it contains 19.717 nodes,
88.648 citations and 3 document classes. The knowledge en-
hancement is obtained as described in Section 3: the knowl-
edge for Cora contains 7 clauses and for Pubmed 3 clauses.

7.2 Results

The results for Cora and Pubmed are shown in Tables 5 and 6.

When applying KENN to Pubmed, we detected a perfor-
mance issue in the initial implementation, specifically in the
data preprocessing. We had to modify the initial preprocess-
ing in order to scale from a performance perspective, while
keeping it functionally equivalent.

For Cora, H1 is supported in both implementations (p <
0.01). Concerning H2, the situation is less clear. Given the
deltas in the initial implementation, a relationship between
decreasing training set size and knowledge enhancement can
be discovered. However, this difference is rather uncertain for
the second implementation.

Comparing the distribution of test accuracies in both ex-
periments, we observe that the two implementations exhibit
similar behaviour. Specifically, when comparing the distribu-
tion of the test accuracies in the both experiments, the p-value
of the KS-test is considered. Their p-value does not lie below
the significance level. Therefore, no significant difference be-
tween the behaviour of both implementations is observed.

For Pubmed, the p-values of the KS-test are not below the
significance threshold across all training set sizes. (In the ini-
tial implementation only for training set sizes 10% and 25%
and for the re-implementation for 10%, 50%, 75% and 90%).
This rejects 1 on Pubmed for both implementations. Hence,
no significant additional accuracy was gained with KENN.
Furthermore, no monotonically increasing benefit of knowl-
edge enhancement for smaller training set sizes can be ob-
served with both implementations, therefore H2 is also re-
jected for Pubmed.

7.3 Lessons Learned

Again, we observed that hyperparameter tuning significantly
affects the results of the experiment. The hyperparameter val-
ues considered earlier do not provide the best results with
these new datasets. Using hyperparameter tuning tools, it is
possible to find other sets of hyperparameter values that pro-
duce more accurate results.

Overall, the extended experiments show that KENN im-
proves the accuracy on the Cora dataset, but not on the
Pubmed dataset. As a lesson learned, it can be derived
that the application of a model to various datasets can either
strengthen result by showing robustness or reveal weaknesses
of approaches with respect to specific datasets.

Initial Impl tation Re-impl tation
train | NN KENN Delta | NN KENN E;latis"f fKVS“lT”:;)
D TS
25% ?6.68168) ?6?8?2) ?(5.109136) ?dégg% ?d?(ilgz) 0173 | 841071
i Al T ETS
Lo AL TR ET
0% ?67()12'57) ?(%116) ?(5.105268) 2)6.73132 ?6?3137) 0170 | 92107

Table 5: Extension results on the Cora dataset.

Initial Impl tation Re-implementation
train | NN KENN Delta | NN KENN E;Ltfls"f fKVSal;‘::t)
10% ?6%()3;6) ?(;.‘ggz) ?6(.)3916) ?6.3()2;8) ?6%833) 0077 39107
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Table 6: Extension results on the Pubmed dataset.

8 Conclusion and Perspective

In this paper, we presented our efforts to reproduce KENN
as an approach from the field of neurosymbolics so that it can
be extended with confidence. After having re-implemented it,
we investigated step by step the points of reproduction, repli-
cation and extension. We judged our success with defined
metrics, related to type 1 reproducibility and type 2 repro-
ducibility, which refer to the validity of the hypotheses and
the equality of the distribution of results, respectively. For
each stage, we recap on our lessons learned.

Regarding the reproduction, we observed that the availabil-
ity of a paper’s source code together with a more complete
documentation of it (e.g. package version numbers) is essen-
tial to conduct the experiments.

In terms of replication, the clarity about hyperparameters
and the specification of the experimental design is critical.
Publishing this information in a standardised way should be-
come an established practice in machine learning.

Referring to the extension, we remark that the evaluation of
approaches on multiple datasets can confirm the robustness of
an approach or reveal potential weaknesses.

In conclusion, we can derive the following statements on
KENN and its reproducibility. In nearly all experiments
across the three tasks, H1, the fact that KENN improves the
NN, can be approved. Thus, this study confirms the main the-
sis of KENN and supports its reliability in both implementa-
tions. With respect to the type 2 reproducibility goal, we were
unable to obtain clear results on all three tasks. It should be
noted that this does not necessarily speak against the achieve-
ment of reproducibility, but may also be a question of mea-
surability. Further research is needed in this direction in order
to be able to perform reproducibility studies in the future.



Supplementary Material

As supplementary material, we provide our re-
implementation of the experiments including the re-
implementation of the KENN layers in PyTorch. In detail,
we provide

* the source code

* the execution instructions

¢ the software requirements

e the hyperparameters

e the result evaluation script

* the raw files of the experiment results
We also attach the adapted source code for the initial experi-
ments to the additional datasets.
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