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Abstract
In order to extend Knowledge Enhanced Neural Networks, we investigate the replicability of the approach and present
a re-implementation of Knowledge Enhanced Neural Networks based on a Graph Neural Network framework (PyTorch
Geometric). Knowledge Enhanced Neural Networks integrate prior knowledge in the form of logical formulas into an
Artificial Neural Network by adding additional Knowledge Enhancement layers. The obtained results show that the model
outperforms pure neural models as well as Neural-Symbolic models. Our long term goal is to be able to address more complex
and large-scale knowledge graphs and to benefit from the wide range of functionalities available in PyTorch Geometric. To
ensure that our implementation produces the same results, we replicate the original transductive experiments and explain the
various challenges and the steps that we went through to reach that goal.
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1. Introduction
Recently, remarkable progress has been made in various
research domains thanks to Deep Learning and the ap-
plication of Artificial Neural Networks (NNs). The major
strength of NNs is their ability to extract meaningful
features from high-dimensional data without any expert
knowledge. Despite their success, Deep Learning models
are often criticised for their shortcomings in terms of
interpretability, accountability and data-hungriness [1].
While Deep Learning approaches are mostly data-driven,
Symbolic AI systems carry out logic-like reasoning steps
over language-like representations while beingmore data
efficient and understandable by humans [2]. In order to
address the limitations of Deep Learning, the emerging
research field of Neural-Symbolic Integration aims to
combinate neural approaches with methods from Sym-
bolic AI.
Knowledge Enhanced Neural Network (KENN) [3] is

a Neural-Symbolic approach that stacks Knowledge En-
hancers (KEs) as additional layers on top of a NN. These
layers modify the outputs of the so-called Base Neural
Network (Base NN) with respect to some prior knowl-
edge in the form of first-order logic formulas. Both the
KEs as well as the Base NN are designed to be fully differ-
entiable and are optimized jointly with backpropagation.
The KEs contain learnable clause weights that are modi-
fied during training and allow the model to be robust to

wrong knowledge by setting the respective weights to
zero.
While KENN was initially developed for Multi-Label

Classification [3], an extension of the model to relational
domains was proposed [4]. In order to evaluate the per-
formance of KENN on relational data, the model is ap-
plied to a Collective Classification task on the Citeseer
data set [5]. The experiments show that the proposed
model is not only able to outperform the standalone Base
NN but also the Neural-Symbolic models Semantic-Based
Regularization (SBR) [6] and Relational Neural Machines
(RNM) [7]. Furthermore, when limited training data is
available, the use of prior knowledge leads to consider-
able performance gains.
As new results in Artificial Intelligence (AI) are in-

creasingly derived through experiments on data, the re-
producibility of experiments is crucial to obtain more
transparent, independent and reliable research results.
According to the definitions in [8] and [9], we define a
result as reproducible if one can take the original code,
re-execute it and obtain the reported results. Results are
called replicable if one can create a new implementation
that matches the conceptual and algorithmic descriptions
given the article and obtain (or approximately obtain) the
communicated results. The replication of results is a way
to ensure that the conceptual descriptions and results of
the literature are well interpreted. It is also a possibility
to guarantee that the results are robust and transparent.
The first experiments with KENN show that it repre-

sents a promising Neural-Symbolic approach that has a
enormous potential for extension. The current scope of
the results is however limited. For example, the Citeseer
data set used in KENN [4] is homogeneous and rather
small. A homogeneous graph contains only one node and
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edge type, while a heterogeneous graphs contains more
than one node or edge type.

In the future, we intend to extensively investigate the
applicability of KENN to larger knowledge graphs, the
injection of more complex prior knowledge and the in-
teraction with Graph Neural Networks (GNNs). In this
context, PyTorch Geometric (PyG) [10] is a graph library
based on PyTorch [11]. It integrates numerous bench-
mark data sets, provides graph-specific data structures,
offers scalable algorithms, and implements numerous
state-of-the-art GNNs. It therefore provides a good ba-
sis and offers many opportunities to extend relational
KENN.
To take advantage of PyG, we represent a new inter-

pretation and implementation of relational KENN. We
use the conceptual description of relational KENN [4]
and the original code written using Tensorflow 2 [12] and
Keras [13]. In order to ensure that the conceptual descrip-
tions are well understood, we replicate the transductive
experiments on the Citeseer data set.
The main contributions of this work are (1) a new

interpretation and implementation of relational KENN
based on PyG and (2) the replication of the experiments
reported in [4].

2. Knowledge Enhanced Neural
Networks

KENN [3] is a Neural-Symbolic learning approach pro-
posed by Alessandro Daniele and Luciano Serafini that
was recently extended to relational domains [4]. A KENN
consists of two main components: (1) A Base NN that
solves a classification task and (2) an additional module
of layers called Knowledge Enhancers (KEs) that incorpo-
rate prior knowledge. The whole architecture of Base NN
and KEs can be trained end-to-end since all components
are differentiable. In a classification setting the Base NN
takes features 𝑥 ∈ ℝ𝑛 as input and calculates outputs
𝑦 ∈ ℝ𝑚 for 𝑚 classes. The KEs are stacked on top of the
Base NN and modify the predictions with respect to the
satisfaction of the prior knowledge. The prior knowl-
edge is specified as a set of clauses in first-order logic
that are formulated as disjunction of literals and refer to
the output classes. The logical language contains con-
stants, variables and predicates. Unary predicates express
properties of constants, while binary predicates describe
relations between two constants. To give an example
from the Citeseer data set, let the unary predicate 𝐴𝐼(𝑥)
describe that a scientific paper belongs to the document
class AI and let the binary predicate 𝐶𝑖𝑡𝑒(𝑥, 𝑦) indicate a
citation between two papers 𝑥 and 𝑦. The clause

∀𝑥, 𝑦 ∶ 𝐴𝐼 (𝑥) ∧ 𝐶𝑖𝑡𝑒(𝑥, 𝑦) ⟶ 𝐴𝐼(𝑦)

describes that two papers belong to the same class AI if
they cite each other. A KE revises the predictions 𝑦 of the
Base NN with respect to the satisfaction of the clauses
in the prior knowledge and returns updated predictions
𝑦 ′. The KE contains clause weights which are modified
during training together with the trainable parameters of
the Base NN. The clause weight 𝑤𝑐 of a clause 𝑐 quantifies
the importance of a specific clause on the input and can
be robust to wrong knowledge by being set to zero.

To be incorporated in a neural architecture, the knowl-
edge has to be interpreted in a real-valued domain. Fuzzy
Logic [7] is applied to obtain values in a continuous inter-
val of [0, 1]. The predictions of the Base NN are used as
interpretation of unary predicates in the numeric domain.
T-conorm functions map the truth values of grounded
atoms to the truth value of a clause and are defined as
follows:

⟂∶ [0, 1] × [0, 1] ⟶ [0, 1] (1)

To quantify the improvement of the satisfaction of a
clause, the concept of a t-conorm boost function (TBF)
that updates initial predictions, is specified as:

𝛿 ∶ [0, 1]𝑛 → [0, 1]𝑛 (2)

In KENN, the following function is chosen as TBF and
applied to the preactivation v𝑖 of the Base NN.

𝛿𝑤𝑐𝑠 (v)𝑖 = 𝑤𝑐 ⋅ softmax(v)𝑖 (3)

A module called Clause Enhancer (CE) implements the
TBF for each clause. The CE selects the literals concerned
by a clause from the preactivations of the Base NN and
then applies the TBF of Equation 3 to obtain the changes.
The changes introduced by all CEs are aggregated, added
to the preactivations and fed into a logistic function. Var-
ious groundings of a clause to constants are stored in a
matrix format where columns represent the predicates
and rows the objects. Once the CE is instantiated, it
works on several groundings of a clause.

When relational data is considered, not only unary
predicates but also binary predicates are taken into ac-
count. In order to be applicable to relational data, some
architectural modifications of KENN are required. When
a clause contains multiple variables, the same grounded
atom may occur in multiple groundings of the clause.
Considering the clause 𝑐 ∶ ¬𝐴𝐼 (𝑥)∨¬𝐶𝑖𝑡𝑒(𝑥, 𝑦)∨𝐴𝐼 (𝑦) of
the previous section and the two groundings 𝑐[𝑥/𝑎, 𝑦/𝑏]
and 𝑐[𝑥/𝑏, 𝑦/𝑐] for example, the same grounded 𝐴𝐼(𝑏)
has to be enhanced. This leads to complications because
changes proposed by the same CE are not aggregated
in non-relational KENN. Consequently, adaptions of the
data representation are required. In the relational ver-
sion of KENN [4], the knowledge is split into a set of
unary clauses that contain only unary predicates and
a set of binary clauses that contain binary or lower ar-
ity predicates. The KE is applied on unary and binary



clauses separately before the changes are added to the
preactivations. While the groundings of unary predicates
can be represented as a matrix U that contains the ob-
jects as rows and predicates as columns, the keys of the
binary predicates are two-dimensional. Consequently,
binary predicates are represented as a matrix B that has
as many rows as number of edges in a graph and columns
as binary predicates. To enhance binary clauses, all pred-
icates of the clause have to be presented together in one
matrix on which the CE can be applied. Hence, unary
predicates are extended to binary predicates by ignoring
one component of the input. Given a unary predicate
𝑃(𝑥) for example, it can be extended to two binary predi-
cates 𝑃𝑋(𝑥, 𝑦) and 𝑃𝑌(𝑥, 𝑦). Consequently, the relational
KENN contains a Join Layer that puts binary predicates
and the binarized unary predicates in one matrixM on
which the CE can operate. After obtaining the changes
𝛿M, a Group-By Layer extracts the changes that apply to
the same grounded atom and aggregates them. By repre-
senting unary and binary predicates in a single matrix
the Knowledge Enhancement on relational domains is
made possible.

3. PyTorch Geometric: A GNN
Framework

Since our goal is to extend relational KENN presented
in the previous section to large and complex knowledge
graphs, we need graph-specific, scalable and flexible so-
lutions. In this context, PyTorch Geometric (PyG) [10] is
a graph framework based on PyTorch [11] that enables
to process graph-structured data and build state-of-the
art as well as customized GNNs. Among other graph
libraries, PyG is currently the most popular library and
is frequently updated [14]. It provides multiple GPU
support, graph-specific mini batching and distributed
graph learning, for example. Furthermore, PyG offers
easy access to various large-scale benchmark data sets.
In particular, the Open Graph Benchmark (OGB) [15]
covers different models on versatile, real-world and large-
scale graph data. PyTorch Scatter [16] is a small PyTorch
library implementing highly optimized scatter and seg-
ment operations.

4. Methodology
The replication of experiments is a crucial step to ensure
that the new interpretation maps the functionality of re-
lational KENN and that future extensions are built on a
solid basis. Our goal here is to re-implement KENN on
PyG. Hence, we want to be sure that we are on a safe
ground. For that purpose we replicate the transductive
results reported in relational KENN [4]. In their work

[4], the authors apply relational KENN to a Collective
Classification task on the Citeseer data set. The reported
results of the transductive experiments are presented in
Table 1. The first three columns refer to the experiments
in [7]. The last two columns present the experiments
conducted with relational KENN. The considered met-
ric is the mean test accuracy over multiple runs of the
experiments. Its standard deviation is noted in brackets.
From these results the following conclusions are

drawn:

• KENN has a superior performance compared to
the standalone Base NN.

• The performance gains thanks to the Knowledge
Enhancement are larger when limited training
data is available.

• KENN leads to comparable or even superior per-
formance in comparison to the baseline models
RNM [7] and SBR [6].

The replication is a more complex task than the repro-
duction since it requires a comprehensive understanding
of every component of the experiments.

We performed the following steps to re-interpret and
re-implement relational KENN and replicate the results:

1. Reproduce the reported results in [4]
2. Follow the model description
3. Clarify under specified technical aspects
4. Inspect and solve eventual inconsistencies

In the next sections, we illustrate the process we followed
in more details. Table 2 shows the necessary parameters
to replicate the results and where they were specified.
While some parameters are explicitly mentioned in the
KENN paper [4], others could be derived by inspecting
the code [17]. Further efforts were needed to identify the
values of some parameters that are neither specified in
the paper nor in the code.

4.1. Reproduction of Results
As a first step, we reproduced the results reported in [4]
with the implementation of KENN [17] based on Ten-
sorflow 2 and Keras. We use the versions of the Python
packages as specified in [17]. Thanks to the availability
of the original data set along with the code and the clear
instructions given by the authors, the original results
have been reproduced easily and are consistent with the
numbers reported in Table 1. The first three columns
contain the mean test accuracies reported in [7]. The
following two columns represent the mean test accura-
cies obtained in [4]. The standard deviation of the test
accuracy is noted in brackets. The reproduced results
to which we later compare our replicated results, are
presented in Table 4.



Results reported in [7] Results reported in [4]
Training Set
Dimension NN SBR RNM NN KENN

10% 0.64
0.703
(0.063)

0.708
(0.068) 0.544

0.652
(0.108)

25% 0.667
0.729
(0.062)

0.735
(0.068) 0.629

0.702
(0.073)

50% 0.695
0.747
(0.052)

0.753
(0.058) 0.68

0.744
(0.065)

75% 0.708
0.764
(0.056)

0.766
(0.058) 0.733

0.788
(0.055)

90% 0.726
0.780
(0.054)

0.780
(0.054) 0.759

0.808
(0.049)

Table 1
Results of the transductive experiments reported in [7] (first three columns) and [4] (last two columns) ordered by training set
dimension.

Parameter Value specified in Paper specified in the code

Base NN - Number of Hidden Layers 3 � �
Base NN - Number of Hidden Neurons 50 � �
Base NN - Hidden Layer Activation ReLu � �
Base NN - Output Layer Activation Linear � �
KE - Clause Weight Initialization Constant, 0.5 � �
KE - Binary Preactivations 500 � �
KE - Number of KE Layers 3 �
KE - Range Constraint [0.0, 500.0] �
Epochs 300 �
Batch Size Full-batch �
Loss function Categorical Cross-entropy �
Early Stopping - Patience 10 �
Early Stopping - Min Delta 0.001 �
Dropout Rate 0.0, no dropout
Learning Rate 0.001
Base NN - Weight Initialization Random, Glorot uniform
Base NN - Bias Initialization Constant, Zeroes
Optimizer Adam, 𝛽1 = 0.9, 𝛽2 = 0.99, 𝜖 = 1𝑒 − 07

Table 2
The hyperparameter set used in the experiments with relational KENN [4] on Citeseer.

4.2. Re-interpretation and
Re-implementation of KENN

In order to replicate relational KENN in PyTorch, we
firstly followed the conceptual descriptions of the layers
in KENN and the experimental setting described in the
paper [4].

4.2.1. Model Architecture

The structure of a KE layer, its mathematical foundation
and its extension to the relational domain is described
in the original work [4]. In the experiments, a dense NN
with three hidden layers of fifty nodes each and ReLu
activation function [18] is applied as Base NN. The output
layer of the Base NN has a linear activation. The output

of the last layer is processed by a softmax function.

4.2.2. Data Set

The experiments are conducted on the Citeseer data set.
Citeseer is a citation graph and a well-known benchmark
data set for node classification. It consists of 3312 sci-
entific publications classified into one of six classes and
4732 edges between the nodes. Each publication in the
data set is described by a one-hot-encoded word vector
of dimension 3703. The data set can be modelled as graph
where scientific publications are represented by nodes
and citations between them are the edges of the graph.
The bag-of-word vectors are used as node features. The
version of the Citeseer data set used for the experiments
reported in [4] is provided together with the code [17].



4.2.3. Prior Knowledge

The set of logical clauses used in the experiments is ex-
plicitly described in [4]. The hypothesis is made that two
documents belong to the same class when they cite each
other. The following clause is instantiated for each docu-
ment class (computer science research fields) of the set
{𝐴𝐺, 𝐴𝐼 , 𝐻𝐶𝐼 ,𝑀𝐿, 𝐷𝐵, 𝐼𝑅} from which a set of six clauses
is derived as follows:

∀𝑥∀𝑦 ∶¬𝐶𝑙𝑎𝑠𝑠(𝑥) ∨ ¬𝐶𝑖𝑡𝑒(𝑥; 𝑦) ∨ 𝐶𝑙𝑎𝑠𝑠(𝑦)

It is assumed that the edges and thus the citations are
known a priori. For this reason, the preactivation of
the binary predicate 𝐶𝑖𝑡𝑒 is set to a high value (500.0).
To reduce complexity, only pairs of nodes that are con-
nected by edges are considered. The clause weights are
initialized with a constant value (0.5).

4.2.4. Experimental Setup

Since no global agreement on the split of the Citeseer
data set into training, validation and test set exists, sev-
eral sizes of the training set have been tested to evaluate
the impact on the model performance. Specifically, the
dimensions are [0.1, 0.25, 0.5, 0.75, 0.9] and the respec-
tive amount of data is randomly sampled from the main
set. The remaining samples are randomly split into a
validation set and a test set. Furthermore, to counter the
dependence of the results on a particular split, multiple
runs are conducted. Per run the data set is split and the
model initialised . The mean accuracy over all runs is a
more stable indicator for the model performance. In the
original experiments, 100 runs were conducted.

In our implementation, the relational layers of KENN
are based on the library PyTorch Scatter [16]. PyTorch
Scatter is a package consisting of a small extension library
of highly optimized sparse update (scatter and segment)
operations, which are missing in the main PyG package.
We use PyG Data objects to store and handle the input
data in a format optimized for graph data.

4.3. Missing Parameters
Not all the required specifications and parameter values
to re-interpret and implement the approach are men-
tioned in the relational KENN paper. We needed to ex-
amine and test the KENN code published on GitHub at
[17] to recover the necessary information.

4.3.1. Model Architecture

Regarding the architecture of the Base NN, three dropout
layers [19] are applied to the hidden layers and the
dropout rate is set to 0.5. A weight clipping is imple-
mented to enforce the clause weights to stay in a range

between [0.0, 500.0] during the training. Three relational
KE layers are stacked on top of the Base NN.

4.3.2. Data set

In KENN, only the amount of data chosen for the training
set but not for validation and test set is specified. We
found that 20% of the remaining samples is selected for
the validation set by examining the code. Since the distri-
bution of the classes in Citeseer is by default imbalanced,
a re-balancing is conducted. Consequently, the samples
are split randomly to achieve an approximately balanced
class distribution in the training set.

4.3.3. Prior Knowledge

The way how knowledge can be specified is illustrated in
the implementation and the documentation of KENN [20].
Instructions are given on how prior knowledge can be
encoded as a text format. This encoding is read by a unary
and binary parser in order to create the corresponding
KE layers.

4.3.4. Experimental Setup

Not all hyperparameters of the training setting are ex-
plicitly mentioned in the paper. We had to examine and
run the code to recover them. The training is conducted
on the full data batch, so that the batch size corresponds
to the size of the training set. Categorical cross-entropy
is chosen as loss function and Adam [22] as optimizer.
Per run, up to 300 training epochs are carried out. An
early stopping mechanism in KENN interrupts the train-
ing when the validation accuracy stagnates. The early
stopping hyperparameters patience and minimum delta
are set to 10 and 0.001.

4.4. Resolution of Inconsistencies
By following the descriptions of relational KENN [4]
and the provided implementation [17], we were able to
functionally re-implement the experiments in PyTorch.
Nevertheless, the results we initially obtained differed
considerably from those reported in [4]. In each com-
ponent of the system we had to identify the sources of
divergence. We investigated the following aspects as
potential causes of divergence:

• Wrong interpretation of some concepts described
in the paper

• Bugs in the original or replicated implementation
• Deviating initialization of parameters
• Framework-specific settings



Reproduced KENN
Experiments [17]

Replicated
Experiments [21]

Training
Dimension NN KENN NN KENN

10% 0.0230 0.2358 0.0090 0.0787
25% 0.0292 0.2367 0.0128 0.0795
50% 0.0476 0.2360 0.01937 0.0810
75% 0.0541 0.2130 0.0250 0.0830
90% 0.1240 0.2375 0.0308 0.0841

Table 3
Average epoch times in the reproduced and replicated experiments with relational KENN.

Inspecting the concrete behavior of NNs is challeng-
ing since neural models non-deterministic and essen-
tially data-driven. To get useful insights and identify the
sources of divergence, we appied the following strategies:

• Disable random operations temporarily to make
the behavior (input and output) of the compo-
nents deterministic.

• Check the training process step-by-step during a
single epoch

• Consider different modules separately
• Implement framework-specific components man-
ually

• Inspect framework-specific default parameters

In detail, we simplified the model, temporarily disabled
random operations and inspected a single epoch until
both implementations produced the same results. Then,
we iteratively put back random operations and complex-
ity while supervising the performance of both models.
This allowed us to identify the components that behave
differently.

4.4.1. Deterministic Pre-processing

As a first step, we made the pre-processing steps identical
for both approaches to guarantee that the same data is fed
into the first epoch of the model. The pre-processing has
two sources of randomness: Firstly, when the training
samples are selected for the training, validation and test
set (Numpy.random.permutation) and secondly, in the
re-balancing (list(set(classes))). The set() operator is
based on a hash table and the order of the output is not de-
terministic. We seeded the random permutation and used
a sorted list to make the pre-processing deterministic for
both approaches.

4.4.2. Model Simplification

We compared the data flow through the KENN model
components in the first epoch. At first, the data is fed into
the dense layers of the Base NN and subsequently manip-
ulated by the KE layers. The dense layers in the original

implementation aremodelled as Keras dense layers. Since
initialization of weights and biases is not explicitly spec-
ified, the default initialization of Keras applies. In this
case, kernels are initialized randomly following a Glo-
rot uniform distribution and the bias is initialized with
zeroes.
In PyTorch we implemented the dense layers as lin-

ear modules. By default the weights and biases are
randomly initialized following the uniform distribution
𝒰[− 1

√k
, 1
√k

] for a weight matrix with 𝑘 columns. To bet-
ter inspect the behavior of the layers, we initialized the
kernels in both implementations with constant values.
We temporarily deactivated the dropout layers in both ap-
proaches since they are random operations. After having
completed these steps, the data flow through the Base NN
was identical for both models in the first forward pass.
Since the KE only introduces clause weights as learnable
parameters which are initialized with constant values,
the data propagation through the KEs was comparable.

4.4.3. Accuracy, Loss Function and Optimizer

To ensure that both approaches use the same loss func-
tion, we replaced the framework-specific categorical
cross-entropy functions in Keras and PyTorch by a man-
ual implementation of the loss function according to the
following definition of the categorical cross-entropy:

L = −
n

∑
𝑖=1

𝑦𝑖 ⋅ log ̂𝑦𝑖 (4)

̂𝑦𝑖 contains the predicted values and 𝑦𝑖 the ground truth
labels for a sample of size 𝑛.
Accordingly, we did not rely on the definition of the

accuracy as evaluation metric given by the frameworks
but used an implementation of the accuracy from Numpy
[23]. In both implementations the Adam optimizer [22]
is used. In order to simplify the optimization process, we
used Stochastic Gradient Descent instead of Adam.



4.4.4. Activation of Components

To use the same amount of epochs for both approaches,
we first disabled the early stopping mechanism temporar-
ily. As explained before, the early stopping interrupts the
training when the validation accuracy stagnates over sev-
eral epochs. At this stage, the forward and backward pass
of the first epochs were deterministic and identical for
both approaches. Nevertheless, without random opera-
tions a neural model is not able to explore the hypothesis
space.
In the following, we iteratively put the original ele-

ments back for both approaches and observed the results.
We firstly activated the random operations in the pre-
processing so that different splits were created for each
run. Regarding the initialization of weights and biases
in the dense layers of the Base NN, we used the default
initialization as in KENN. We conducted 300 epochs and
10 runs to check if they were similar. Then, we set the
optimizer back to Adam. Adam introduces a set of hyper-
parameters that is not explicitly specified in the original
approach, so the default parameters of Keras are used.
When comparing the default initialization of Adam in
PyTorch and in Keras in details, we found that the frame-
works use different default values. We identified the
parameters used in KENN, see Table 2, and set the opti-
mizer in our system to the same values.

When we put the dropout layers back, we noticed that
the dropout layers in KENN do not work even though the
dropout rate is set to 0.5. By further investigating this as-
pect, it turned out that dropout layers are only activated if
the model is called with the parameter 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 set to 𝑇 𝑟𝑢𝑒.
Since this is not the case in the KENN, the dropout layers
remain deactivated even though they are added to the
model and the dropout rate is set to a value greater than
zero. Consequently, to make the models comparable, we
also deactivated the dropout layers in our implementa-
tion. By enabling the early stopping mechanism with the
same parameters as in KENN, we finally obtained results
that are consistent with the reproduced and reported
results.

4.5. Replicability Summary
By following the ideas and results presented in the KENN
paper and by inspecting their code, we were able to fi-
nally re-implement and replicate relational KENN in a
GNN framework. In order to achieve this goal, the main
difficulty that we faced was the under specification of the
system and implicit information. The detailed inspection
of a simplified and more deterministic setting of the sys-
tem modules was key to reveal the hidden information
and take it in consideration in the replication.

Table 4 summarizes the results obtained by the repro-
duction and replication of the transductive KENN ex-

periments ordered by training set dimensions. The first
two columns contain the results reported in [4]. The fol-
lowing two columns present the reproduced experiments
and the last two columns the replicated experiments with
our interpretation of KENN. The mean test accuracy over
100 runs is considered as performance metric. The stan-
dard deviation is noted in brackets. It can be seen that
the reproduction and replication of the results lead to
consistent results. We note that the standard deviation
of the mean accuracy obtained in the reproduction and
replication of the experiments is smaller than reported in
the paper. KENN outperforms the standalone Base NN
for all experiments and all training set dimensions. Also,
in all experiments the improvement gains with KENN in
comparison to the standalone Base NN are larger when
the training set is small.
Table 3 compares the average epoch times over the

100 runs in seconds for the reproduced and replicated
experiments. The timing of an epoch includes one train-
ing step and one validation step. It can be shown that
our implementation of KENN leads to around twice as
fast average epoch times compared to the original KENN
implementation. Our experiments were performed on
a server running Ubuntu 20.04 LTS equipped with a In-
tel(R) Xeon(R) Silver 4114 CPU @ 2.20GHz, 192GB RAM,
and one NVIDIA Quadro P5000 GPU card of 16 Go.
In conclusion, the replication of results turned out to

be a more challenging task than initially thought. In
contrast to reproduction, replication requires a full un-
derstanding of the proposed concepts together with a
detailed inspection of all components of the accompa-
nying experiment. Beyond this, replication can reveal
conceptual limitations, bugs, ambiguities. It can also
give more insights on potential improvements and exten-
sions. With this work, we demonstrate that the results
with relational KENN on Citeseer can be achieved in two
different frameworks. The future enhancements of rela-
tional KENN with our implementation thus have a solid
and reliable foundation.

5. Conclusion and Perspectives
In this work, we introduced our interpretation and im-
plementation of relational Knowledge Enhanced Neural
Networks based on the Graph Neural Network Frame-
work PyTorch Geometric and PyTorch Scatter. We veri-
fied the results of KENN by replicating the transductive
experiments on the Citeseer data set. The replication of
results is a necessary step to ensure that the functional-
ity can be safely reused and extended. Furthermore, the
various steps we undertook to replicate the experiments
and re-implement relational KENN, show that this task
is not as straightforward as one may think. They can be
taken as a starting point for a more general replicability



Results reported in
[4]

Reproduced KENN
Experiments [17]

Replicated Experiments
[21]

Training
Dimension NN KENN NN KENN NN KENN

10% 0.544 0.652 0.5107 0.6613 0.5517 0.6487
(0.108) (0.092) (0.0443) (0.045) (0.053)

25% 0.629 0.702 0.6406 0.7156 0.6305 0.7034
(0.073) (0.060) (0.043) (0.022) (0.035)

50% 0.68 0.744 0.7063 0.7573 0.6763 0.7422
(0.065) (0.034) (0.012) (0.019) 0.023)

75% 0.733 0.788 0.7604 0.7973 0.7306 0.7838
(0.055) (0.017) (0.013) (0.023) (0.0164)

90% 0.759 0.808 0.7760 0.8096 0.7486 0.8045
(0.049) (0.021) (0.020) (0.029) (0.015)

Table 4
The reported [4], reproduced and replicated mean test accuracies of the transductive experiments ordered by the training set
dimension. The standard deviations are given in brackets.

method.
This work paves the way for future experiments on

real-world data with Knowledge Enhanced Neural Net-
works and ots application to large-scale knowledge
graphs. The experiments on the Citeseer data set can
be seen as limited since Citeseer does not represent a
large-scale knowledge graph [24]. The application of
the concepts of KENN to larger, various and more com-
plex data sets is ongoing research and we could already
apply relational KENN to a data set from OGB [15]. In
the short term, it would be interesting to test KENN in
conjunction with GNNs and extend primary experiments
on large-scale graphs.
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