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Abstract. AI is increasingly penetrating the production industry. Today, how-

ever, AI is still used in a limited way in a production environment, often focus-

ing on a single production step and using out-of-the-box AI algorithms. AI mod-

els that use information spanning a complete production line and even larger 

parts of the product lifecycle could add significant value for production compa-

nies. In this paper, we suggest a digital twin architecture to support the complete 

AI lifecycle (discovering correlations, learning, deploying and validating), 

based on a knowledge graph that centralizes all information. We show how this 

digital twin could ease information access to different heterogenous data 

sources and pose opportunities for a wider application of AI in production in-

dustry. We illustrate this approach using a simplified industrial example of a 

compressor housing production, leading to preliminary results that show how a 

data scientist can efficiently access, through the knowledge graph,  all necessary 

data for the creation of an AI model. 
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1 Introduction 

With the production (= manufacturing and assembly) industry moving towards Industry 

4.0, a large amount of information is recorded and collected by smart and intercon-

nected Cyber-Physical Production Systems (CPPS). This information could and should 

be leveraged to learn from the past and from similar cases using Artificial Intelligence 

(AI) systems, where we use the definition of AI in [1] in this paper. AI systems can 

support or automate decisions, such as: intelligently pick product samples for quality 

inspection, optimize product and production performance, reduce the number of re-

quired iterations for tuning the machine settings in case of a production line changeover, 

to increase the sustainability of the product, etc. The enormous potential of AI in pro-

duction has been valued by Accenture as 3,7 trillion USD by 2035 [2]. A Gartner study 

indicates that the AI transformation in production has started, as AI implementations 

grew by 37% during 2018, and by 270% over the last four years [3]. 

Today, production companies typically use AI only by employing out-of-the-box 

algorithms, in a singled-out production step, such as image recognition for quality con-

trol (defect detection). Such AI algorithms are typically black-box, as those also 
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commonly used in other domains, by companies like GAFA (Google, Apple, Facebook 

and Amazon). These algorithms require large amounts of data for training and valida-

tion, acquired by measuring targeted values relevant to the production step under con-

sideration. 

A largely unsolved challenge, however, is how AI algorithms can use information 

over multiple production steps, possibly even the entire product lifecycle, from design 

to product use. This challenge becomes even more apparent when considering the trend 

towards high mix, low volume (HMLV) production, with smaller series and more op-

erator involvement for better flexibility. In this setting, the amount of data gathered for 

one variant is typically limited and too diverse to apply out-of-the-box AI algorithms. 

In addition, AI systems are only considered trustworthy [4] in the context of production 

if it is possible to explain to operators why a certain suggestion is made, demanding a 

more transparent AI approach.  

One particular challenge that a data scientist faces when creating reliable and trans-

parent models in this context, is the ability to access all required and relevant infor-

mation (and preferentially not more) over the complete lifecycle of AI design, i.e. while 

finding correlations, learning, deployment, execution and validation. Information span-

ning larger parts of the product lifecycle typically requires access to multiple, hetero-

geneous data sources, including relational and non-relational (fi. time-series) databases, 

simulations, web APIs, user manuals, etc. The case of HMLV production further inten-

sifies the need for gathering data from diverse sources, since model reliability can dras-

tically be improved by supplementing the limited amount of measurement data with 

additional information, such as domain expert knowledge, operator experience and 

physics models. Currently, searching for the correct information in a typical industrial 

context causes prohibitively expensive overhead to the data scientist who is trying to 

find new correlations and models that could add a lot of value to the company. We will 

also investigate these challenges in the ICT-38-2020 ASSISTANT project. 

In this paper, we consider this information access problem and suggest a data archi-

tecture centered around a digital twin that is based on a domain-wide knowledge graph. 

In section 2 we describe this approach, illustrating it with an example of compressor 

housing manufacturing. In section 3, we describe some experiments, illustrating the 

type of techniques that would enable easy data access in a knowledge graph centered 

architecture. In the final section we summarize our findings and present the next steps 

to take for its realization. 

2 Approach 

In an industrial context, a data scientist needs to (1) gather data over a vast set of het-

erogeneous data sources and (2) gather knowledge about the many production pro-

cesses that exist in the company. In order to support this data scientist, we suggest the 

use of a digital twin built around a formal knowledge graph. Here, we use the term 

digital twin to indicate the central part of the data architecture in the production com-

pany, storing and providing access to all offline and online data.  A knowledge graph, 

as the name suggests, organizes the information in a graph-like, and thus interlinked 
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way. It has been made famous by initiatives, like, for example, DBpedia [5] and Google 

Knowledge Graph [6]. In an industrial context, the knowledge graph can be used to 

capture and formalize the available, domain-wide meta-data, to formalize implicit ex-

pert knowledge and to provide the central access point to retrieve information. With 

regards to legacy data storage and scalability, typically, the knowledge graph should 

not contain large amounts of actual data, such as time series individuals. Instead, it 

should reference access to this data and therefore rely on meta-data. 

The knowledge graph serves three main goals: 

1. create a common vocabulary across the multiple disciplines in production, 

2. facilitate knowledge search, capture and creation, i.e. identification of domain con-

cepts and (new) relations among these concepts, and,  

3. facilitate data search, i.e. connecting the domain concepts to the set of heterogeneous 

data sources. 

The first goal will enable involved parties throughout the company to better find and 

understand data available to them and to more easily access the data they need. There 

has been research on how to describe production domain knowledge in a formal way 

[7-12]. However, many of the schemes lack expressiveness in certain areas, like ways 

to describe operator knowledge, or lack the ability to directly include known physics 

relations, models or constraints. Furthermore, although there are examples towards in-

tegrating formalized schemes in industrial applications, see e.g. [13,14], there does not 

seem to be widespread adaptation yet. 

The second goal involves creating knowledge from that data. This is not restricted to 

linking raw data, i.e. the knowledge graph should allow to link domain concepts and 

data sources themselves, e.g. linking types, algorithms, models and simulations. With 

the proper tools, different users can add new concepts and links to the knowledge graph, 

increasing knowledge within the company over time. There are a number of technolo-

gies available to realize linked data in the knowledge graph. For example, the World 

Wide Web Consortium (W3C) introduced the Resource Description Framework (RDF) 

[17] in 1996 as a way to describe linked data. Later it added reasoning rules, like for 

example expressed in the Web Ontology Language (OWL), that allow to find new links 

more easily in an algorithmic way. Another one is metamodeling [20], which allows 

the precise description of the types, relationships and constraints for a domain. 

When using a knowledge graph, the third goal, i.e. data access, can be facilitated 

through semantic queries, see e.g. [15,16,21,22]. The semantic query ensures that users 

can ask for exactly the data they need, rather than collecting data from different data 

sources and combining (joining) data manually. Furthermore, the user does not have to 

be concerned with the actual data sources that are being queried, if the central 

knowledge graph enables a performant connection between the contained concepts and 

the actual data sources. Data federation through a central, semantic query point is al-

ready possible using integrated software like the Ontotext platform [18], Timbr [19] 

and many others. However,  it seems that this type of software has not penetrated many 

production company workflows yet. 

This leads us to suggest the generic, high-level, digital twin centered architecture 

that can be seen in Fig. 1. Here, we take typical data architecture practice in industry, 
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and add the idea of a knowledge graph based digital twin, creating an architecture that 

can support the data scientists in all phases of AI model creation. On the input side on 

the left, different devices are connected to a gateway, that either sends the data to stor-

age, or can be directly queried in the case of online applications, like dashboarding and 

streaming analytics. In case of storage, in the offline zone on top, the incoming machine 

data is typically consolidated together with data coming from other company sources 

such as order processing or Manufacturing Execution Systems (MES). Next, a curated 

data zone should be created, with cleaned data. Moreover, it combines data from dif-

ferent sources throughout the product lifecycle, such as simulation data, type info, or 

operator knowledge. Next, different stakeholders such as business users and data sci-

entists can use the digital twin to discover existing and add new information and 

knowledge (dashed arrows) and, finally, access data through queries facilitated - ideally 

automatically generated - by the digital twin (full arrow between knowledge graph and 

offline query). Similarly, for people using online applications, the digital twin serves as 

a reference to the concepts that are important to the application and facilitates online 

querying of the data provided by the gateway. Note that this architecture can also serve 

as a starting point for integration of existing data federation tools in the production 

company. 

Fig. 1. High-level overview example of architecture with digital twin  

based on central  knowledge graph. 

The knowledge graph centered architecture should enable the three goals mentioned 

before. To illustrate this, consider the following example of a compressor housing that 

undergoes a series of CNC-controlled machining operations. This example is a very 

simplified version of one of the industrial partners in the ICT-38-2020 ASSISTANT 

project. In Fig. 2, a number of relevant concepts relating to this part of the production 

process have been expressed in a high-level, abstract view of a knowledge graph (in 

blue). 
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Fig. 2. High-level, abstract view of a knowledge graph for the compressor housing example.  

Notice how the overview on the left contains the concepts of a measured physical 

property and derived physical property. This allows different stakeholders throughout 

the company to relate their interpretation of physical quantities, like material hardness 

and temperature, to concepts in the knowledge graph, easing the interpretation of data 

on these quantities from different sources, like measurements or physics models. Fur-

thermore, concepts like ‘suspected correlation’ in the knowledge graph allow to express 

relations that are based on operator experience, rather than using pure data.  

In order to see how the knowledge graph can be used to create new knowledge, we 

can apply it to the data scientist’s workflow for creating an AI model. We can subdivide 

this workflow in 7 steps, depicted in Fig. 3. 

 

Fig. 3. Overview of the seven steps a data scientist can take to create an AI model. 

Assume the accuracy of the housing’s rotor bore diameter is one of the main influ-

encers of the efficiency of the compressor. A data scientist is tasked to create a model 

that predicts, during production, whether the diameter will be in tolerance, and he takes 

the following steps. 

1. First, he asks a domain expert, who is familiar with the production process, for in-

fluencing factors of the bore diameter. The domain expert, based on his experience 

of the production process, adds a ‘SuspectedCorrelation’ to the knowledge graph, 

which relates different production properties as factors influencing the bore diame-

ter, see Fig. 2 (yellow).  

2. Then, the data scientist consults this correlation concept, investigates the influencing 

factors, and, for example, makes a plot of the data and can possibly turn the suspected 

correlation into a proven correlation. 
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3. Next, he creates a model that computes the precision of the diameter during the pro-

duction of a specific housing, given the circumstantial evidence collected online. He 

adds a reference to this model to the knowledge graph, as can be seen in Fig. 2 

(green).  

4. To train the model, he accesses the knowledge graph to get training data. If not 

enough data is available (e.g. find out if sufficient ‘BedTemperature’ time series data 

was logged), he asks for more experiments.  

5. Next, the data scientist deploys the model on an edge device to allow live computa-

tion of the diameter. He adds meta-data of this deployment, e.g. on which device it 

is running, to the knowledge graph (for example as a property of the model). Since 

the model is referenced like this, it is easy to find and access by other stakeholders 

in the future, e.g. a control engineer who wants to use the model in a smart controller.  

6. He also introduces a ‘DiameterWithinTolerance’ property, see Fig. 2 (red), as the 

output of the model. When actual computations are made by the model, the property 

references this new data in the knowledge graph. He connects this property to the 

concept of the bore diameter, so that it can easily be found in the future when inves-

tigating the bore diameter.  

7. Finally, the data scientist validates the model based on input from an operator. He 

can use the knowledge graph to quickly find the measurements from the operator, 

needed for validation. 

Of course, the knowledge graph should be able to link the concepts in the graph to 

the correct data. This is also apparent in the above described 7-step process. For exam-

ple, in step 2, to be able to plot the data, and in step 4, to be able to train the data, the 

data scientist should be able to easily access the individual data elements that where 

linked as influencing factors of the diameter, such as time series temperature data, 

measured diameters, or tool information on remaining life. Furthermore, once the 

model is trained and deployed, other people, also later in time, should be able to find 

such models in the knowledge graph, run them on new input data and get the output 

data values. Note that the knowledge graph centered architecture is not only suited for 

AI model creation, but also provides the basis for, more generally, access to all 

knowledge gathered and contained in the company. 

In the next section, we illustrate how interaction with the knowledge graph could 

look like, using semantic querying with two different techniques.  

3 Querying examples 

In this section, we present two different implementations for data access through a dig-

ital twin based on the knowledge graph in Fig. 2: (1) a knowledge graph represented 

using the W3C RDF triples format accessed through SPARQL queries to retrieve the 

data from a relational database, or, (2) a meta-model style knowledge graph accessed 

through GraphQL queries, where a GraphQL schema and implementation provides ac-

cess to the data stored in the knowledge graph.  

Presume the data scientist wants to investigate all influencing factors of the bore 

diameter, in the “offline zone”,  as in step 2 in the previous section. In Fig. 4, on the 



7 

left, you can see a SPARQL query that would result in actual data values for all of the 

influencing factors and the bore diameter. The SPARQL query allows an intuitive way 

of accessing related data. In this example, all compressor housings are linked to the bed 

temperature of the CNC machine they were milled on, to the remaining life of the mill-

ing bit that was used and to the bore diameter value that resulted from the milling pro-

cess. We can use Ontop [21] to perform this SPARQL query over data stored in a rela-

tional database. This avoids the user having to get familiar with the technical database 

schema and, rather, allows users to ask questions over a knowledge graph storing con-

cepts like ‘CompressorHousing’, ‘CNCMachine’, connected by properties such as 

‘milledBy’.  

On the right, an equivalent query in GraphQL is shown. In the GraphQL case, data 

is also accessed through intuitive connections expressed in the GraphQL schema, such 

as an asset of type ‘CompressorHousing’ having properties like serial number and op-

erations. Technical data access, e.g. using queries directly to the relational database 

storing the data, is again avoided by translating the GraphQL query through, in this 

case, a custom API. 

Both examples show data access through a central knowledge graph, using two dif-

ferent technologies, avoiding the requirement of an often complex, technical under-

standing of where and how the data is stored and instead employing intuitive concepts 

contained in the knowledge graph to get the required data. 

 
Fig. 4. Examples of two different queries on the knowledge graph in Fig. 2. 

4 Conclusion 

We identify access of data and knowledge as a main bottleneck for manufacturing com-

panies to apply AI solutions. To address this, we investigated the use of a knowledge 

graph that can be queried, and an architecture to apply the knowledge graph in a man-

ufacturing context. We illustrated how the knowledge graph can support the data sci-

entist in accessing information from heterogeneous data sources, including expert 

knowledge, throughout the complete AI lifecycle. A small query example showed how 
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this can be applied in practice and how the knowledge graph facilitates efficient data 

access for the data scientist. 

Three challenges remain before being able to apply this approach successfully in a pro-

duction context.  

First, the domain concepts in the knowledge graph should have the proper expres-

siveness in order to properly add less tangible information, such as operator experience, 

correlations, models and uncertainty.  

Second, although the information access through querying was illustrated with two 

examples, we are still in the process of validating, together with production companies, 

which approach is best suited in the context of querying information from the 

knowledge graph based digital twin for AI. 

Finally, the data architecture that was presented, showed data querying of the offline 

and online data sources as separate steps. It is not clear yet what the best practices are 

to link the information in the knowledge graph to the data sources. We will investigate 

these challenges in the ICT-38-2020 ASSISTANT project. 
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