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Abstract. A new model of inventory control with returns is considered, when it 

is possible for consumers to return (under certain conditions) the products they 

have purchased. It proved to be that the optimal inventory control strategy in such 

a system turns out to be four-level. 
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1 Introduction 

A fundamentally new model of inventory control with returns is considered, which dif-

fers from the classical models of the theory of inventory control [1], [2], [3]. In this 

case, it is assumed that the consumer can not only purchase the goods stored in the 

warehouse or in the store, but also return it to the seller (possibly on terms different 

from the conditions of purchase). In the same way, it is assumed that the warehouse 

itself can not only submit an order for replenishment, but also return previously re-

ceived consignments of goods to the same supplier (and also on different conditions). 

These models are not so common in the practice of managing warehouse systems. How-

ever, such situations are often typical for leasing schemes. 

A few words about the main motivation for exploring this new inventory control 

model. It was due to the analogy identified between this formulation of the inventory 

control problem and management problems for one class of queuing systems firstly 

described in [4]1. For such queuing systems control strategy consisted of to enable or 

disable redundant service channels [5], [6]. Based on this analogy, for a completely 

applied class of problems in the theory of controlled queuing systems, real algorithms 

for optimal channel switching in queuing systems were constructed. 

2 Inventory Control Model with Returns 

A multistep model of inventory control is considered during the planning period 

T = (0, N), where N is a sufficiently large natural number, of one type of product with 

backlogging of the outstanding demand (so-called backorders). The demand at each of 

                                                           
1 In [4] the inventory control model with returns was called “fantasy”. 
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the steps of the process is described by a model of independent in the aggregate, iden-

tically distributed random variables {z(n), n = 1, 2, …, N} with the distribution function 

F(z). We will also assume that the delivery lag time is equal to 0. In this case, it is 

customary to associate the state of the inventory management system not with the stock 

on hand, but with a so-called inventory position. An inventory position (with a delivery 

time equal to 0) is defined [7] as the stock on hand minus the backordered demand. 

Such a model describes well the systems for managing the stocks of mass consump-

tion products, the demand for which is not (or is not very susceptible) to seasonal 

changes. This type of products include staple foods (baked goods, meat, dairy products, 

etc.), medicines for chronic diseases, and many, many others. 

Unlike the classical multi-step inventory control model, we will assume that the do-

main of the demand distribution function at one step F(z) is the entire real axis: –  

< z < + . Let also the mathematical expectation of this distribution be positive. The 

possibility of negative values of demand will be interpreted as the return by the con-

sumer of the products purchased at the warehouse. We will also assume that when the 

goods are returned to the consumer, the entire amount that he paid when purchasing it 

is returned. The warehouse also gets the opportunity to return the goods to its supplier, 

paying a fixed amount A
2
 for this, but the price c

2
, at which the money is returned by 

the supplier, is less than the price of its purchase from the supplier: c
2 
< c

1
. 

Let the criterion for the optimal functioning of the warehouse be the minimum of the 

total average costs during the planning period [0, T], where T = N, and  is the duration 

of one-step between the moments of making order decisions. Let 𝐶𝑛
∗(𝑥) denote the min-

imum possible value of average costs for the inventory control system, which has n 

steps left until the end of the planning period [0, T] and which at the beginning of this 

interval has an inventory position x. Then we can write the following discrete dynamic 

programming equations: 

 𝐶0
∗(𝑥) ≡ 0; 𝐶𝑛

∗(𝑥) = min
𝑢
{(𝐴1 + 𝑐1𝑢) × 𝟏(𝑢) + (𝐴2 + 𝑐2𝑢) × 𝟏(−𝑢) + 𝑔(𝑥 + 𝑢) + (1) 

+𝛼 ∫ 𝐶𝑛−1
∗ (𝑥 + 𝑢 − 𝑧)𝑑𝐹(𝑧)}

∞

−∞
, 𝑛 = 1, 2, , … , 𝑁б 

where 𝑔(𝑦) = ℎ ∫ (𝑦 − 𝑧)𝑑𝐹(𝑧)
max {𝑦,0}

−∞
+ 𝑑 ∫ (𝑧 − 𝑦)𝑑𝐹(𝑧)

+∞

max {𝑦,0}
,  is discount co-

efficient, 0    1 and 𝟏(𝑢) is the unit jump function (Heaviside function). 

Equations (1) can be rewritten as follows 

 𝐶0
∗(𝑥) ≡ 0;   𝐶𝑛

∗(𝑥) = −𝑐1𝑥 + min

{
 
 

 
 

𝐴1 +min
𝑦>𝑥

𝐺𝑛(𝑦) ,

min{𝐺𝑛(𝑥), �̃�𝑛(𝑥)} ,

𝐴2 + (𝑐1 + 𝑐2)𝑥 + min
𝑦<𝑥

�̃�𝑛(𝑦) ,

 𝑛 = 1, 2, , … , 𝑁. (2) 

where the function 𝐺𝑛(𝑦) is given by the formula 

 𝐺𝑛(𝑦) =   𝑐1𝑦 + ℎ∫ (𝑦 − 𝑧)𝑑𝐹(𝑧)
max {𝑦,0}

−∞
+ 𝑑∫ (𝑧 − 𝑦)𝑑𝐹(𝑧)

+∞

max {𝑦,0}
+  𝛼 ∫ 𝐶𝑛−1

∗ (𝑦 − 𝑧)𝑑𝐹(𝑧),
+∞

−∞∗
 (3) 

and the function �̃�𝑛(𝑦) by the formula 

 �̃�𝑛(𝑦) = −𝑐2𝑦 + ℎ∫ (𝑦 − 𝑧)𝑑𝐹(𝑧)
max {𝑦,0}

−∞
+ 𝑑 ∫ (𝑧 − 𝑦)𝑑𝐹(𝑧)

+∞

max {𝑦,0}
+ 𝛼 ∫ 𝐶𝑛−1

∗ (𝑦 − 𝑧)𝑑𝐹(𝑧)
∞

−∞
. (4) 
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In the framework of the economics of calculating costs, the function min
𝑦>𝑥

𝐺𝑛(𝑦) de-

scribes the minimum variable part of the costs when making a decision to place an order 

(excluding the fixed part 𝐴1 and the current inventory position x and including the case 

of failure to submit an order when u = 0 ), and the function min
𝑦<𝑥

�̃�𝑛(𝑦) is equal to vari-

able part of the minimum cost when deciding whether to return the goods to the supplier 

(excluding the fixed part 𝐴2 and the current inventory position x). Note also that, due 

to the form of the functions 𝐺𝑛(𝑦) and �̃�𝑛(𝑦), the point S
n
 of the absolute minimum of 

the function �̃�𝑛(𝑦) is located to the right of the point R
n
 of the absolute minimum of 

the function 𝐺𝑛(𝑦)2. 

In the next Fig. 1 shows the hypothetical form and relative position of the functions 

𝐺𝑛(𝑦) and �̃�𝑛(𝑦). 

 

Fig. 1. Type and arrangement of functions Gn(y) и G̃n(y). 

For the functions 𝐺𝑛(𝑦) and �̃�𝑛(𝑦) shown in Fig. 1 the optimal rule of inventory 

control is given by the formula: 

 𝑢𝑛
∗ (𝑥) = {

𝑅𝑛 − 𝑥,     if 𝑥 ≤ 𝑟𝑛,
0,    if 𝑟𝑛 < 𝑥 <  𝑠𝑛,
𝑥 − 𝑆𝑛,        if ≥ 𝑠𝑛.

. (5) 

                                                           
2 This statement will be proved in the next section. 
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So, if the functions 𝐺𝑛(𝑦) and �̃�𝑛(𝑦) for all values of n have the properties that are 

qualitatively characterized in Fig. 1, then the optimal inventory control strategy turns 

out to be a four-level (𝑅𝑛, 𝑟𝑛 , 𝑆𝑛 , 𝑠𝑛)-strategy (𝑟𝑛 < 𝑅𝑛 < 𝑆𝑛 < 𝑠𝑛). This strategy is ar-

ranged so that: 

(1) If the inventory position x at the time of making decisions n steps before the end 

of the planning period is less than or equal to 𝑟𝑛, then an order is submitted that replen-

ishes the inventory position in the warehouse to the value 𝑅𝑛. 

(2) If the inventory position x at the time of making decisions n steps before the end 

of the planning period is greater than or equal to 𝑠𝑛, then part of the stock from the 

warehouse is returned to the supplier so as to bring the inventory position in the ware-

house to the value 𝑆𝑛. 

3 Proof of Optimality of (𝑹𝒏, 𝒓𝒏, 𝑺𝒏, 𝒔𝒏)-strategies 

A multistep model of inventory control is considered during the planning period 

T = (0, N), where N is a sufficiently large natural number, of one type of product with 

backlogging of the outstanding demand (so-called backorders). The demand at each of 

the steps of the process is described by a model of independent in the aggregate, iden-

tically distributed random variables {z(n), n = 1, 2, …, N} with the distribution function 

F(z). We will also assume that the delivery lag time is equal to 0. In this case, it is 

customary to associate the state of the inventory management system not with the stock 

on hand, but with a so-called inventory position. An inventory position (with a delivery 

time equal to 0) is defined [1] as the stock on hand minus the backordered demand. 

We transform equation (2) by introducing the auxiliary functions 𝐺order
(𝑛) (𝑦)  and 

𝐺return
(𝑛) (𝑦). The function 𝐺order

(𝑛) (𝑦) describes the average cost for n steps before the end 

of the planning period at the current inventory position x and when deciding on a posi-

tive order size u (after which the inventory position becomes equal to y = x + u) and 

choosing the optimal inventory control strategy at subsequent (n – 1)th steps without 

taking into account the constant component of costs when placing an order 𝐴1 (this is 

the subscript “order”). The function 𝐺return
(𝑛) (𝑦) describes the average cost for n steps 

before the end of the planning period when deciding on a negative order size u (after 

which the inventory level also becomes equal to y = x + u) and the choice of the optimal 

inventory management strategy at the subsequent (n – 1)th th steps without taking into 

account the constant component of costs when placing an order 𝐴2 (this is the subscript 

“return”). Let 

 𝐺order
(𝑛) (𝑦)    = 𝑐1𝑦 + 𝑔(𝑦) + 𝛼 ∫ 𝐶𝑛−1

∗ (𝑦 − 𝑧)𝑑𝐹(𝑧),
+∞

−∞
   𝑛 1, 𝑁, (6) 

 𝐺return
(𝑛) (𝑦) = − 𝑐2𝑦 + 𝑔(𝑦) + 𝛼 ∫ 𝐶𝑛−1

∗ (𝑦 − 𝑧)𝑑𝐹(𝑧)
+∞

−∞
,   𝑛 1, 𝑁. (7) 

Using functions (6)– (7), one can rewrite equations (2) in the following form: 
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 𝐶0
∗(𝑥) ≡ 0;   𝐶𝑛

∗(𝑥) =  min

{
 
 

 
 
−𝑐1𝑥   +    min {

𝐴1 +min
𝑢 >0

𝐺order
(𝑛) (𝑥 + 𝑢),

𝐺order
(𝑛) (𝑥),

𝑐2𝑥  + min {
𝐴2 +min

𝑢<0
𝐺return
(𝑛) (𝑥 + 𝑢),

𝐺return
(𝑛) (𝑥).

    𝑛 1, 𝑁. (8) 

Proposition 1. 𝑅𝑛 < 𝑆𝑛. 

Proof. Due to the fact that 𝑐1 > 𝑐2 and using formulas (7)–(8), it is easy to show that 

the points of absolute minima in y of the functions 𝐺order
(𝑛) (𝑦) and 𝐺return

(𝑛) (𝑦) lead to 

such values of y denoted by 𝑅𝑛 and 𝑆𝑛 respectively (see Section 2) are ordered in ac-

cordance with the inequality 𝑅𝑛 < 𝑆𝑛. Q.E.D. 

In order to use the technique of proving the optimality of two-level (S, s) -strategies 

proposed in [7], [1] recall the basic notion of  the A-convexity, on which this proof was 

based. 

Definition 1. An everywhere differentiable function f(y) is called A-convex (A ≥ 0)  

if, for any a > 0, the next inequality holds 

 𝐴 + 𝑓(𝑥 + 𝑎) − 𝑓(𝑥) − 𝑓′(𝑥)𝑎 ≥ 0. (9) 

It turns out that in order to prove the optimality of (𝑅𝑛, 𝑟𝑛 , 𝑆𝑛 , 𝑠𝑛)-strategies, it is 

necessary to introduce a generalization of this concept. 

Definition 2. Let there exist a real number a, which has the property that it is to the 

right of the point of absolute minimum of the everywhere differentiable function f(x) 

and for all real y and z such that the points y and y + z are to the left of the point a, that 

is belong to the interval (-∞, a), the next inequality holds 

 𝐴 + 𝑓(𝑦 + 𝑧) − 𝑓(𝑦) − 𝑓′(𝑦) 𝑧   0, 𝐴 ≥ 0.. (10) 

Then the function f(x) is called A-convex on the left in the interval (-∞, a]. 

Definition 3. Let there exist a real number b, which has the property that it is to the 

left of the point of absolute minimum of the everywhere differentiable function f(x) and 

for all real y and z such that the points y and y + z are to the right of the point b, that is 

belong to the interval (b, ∞), the inequality (11) holds then the function f(x) is called A-

convex on the right in the interval [𝑏,∞). 

Proposition 2. All functions 𝐶𝑛
∗(𝑥) are A

1
-convex on the left and A

2
-convex on the 

right. 

Proof. Using formulas (6)–(7) for the case n = 1, it is easy to show that the functions 

𝐺order
(𝑛) (𝑦) and 𝐺return

(𝑛) (𝑦) are convex, that is, 0-convex , and by the characteristic prop-

erties of the A-convexity construction [1], are A1- и A2- convex, respectively. Hence, 

as in ([1], by virtue of formula (8) for the case n = 1, it is established that the function 

𝐶1
∗(𝑥) is simultaneously A

1
-convex on the left and A

2
-convex on the right. 

Let us state the hypothesis of mathematical induction that for some number n > 1 

the functions 𝐶𝑛
∗(𝑥) are A

1
-convex on the left and A

2
-convex on the right. Further pro-

gress consists in establishing the fact that the 𝐺order
(𝑛+1)(𝑦) function is A

1
-convex and the 

𝐺return
(𝑛+1) (𝑦)  function is A

2
-convex. This follows from formulas (6) and (7) and the 
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scheme of the proof, as in the case n = 1, repeats the scheme of the proof given in [1]. 

Then it will follow from Eq. (9) and Proposition 1 that the function 𝐶𝑛+1
∗ (𝑥) will also 

be A
1
-convex on the left and A

1
-convex on the right. In this case, the role of points a 

and b from Definitions 2 and 3 is played by the common point e of intersection of the 

graphs of the curves (see Fig. 1). Q.E.D. 

As a result, the optimal inventory management strategy will be determined by the 

rule established by formula (6). In this case, the parameters 𝑟𝑛 and 𝑠𝑛 in formula (6) are 

solutions of the following equations (see Fig. 1): 

  𝐴1 + 𝐺order
(𝑛) (𝑅𝑛)   = 𝐺order

(𝑛) (𝑟𝑛), for  𝑟𝑛 < 𝑅𝑛, (11) 

 𝐴2 + 𝐺return
(𝑛) (𝑆𝑛) = 𝐺return

(𝑛) (𝑠𝑛)   for  𝑠𝑛 > 𝑆𝑛. (12) 

It is easy to see that the proof of the above mathematical induction hypothesis meth-

odologically repeats the proof of a similar proposition (for two-level strategies) in the 

classical theory of inventory management [1], adjusted for the alternativeness (orders 

and returns) of the objective functional. 

4 Summary 

A fundamentally new model of inventory control with returns is considered. It is proved 

that the optimal inventory control strategy according to this model turns out to be a 

four-level (𝑅, 𝑟, 𝑆, 𝑠)-strategy. This strategy is an essential generalization of the well-

known two-level (S, s) -strategies. The analogies between the optimization problems of 

the inventory control theory and the theory of controlled queuing systems are noted. 
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