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Abstract. The ability to meet increasingly personalized market demand in a
short period of time and at a low cost can be regarded as a fundamental prin-
ciple for industrialized countries’ competitive revival. The aim of Industry 4.0
is to resolve the long-standing conflict between the individuality of on-demand
output and the savings realized through economies of scale. Significant progress
has been established in the field of Industry 4.0 technologies, but there is still
an open gap in the literature regarding methodologies for efficiently manage the
available productive resources of a manufacturing system. The CONtrolled Work-
In-Progress (CONWIP) production logic, proposed by Spearman et al., allows
controlling the Work-In-Progress (WIP) in a production system while monitoring
the throughput. However, an affordable estimation tool is still required to deal
with the increased variability that enters the current production system. Taking
advantage of recent advances in the field of machine learning, this paper con-
tributes to the development of a performance estimation tool for a production line
using a deep learning neural network. The results demonstrated that the proposed
estimation tool can outperform the current best-known mathematical model by
estimating the throughput of a CONWIP Flow-Shop production line with a given
variability and WIP value set into the system.

Keywords: Industry 4.0 · Industrial Production System · CONWIP Flow-Shop ·
Throughput Estimation · Deep Learning

1 Introduction

The continuous transformation of the competitive manufacturing landscape, new chal-
lenges spanning innovation, efficiency, expense, and time-to-market all reflect oppor-
tunities that a modern company cannot afford to miss. The ability to meet increas-
ingly personalized market demand in a short period of time and at a low cost can be
regarded as a fundamental principle for industrialized countries’ competitive revival
against emerging countries with lower technological development but lower social and
labor costs [3]. In this context, it is important to develop the ability to efficiently dis-
tribute available resources, as well as the ability to rethink and revolutionize the meth-
ods and controlling approaches of production processes in order to react appropriately
to new market challenges [5].

The effect of a production paradigm based on increased product customization and
shorter time-to-market was significant enough to justify the born of a new industrial
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paradigm: the Fourth Industrial Revolution (or Industry 4.0). While previous indus-
trial revolutions were marked primarily by major technological developments, this one
pursues logistical/management goals, which are related to the new need for product
customization and the consequent versatility needed by a manufacturing plant [1, 12,
15]. Hence, the aim of Industry 4.0 is to resolve the long-standing conflict between the
individuality of on-demand output and the savings realized through economies of scale
[7, 6]. Significant progress has been established in the field of Industry 4.0 technolo-
gies, but to the best of the author’s knowledge, there is still an open gap in the literature
regarding methodologies for efficiently using the data flow generated by Industry 4.0
Cyber-Physical Systems (CPSs) [14, 18].

Industry 4.0 is intended to enable the transition from a traditional manufacturing
model (Mass Production) to a customization-oriented one (Mass Customization). This
transformation, however, must be accompanied by a change in the logic of the Manu-
facturing Planning and Control (MPC) structure. In fact, the main problem in a Mass
Customization business scenario is the variability that enters the system as a result of
consumer customization requests. And the issue is that, for the time being, this vari-
ability can only be dealt with by a traditional MPC scheme, such as Manufacturing Re-
source Planning (MRP-II, in the following MRP), which act on the manufacturing sys-
tem with a ”push” logic controlling the throughput and monitor the Work-In-Progress
(WIP).

In the scientific literature, several control strategies suggesting autonomous and in-
dependent control principles have been proposed. Among these, Dolgui et al. pioneered
a new research area based on the application of classical Control Theory to scheduling
and inventory control systems [4, 16, 10, 9, 11]. Sokolov et al. in [16], in particular, in-
vestigated the advantages and limitations of various control approaches and algorithms
for the optimal solution of short-term scheduling of a manufacturing system. However,
these control strategies requires important change into the production system while the
manufacturing firms are still in search of more simple solution, able to controls the WIP
level, while monitoring the throughput of the system. One of these solution may be of-
fered from the CONtrolled Work-In-Progress (CONWIP) logic, proposed by Spearman
et al [17] in the 1990. They demonstrated that pull systems are more effective than push
systems and that pull systems need less WIP to achieve the same value of throughput.

The issue is that, in order to implement a CONWIP production system, the amount
of WIP to be allowed in the production system must be defined. The selection of the
correct WIP numbers to be admitted is critical for the manufacturing system’s perfor-
mance. In fact, different values of WIP determine different values of the production
system’s throughput and crossing time. A high level of WIP, in particular, ensures a
higher value of throughput at the expense of a higher value of the time required for a job
to cross the production system. Low levels of WIP, on the other hand, ensure that jobs
have a better crossing time at the expense of the manufacturing system’s throughput.
As a result, given the current manufacturing paradigm, it is critical to have a production
system that allows for dynamically changing the amount of WIP, depending on the re-
quired throughput from the market or from the other production line, while keeping the
time to cross the production system as short as possible.
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In this sense, the aim of this paper is to contribute to the development of a produc-
tion line performance estimation tool, able to take into account the variability of the
processing time that enters the production system and the number of WIP values set.
To this extent, a deep learning algorithmic approach for the throughput estimation of
a CONWIP Flow Shop production line is proposed. Then, its performance has been
assessed against the last-known mathematical model of CONWIP production systems
proposed by Spearman et al. in [8] and compared with the results obtained from a sim-
ulation model. The remainder of the paper is structured as follow: Section 2 introduces
the Problem Statement of the paper; Section 3 introduces the proposed approach, focus-
ing on both the simulation method for generating data and the proposed deep learning
algorithm; Section 4 discusses the results, comparing them to the best-knwon mathe-
matical model; and Section 5 concludes the paper.

2 Problem Statement

Suppose to have a FlowShop CONWIP line with 5 machines where the processing
times are generated by a fixed average gamma distribution [Fig 1]. The choice of the
gamma distribution is motivated by the desire to introduce controllable variability into
the production line. It is, in fact, a continuous probability distribution that includes,
among other things, the exponential distributions, and it is used in literature to simulate
situations that are far from the memoryless characteristic of the exponential distribution.
Without loss of generality, we considered different productive scenario in which the
average processing time is fixed to 10 minutes and the variability that enters in the
system is controlled by a change in the alpha value of the above-mentioned gamma
distribution.

Fig. 1. The considered CONWIP Flow-Shop production line

As said above, in a CONWIP line, the THroughput (TH) is an observable perfor-
mance parameter that can be controlled by directly acting on the system’s authorized
WIP level. Spearman et al in [17, 8] investigated the dynamics of a CONWIP system
and developed mathematical models that described its behavior as a function of con-
trolled variables and boundary conditions. They focused on the behavior of the best
possible condition (no variability and balanced line, with the same performing times at
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all stations) and the worst possible condition. These scenarios are interesting because
they represent the best and worst possible performance that a CONWIP production sys-
tem may show. Furthermore, the researchers assessed the behavior of the same system
in a practical case (i.e., the practical worst case, or PWC) in which the performing times
of jobs at the stations are exponentially distributed, preserving the balanced line con-
dition in terms of average processing times. Hence, the mathematical relationships that
link TH and Cyclet Time (CT) to the WIP introduced in the system are known in these
cases.

However, their mathematical model is based on the strong assumption of an expo-
nential processing time distribution case, that is not of great help when the variability
is different from the exponential case. To this extent, Hopp and Spearman in [8] have
then proposed an iterative model based on average value considerations, taking the ad-
vantage of the Mean Value Analysis, able to correctly estimate the TH of a CONWIP
line with different level of variability, selecting as input for the model the value of WIP
admitted in production and the quadratic coefficient of variation of the processing time
distribution. However, as already showed by [2] their estimation suffers from an ap-
proximation error when forced to work with variability far from the exponential ones,
due to the fact that the model’s assumptions are not properly verified in these cases.

Therefore, the goal of this paper is to use a machine learning algorithm, based on
Deep Learning Neural Network architecture to estimate the Throughput of the produc-
tion line based on the same input considered by Hopp and Spearman in their last work
(i.e., the WIP to be admitted in production and the quadratic coefficient of variation of
the processing time distribution). The proposed model’s limitations must be found in the
requirement for a consistent amount of data that is wide and complete, as well as the fact
that the trained model is specific to the considered production system architecture. The
proposed method, on the other hand, has the advantage of having a data-driven model
architecture that can be trained with data from a simulator or a physical production line
and is easily replicable for any type of production system.

3 The proposed deep learning tool

As above analysed, the problem of estimating the TH of a CONWIP line is critical
for the proper sizing of the production line’s WIP. After analyzing the limitations of the
previous modeling in the literature, the goal here is to develop a TH estimation tool for a
CONWIP production line using a machine learning algorithm based on Deep Learning
Neural Network architecture. However, in order to begin training of this kind of model,
a large amount of data must be collected. To that end, a simulation model using the
Discrete-Event and Agent-Based techniques with the help of the Anylogic simulation
software has been created.

The model’s Main agent is depicted in the [Fig 2].As can be seen, the simulation tool
is very simple, consisting of five different services blocks (that simulate the processing
machines) and other blocks presented for statistical purposes. To collect all the data
required, the model was run for different values of variability (i.e., varying the α value
of the processing time distribution at step of 0.1 for value beteween 0.5 and 3) and of
WIP (i.e. varying it between 1 and 20), for a simulation time of 4 years (in order to
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Fig. 2. The main agent of the simulation tool

be sure that the steady state is reached), replicated 40 times for each combination of
parameter. Then, the TH and CT of the production line were collected and saved in an
Excel spreadsheet after each simulation run.

Once the experimental data-set has been acquired, we proceeded to build the deep
learning neural network for the estimation of the TH. These networks are structured of
multiple layers of neurons: we have a first layer known as the input layer, which in our
case will be made up of two inputs, the WIP of the production line and the quadratic
coefficient of variation within the line; different hidden layers with variable number of
neurons, which are responsible for numerical interpolation; a final layer that represents
the output of the network (i.e. the TH in the considered case) [Fig 3].

Once the network’s architecture in terms of input and output has been established,
the network’s hyper-parameters, such as the number of neurons inside the hidden layer,
activation functions of the neurons, loss function, and so on, must be determined. Un-
fortunately, there is no objective method for selecting these parameters [13]. For this
reason, the network has been scaled with a “Trial and Error” approach and the results
shown in the following paragraph.

4 The deep learning algorithm - Experimental and Validation
Scenario

The model was developed on Google Colaboratory using the Tensor Flow Keras library.
The dataset used for model training was made up of 20800 data points extracted from
the simulator and divided into three sections: training (75%), validation (20%), and test
(5%).
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Fig. 3. The structure of the proposed deep learning neural network

As previously stated, several experiments has been carried out in order to find the
best combination of hyper-parameters through a trial and error procedure. To ensure
an effective comparison of the results, we fixed the seed so that we could see how
the model responds to changes in hyper-parameters. After experimenting with different
configurations, we concluded that the best results were obtained with a neural network
composed of the following layers: an input layer that accepts the WIP values in the pro-
duction system as well as the quadratic coefficient of variation; a hidden normalization
layer; two dense hidden layers of 12 neurons each with elu as activation function; an
output layer formed by a single neuron.

It should be noted that, prior to arriving at this network configuration, several ex-
periments, which were omitted for space reasons has been carried out, which involved
reduced neural network structures (single hidden layer, different number of neurons,
different combination of activation function, etc.). For the loss function, we preferred
the use of the classic Mean Squared Error (MSE), adopting the ADAM optimizer with
a learning rate of 0.01. Also in this case, experiments with different learning rate has
been carried out and this value resulted as the ones that performed with good value
of MSE also in the Test phase. Regarding the epoch number, we experienced the best
performances to a value around 20 epochs for the proposed structure. The results of the
deep learning neural network model are shown in the [Fig 4].

Finally, in order to assess the performances of the proposed model, fixed the vari-
ability of the system (i.e., α), we compared the predicted values of the TH to the average
values obtained from the simulation and to the values obtained from the iterative Spear-
man’s model [8]. As illustrated in [Fig 5 in which the scenario with α = 3 is drawn, the
proposed neural network model is capable of forecasting the TH of the productive line
with high accuracy (i.e., with a a MSE value in the order of 10−2) whereas the Hopp
and Spearman’s iterative models deviate consistently as the value of the WIP in the line
increases. To summarize, the Hopp and Spearman iterative model is extremely precise
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Fig. 4. Results of the deep learning neural network model.

for values of variability close to the exponential (i.e. alpha equal to 1), but it begins to
earn systemic errors when the variability that enters the system deviates from this hy-
pothesis. Instead, the proposed model proved to be accurate even when different levels
of variability were introduced into the system. .

Fig. 5. Comparison of the proposed deep learning neural network model with the iterative Spear-
man et al. [8] model and the data from the simulation tool in a scenario with α = 3.

5 Conclusion

In today’s production scenario, where time to market has a significant added value,
even when compared to simple productivity, it is critical for production lines to have
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performance controllable dynamically. Considering a flow-shop that works in a CON-
WIP configuration, this control knob may be the WIP value that can be controlled and
modulated appropriately to meet different production constraints. At the same time, as
a result of the need to create added value through extreme product customization, the
variability introduced within the production system is constantly increasing. The coex-
istence of these causes complicates the dimensioning of the WIP within the productive
system, when a specific value of performances is needed (e.g. a specific throughput).

To that end, we proposed a deep neural network estimation tool able to estimate the
throughput value of a production line once the variability and WIP enters the system are
known. The current work demonstrated that this tool can make very accurate predictions
of production performance, allowing a much finer sizing of WIP than was previously
possible even in scenarios with non-exponential variability. The current model’s limita-
tion is that it was tested on an a-priori known production line model with a fixed average
processing time and number of machines. However, the same methodology here pro-
posed may be applied with a larger dataset that will allow a greater generalisation of
the problem. The authors hope that future research will focus on extending this work’s
reasoning to more general neural network architectures that can take into account dif-
ferent average production times and, in particular, different number of machines in the
production line.
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