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Abstract. Manufacturing scheduling has a crucial role in a company's perfor-
mance. It’s a hard optimization problem and due to the latest manufacturing 
trends, it is becoming even more complex. Metaheuristics are promising methods 
to solve those real-world problems. The latest distributed/parallel computing ad-
vances may support the increase of computational power needed to get efficient 
schedules a suitable time period. In the last years, the Industrial Internet has also 
known some advances as the emergence of the Edge computing paradigm that 
increased the computational processing power near the factory floor. This work 
presents strategies to implement a distributed metaheuristic for manufacturing 
scheduling on the Edge. Under the scheduling problem context, the physical plat-
form and the programming environment are examined. Based on an evolutionary 
metaheuristic (genetic algorithm), a model is developed, following strategies that 
take advantage of the Edge layer of the Industrial Internet. The generic algorithm 
steps are described for future deployment and validation. 

Keywords: Manufacturing, Scheduling, Industrial Internet, Edge Computing, 
Metaheuristics, Distributed Genetic Algorithm. 

1 Introduction 

Manufacturing scheduling is the efficient allocation of jobs (orders) over machines (re-
sources) in a manufacturing facility [1]. It has a fundamental role in an organisation's 
performance. Due to increased competition and technological advances in recent years, 
the scheduling paradigm in the manufacturing industry has undergone a strong evolu-
tion [2]. These already NP-hard optimization problems [3] had become even more com-
plex with more restrictions and constraints. Exact optimization methods are only useful 
for solving problem instances of reduced size. Heuristics and metaheuristics are prom-
ising methods since they can get efficient schedules at suitable time period, even for 
large realistic problem instances [4]. Yet, to solve real-world problems, those ap-
proaches require high computing power. The use of parallel algorithms may make good 
use of the most recent high-performance computing advances and help to accelerate the 
resolutions of these problems. Most of the works present in the literature already pro-
pose good algorithms running on scientific grids or in high-end server systems [5]. 
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For manufacturing, the infrastructure which connects people, data, and machines, is 
known as Industrial Internet [6]. In the beginning, this structure was mainly cloud-based 
and included the software scheduling applications [7]. A cloud-based structure implies 
transferring sensitive information outside the factory. Besides safety issues, the costs 
of using the cloud become a burden due to the increase in data traffic caused by the 
expansion of the Internet of Things (IoT). Data-driven approaches help to improve pro-
duction but they come with a cost. The Edge Computing concept emerged to reduce 
this bandwidth issue, the latency of some tasks and improve security; by using a hard-
ware infrastructure with processing capabilities closer to the area where it is needed. 
This structure creates a new paradigm of Industrial Internet, which maintains a connec-
tion to the cloud, to which is added a network layer of heterogeneous devices. 

It seems important that these developments in the industry are followed by the acad-
emy. Approaches for solving scheduling problems should be able to take advantage of 
the Edge computing potential. In this paper, we propose a conceptual model to design 
a distributed model for manufacturing scheduling on the Edge. The base of this model 
is a metaheuristic - a Genetic algorithm (GA). Due to its natural parallelism, Evolution-
ary Algorithms (EA) are good candidates for distributed systems. Also, there is an ex-
tensive body of literature that uses these algorithms for scheduling problems [8], with 
sequential and parallel implementations; and GA on heterogeneous architectures [9, 
10]. The scientific contribution of this paper lies in the alignment between the solution 
approaches for the scheduling problem and the computational resources present where 
it needs to be solved. A future implementation of the model, have the potential of good 
performance by harvesting the computation power available on the Industrial Internet 
Edge. 

2 Model Development 

A good distributed metaheuristic must have the ability to speed up the search, improve 
the quality of the obtained solutions and solve large-scale problems [11]. To deal with 
a diverse and challenging problem as scheduling,  robustness is a key requirement. The 
design of our model was driven by those goals and our focus on the distributed model 
strategies. 

The development of this model  was based on the general framework presented by 
Gong et al [12] for EA. Our design approach inverts its steps and the considered dimen-
sions will be enhanced with the distributed GA (dGA) taxonomy proposed by Harada 
and Alba [10]. Fig. 1 outlines the design phases. It begins with the problem and the 
physical platform description. The programming environment will consider the soft-
ware and API. Those beginning steps will conduct the design of the distributed model, 
looking for promising parallelism strategies. Lastly, the algorithm steps are presented. 

 

 
Fig. 1. Approached Steps in the model development  
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2.1 The problem 

According to Pinedo [4], scheduling is a decision-making process that deals with the 
allocation of resources (e.g. human, machine, money) to tasks in a specific sequence 
and over given periods. In a manufacturing facility, it is known as manufacturing sched-
uling [1]. Several possible machine environments originate several variations of the 
scheduling problem. Due to its versatility and applications in the newest manufacturing 
paradigms [5], we choose the Flexible Job Shop Scheduling Problem (FJSP) as an il-
lustrative problem. We may define it as a set of jobs, each one requiring several opera-
tions. Each operation of a given job has a processing step in a machine chosen from a 
set of available machines. To solve the problem, we must go through two decision lev-
els, assigning operations to machines and sequencing their process on those machines. 
This must be done in such a way that one or more objective functions are optimized. 
Classical objectives include the minimization of the completion time of the last job, 
minimize tardiness or a combination of both.  

This scheduling problem may be extended with the introduction of additional con-
straints; like release dates, sequence-dependent setup times, break-downs or transpor-
tation times between machines. Besides machines, other limited resources may also be 
considered in the manufacturing schedule; like vehicles, machine tools or robots. 

This is an operational level problem and it must be solved on a regular basis (hourly, 
daily or weekly) or event-driven, like the arrival of new orders, the change of priorities 
in the jobs to be carried out or malfunctioning of a machine [15]. 

2.2 Physical Platform 

The physical platform is the hardware platform that supports the Industrial Internet. 
This concept of the Industrial Internet comes from the deep integration of industrial 
systems and the new generation of Internet based IT systems. It connects people, data 
and machines and it provides important infrastructure for manufacturing [6]. 

The first generation of the Industrial Internet was mainly an industrial platform in 
the Software as a Service model with several enterprise information systems (e.g. En-
terprise Resource Planning, Manufacturing Execution System, Supply Chain Manage-
ment) to support the operation of manufacturing systems. These systems are developed 
using a cloud computing architecture [7]. The connectivity provided by the IoT in-
creased the real-time processing needs and it brought a great weight on the network 
traffic. Also, manufacturing industry applications might require responses in quite a 
short time and some might raise concerns about privacy issues. To mitigate some of 
these problems, a new computing model emerge: Edge Computing [16].  This paradigm 
refers to resources and equipment’s along the path between data sources and cloud data 
centres, especially in the proximity of terminal devices with capabilities of computa-
tion, storage, communication and application around data sources to supply different 
services, within the requirements of agile connection, real-time service, data optimiza-
tion, application intelligence and security protection [16]. 

In the Edge layer of the Industrial Internet, the computing power of equipment may 
vary by several orders of magnitude. This layer mainly contains edge gateways and is 
responsible for collecting data from other layers by wired networks (Fieldbus, Industrial 
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Ethernet, Industrial Optical Fibber, among others) or wireless networks (Wi-Fi, Blue-
tooth, RFID, NB-IoT, LoRa, 5G, to name just a few), caching the collected data and 
offering an heterogeneous computing environment. The most widely used processing 
units on the edge devices are general computing processing units (CPU), graphics pro-
cessing units (GPU), and FPGA. They range from Ultra-Low Power micro controller 
architectures, with limited memory , to multi-core or many-core processors [17]. Sin-
gle-board computers with ARM processors, like raspberry pi or NVIDIA Jetson nano 
(GPU enhanced) are examples of this hardware platform [18]. Some already been tested 
to run GAs [9]. 

Our physical platform is formed by a set of heterogeneous computing devices, con-
nected by high-speed networking infrastructure, in a grid configuration. 

2.3 Programming Environment 

Several programming languages, libraries, and application programming interface 
(API) can be chosen to deploy the algorithm. In the case of a distributed system, our 
choice must consider the programming of the processor and the communication proces 

Due to the heterogeneity and characteristics of the hardware, we need a portable 
programming language, not avid for resources. C++ can be looked like an adequate 
language, because it compiles in virtually every platform and operating environment, 
and support a set of multithreading libraries and API. OpenMP may be adapted for 
shared-memory multiprocessing. Also, OpenCL and CUDA, supported by C++, pro-
vides general-purpose computing on GPUs. 

Its one-sided communication concept is a prominent advantage, providing efficient 
asynchronous communication. In a heterogeneous hardware network, like the one 
found in the Edge layer of the Industrial Internet, we must expect different execution 
times. The implementation of an asynchronous model looks like a good strategy to deal 
with that. MPI may support it. 

2.4 Distributed Model 

GAs have a vast body of literature related to scheduling [8] and, due to that, is the base 
to our metaheuristic. It’s a population-based metaheuristics that uses a set of solutions 
to concurrently sample different regions of the solution space. The search evolves to 
new solutions by recombining elements from different solutions in the population. 

Attending to our hardware network, we choose an island spatially distributed model 
where the global population is divided into several populations, each of which is pro-
cessed by one single processor (network node). Reflecting the physical system hetero-
geneity, each subpopulation adopts a size and parameters adjusted to their node re-
sources. According to Goldberg  [19], a GA with a small population of three individuals 
is sufficient to converge, so even small nodes may contribute to the search. These co-
operative multi-search methods make up the bulk of the successful parallel meta-heu-
ristics [20]. 

The communication between the subpopulations will have a star scheme, illustrated 
in Fig. 2. This scheme takes advantage of the one-side communication concept of MPI 
and supports two important features of the model: asynchronism and adaptable 
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migration strategy. The central node allows memory-based cooperation [20] by creating 
a data structure available for all nodes, to read and write, see Fig. 3. Like a pool model, 
this scheme allows the nodes to interact asynchronously through the pool, preventing 
idle time from the faster nodes. The data structure stores an elite set of the best solutions 
and supports an easily adaptable migration strategy. Along the run, the best solutions 
are known to all the nodes and that may lead to improve all the subpopulations search 
space. Also, this shared memory will have context information, essential for the orches-
tration of the nodes. This allows to control the nodes runtime or update their local al-
gorithm parameters. 

 
Fig. 2. Star communication scheme  

This model has a large scalability potential, being limited only by the central node 
memory size. Regarding the fault-tolerance aspect, only the central node is crucial. If 
one of the other is decoupled from the network the search won’t be jeopardised. 

Our design focuses on a coarse-grained model but we consider that locally, in the 
nodes, the parallelism is also explored. Multi-core processors with share-memory col-
laborate in a faster population improvement. Those local implementations are tight 
linked with the node processor and are out of our scope. Meanwhile, the distributed 
model is robust to support that each node runs its tailor-made algorithm. As long as 
they use a similar solution encoding. 

 
Fig. 3. Memory-based cooperation scheme. 
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2.5 Algorithm 

Following the previous model, this section presents the implementation details of the 
metaheuristic. 

The canonical GA starts with a predefined size of population solutions that is com-
posed of a certain number of individuals. Every individual solution has a chromosome 
representation that encode a solution to the optimization problem. The algorithm 
evolves to new population solutions through a set of sequential operations over the in-
dividuals of the previous generation: selection, cross-over and mutation. Although the 
solution encoding and the parameter related to the GA operators are very important for 
the algorithm performance, they won’t be detailed on this implementation. 

Fig. 4 shows a schematic of the dGA. The solid line shows how the process flows 
and the dashed lines how the data flow. It starts at the machine that got the problem 
instance, hosts the shared data structure and controls the stop criterion - node 0. This 
node creates the data structure and populates with a random set of solutions and a bit 
flag that will control the additionally, add a bit flag to control the end of the algorithm. 
A second step uses one of the MPI collective routines, broadcast, to distribuite the data 
instance to the available nodes in the network. This data is also copied to the node 0 
local memory.  

 
Fig. 4. The Distributed Genetic Algorithm. 

The nodes with multi-core processing share the next tasks among the available cores. 
Each node randomly creates an initial subpopulation, with size conditioned by their 

Start

Broadcast

Eval

Mutation

Crossover

Select

Init/Eval

Migration

Stop

Write 0/1

Lo
ca

l 
M

em
or

y

Gl
ob

al
 M

em
or

y 
W

in
do

w

Yes

Yes

No

No

local
criterion? 

global
criterion? 

N
od

e 
0

N
od

e 
1

N
od

e 
2

Co
re
1C
or
e
2



7 

computational resources. This subpopulation is evaluated and start undergoing through 
the loop of the GA operators (selection, crossover, mutation and evaluation) until it 
reaches the stop criterion. This local stop criterion may be the number of generations 
or the number of generations without solution improvement. At this point, it happens 
the migration process. The node access the global memory window, write their best 
solutions and retrieve other solutions to mix with their population. Also, it reads the bit 
flag. If the bit flag has changed the local algorithm stops, otherwise, it restarts the GA 
operators loop.  

Node 0, follows the same routines but because it orchestrates the algorithm, it has 
an extra task. After each migration step, it checks a global termination criterion. This 
may be the execution time, the total number of interactions with the global memory 
window or the number of iterations without improving the global best solution. Once 
that criterion is reached, node 0 changes the bit flag so the other nodes finish their 
execution. Node 0 returns the best solution and stop the algorithm execution. 

3 Final Remarks and Future Works 

This work presents a distributed model of a metaheuristic to solve problems of manu-
facturing scheduling. The algorithm has been developed to take advantage of the latest 
innovations in the Industrial Internet Edge hardware. 

Based on a GA, it tries to take advantage of a high-performance communication API 
to implement a memory-based cooperation strategy. It deals with the Industrial Internet 
heterogeneity, allowing the processors to run loosely-coupled asynchrony. Besides, it 
provides great fault-tolerance. The potential of dealing with a tailor-made algorithm on 
each processor suggests great performance for the model. However, this is only the 
conceptual model, empirical studies will be needed to prove the efficiency of the model. 

For future work, we propose to design and study of parallel metaheuristics for the 
edge nodes and fine-tune them to solve FJS scheduling problems. At a later stage, we 
intend to deploy them on an industrial network and validate the proposed model. 
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