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Abstract. This paper considers two types of imperfect advance demand information. The ad-
vance demand information is given each day, and the actual arrival time is stochastic. In a 
known demand lead time model, the arrival date of actual demand, which is called demand lead 
time, is informed, and it is fixed. In unknown demand lead time model, the demand information 
does not include the demand lead time. In both cases, the actual demand may not occur with a 
given probability, and urgent demand may appear each day, which requires a product in the 
same day. The ordering, lost sale, holding and return costs are incurred. In this paper, these two 
cases are compared under the same situation except demand lead time information. To derive 
the optimal policy on order and return, each of the models is formulated as a Markov decision 
process. The optimal ordering policy in each day is derived, which minimizes the total expected 
cost over a finite horizon. The experimental results show that the total expected cost under the 
optimal policy in the case of the known lead time is smaller than that in the unknown lead time 
case, but the difference becomes small when the holding cost is small or the fraction of urgent 
demand is large. 

Keywords: Advance Demand Information, Markov decision process, imperfect  

1 Introduction 

To control the inventory system appropriately, the demand information in advance is 
important. This is called advance demand information (ADI). Use of ADI leads to ap-
propriate production and inventory control, and it decreases amounts of products in 
inventory and backlogs. 

The advance information is desired perfect, which means the information includes 
the arrival date of the corresponding actual demand, and it is performed certainly. In 
literature, perfect advance demand information is assumed basically (see Gallego and 
Özer [1] and Karaesmen [2], Liberopoulos [3] for example). Zhang et al. [4] consider 
the effect of sharing information of capacity for a production and demand information 
in a supply chain with a manufacturer and a retailer.  

On the other hand, the demand may be cancelled by some reasons. For example, the 
parts of some products are needed for the downstream manufacturer, but the amount of 
actual demand may decrease, compared with informed advance demand information, 
because the demand of final products in the downstream manufacturer is reduced due 
to cancel or additional order by customers. In this case, the demand information is 
called imperfect. 
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Recently, imperfect ADI has been included. In some case the amount of demand 
informed by ADI may be changed later.  Liberopoulos and Koukoumialos [5] discuss 
the effect of use of imperfect ADI for a capacitated production and inventory system. 
Song and Zipkin [6] consider the use of imperfect ADI in inventory systems. Gao, Xu 
and Ball [7] study imperfect ADI in an assembly system, and Bernstein and Decroix 
[8] consider a multiproduct system with imperfect ADI in a single period.  

In addition, the actual arrival date of demand may be unknown. In Topan et al. [9], 
the demand lead time, which is a time interval between ADI and the arrival date of the 
corresponding actual demand, is not informed, and some theoretical results of optimal 
policies are derived in such a model. They also assume that urgent demand which re-
quires an item in the same day as it happens may occur, because sudden requirement 
may happen due to the big demand in the downstream manufacturer.  

The certainty of demand lead time is desirable to control inventory. On the other 
hand, making the demand lead time information more precise may lead to more addi-
tional cost or less demand because some customers do not want to decide the lead time 
in advance. In this paper, two demand information models with imperfect advance de-
mand information are considered. In one model, the arrival date of the actual demand 
is informed. In another model, which is the model of Topan et al. [9], the advance de-
mand information does not include the demand lead time. In both models, demand in-
formation is imperfect, and the corresponding actual demand may not appear with a 
given probability.  Each model is formulated as a Markov decision process, and the 
optimal order and return policy is derived. The difference of optimal policies is dis-
cussed through sensitivity analysis.  

The organization of this paper is as follows. In section 2, the model with imperfect 
ADI is described. In section 3, each of the models with and without informed demand 
lead time is formulated as Markov decision process. Numerical results are shown in 
section 4, and we discuss the property of both models. Conclusion is given in section 
5. 

2 Model Description 

2.1 Model 

We consider an ordering model of products in a single stage single product inventory 
system during multiple periods. Products or parts are ordered to the supplier, and fin-
ished products are supplied to the inventory after fixed replenishment lead time. The 
return of items is also considered. That is, when the number of items in inventory is 
very large, items may be returned to the supplier.  Each demand is satisfied by receiving 
one item from the inventory. 

At the beginning of period 𝑡, the demand information happens, whose amount is de-
noted by 𝑊௧  . This value is stochastic and follows 𝑞ௗ = 𝑃(𝑊௧ = 𝑑)  ( 𝑑 =
0,1, … , 𝑑௠௔௫), where 𝑑௠௔௫ is the maximal value which 𝑊௧ may take. Each of 𝑊௧  de-
mand information appears as an actual demand in the period 𝑡 + 𝜏. The upper and lower 
bounds of 𝜏   are denoted by 𝜏௨  and 𝜏௟ , respectively, and  𝜏  follows the probability 
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distribution 𝑝ఛ , 𝜏 ∈  {𝜏௟ , 𝜏௟ାଵ, … , 𝜏௨}, where 𝑝 = ∑ 𝑝ఛ
ఛೠ
ఛୀఛ೗  ≤  1. Thus, with probabil-

ity 1 − 𝑝, the actual demand does not occur.  
In a case that the arrival date of the actual demand is known, which we call the case 

of a known demand lead time, demand lead time 𝜏 ∈  {𝜏௟ , 𝜏௟ାଵ, … , 𝜏௨}  is informed with 
probability 

௣ഓ

௣
 for each demand information.  

In an unknown demand lead time model, when the demand information arrives in 
period t, the probability that the actual demand arrives in period 𝑡 + 𝜏௟  is 𝑝ఛ೗

. When the 
demand information arrives at time t and the actual demand is not found at 𝑡 + 𝜏 − 1, 
(𝜏 = 𝜏௟ , … , 𝜏௨ − 1), the probability that it appears in period 𝑡 + 𝜏 is  

௣ഓ

ଵି∑ ௣ೖ
ഓషభ
ೖసഓ೗

. Thus, 

when the demand information arrives and the actual demand is not found before 𝑡 +

𝜏௨ − 1, the demand appears with probability 
௣ഓೠ

ଵି௣ା௣ഓೠ

 and it does not appear with prob-

ability 
ଵି௣

ଵି௣ା௣ഓೠ

. This unknown demand lead time model is the same as shown in [9]. 

The resulting probabilities, with which the actual demand appears in each period and 
the actual demand does not appear, coincide with those in the known demand lead time 
model.  

The number of external urgent order which does not relate with demand information 
is denoted by 𝐷௧

௦ ∈ {0,1, … , 𝑑௦௠௔௫
}, and it follows the probability 𝑢ௗ = P(𝐷௧

௦ = 𝑑) , 
d=0,1, … , 𝑑௦௠௔௫

.  
The expected amount of total demand 𝐷௧  is 𝐸[𝐷௧] = 𝑝𝐸[𝑊௧] + 𝐸[𝐷௧

௦].  As following 

Topan et al. [9], the sensitivity of demand information is denoted by 𝑞 =
௣ா[ௐ೟]

௣୉[ௐ೟]ାா[஽೟
ೞ]

=

௣ா[ௐ೟]

ா[஽೟]
.   

When the actual demand arrives, if there is no item in inventory, the demand is lost. 
The replenishment lead time for each order is fixed as 𝐿. In period 𝑡, the number of 
items which are ordered in period 𝑡 − 𝐿 + 𝑙 and will reach the warehouse in period 𝑡 +

𝑙 is denoted by 𝑧௟，𝑙 ∈ {0,1, … , 𝐿}.  

The cost incurred in each period is as follows: the ordering cost for each item is  𝑐(>
0), the lost sale cost is 𝑐௘(> 0), the holding cost rate for each item in inventory is ℎ(≥
0), and the return cost of items from inventory to the supplier is 𝑐௥ . If 𝑐௥  is negative, 
when the item is returned to the supplier, the warehouse receives reward −𝑐௥ . In addi-
tion, it is assumed that 𝑐 + 𝑐௥ ≥  ℎ ⋅  𝐿. This implies that the sum of cost for ordering 
and returning an item is higher than keeping an item in 𝐿 periods, which eliminates the 
possibility that it is best that an order is made and one item is returned to the supplier 
at the same time.  

The number of items in inventory at the beginning of period 𝑡 is denoted by 𝑥௧, and 
the number of items returned to the supplier is 𝑦௧ . Here we assume that 𝑥௧ ≥  𝑦௧. 

The order of events during period 𝑡 is as follows:  
1. The information of advance demand 𝑊௧  arrives. 
2. The state of the system is observed, and the size of replenished items in period 𝑡 +
𝐿, 𝑧௅, and the number of returned items 𝑦௧ are determined. The ordering and returning 
costs are incurred. 
3. Items which are ordered in period 𝑡 − 𝐿 arrive at the inventory. Its size is 𝑧଴.  
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4. The actual demand and the external urgent demand happen, and each of them is sat-
isfied by one of items consisting of 𝑥௧ − 𝑦௧  items in inventory and 𝑧଴,௧ arriving items.  
5. Inventory holding costs and lost sale costs are incurred. 

In the following, subscript 𝑡  is sometimes omitted. The planning horizon of our 
model is 𝑇 + 1. At the beginning of period 𝑇 + 1, advance demand information arrives, 
and decision of ordering and returning items is not made in this period, and the remain-
ing actual demand is satisfied (or lost) by the remaining items in inventory and the items 
which have been ordered. The objective is to derive an optimal order and return policy 
which minimizes the expected total cost over a planning horizon. 
Table 1 shows a list of notations which appear in section 2. 
 

Table 1. Notations 

Model Description 
𝑊௧  : the amount of informed demand in period t, 
𝑞ௗ = 𝑃(𝑊௧ = 𝑑): the distribution of 𝑊௧, 0 ≤  𝑑 ≤  𝑑௠௔௫ 
𝜏: demand lead time, 𝜏 ∈  {𝜏௟ , 𝜏௟ + 1, … , 𝜏௨},              
 𝑝 = ∑ 𝑝ఛ

ఛೠ
ఛୀఛ೗  ≤  1,  

𝐷௧
௦: the amount of external urgent demand in period t,  

𝑢ௗ = P(𝐷௧
௦ = 𝑑) : the distribution of  𝐷௧

௦,  0 ≤  𝑑 ≤  𝑑௦௠௔௫
,  

𝐷௧: the total demand in period t,                 

𝑞 =
௣ா[ௐ೟]

௣୉[ௐ೟]ାா[஽೟
ೞ]

=
௣ா[ௐ೟]

ா[஽೟]
 , 

𝐿: the demand lead time,      
𝑧௟: the amount of arriving items 𝑙 periods later, 
𝑐: an ordering cost,      
𝑐௘: a lost sale cost,     
ℎ: a holding cost rate,  
𝑐௥: the return cost rate, 
𝑥௧: the number of items in inventory in the beginning of period t, 
𝑦௧: the number of returned items to a supplier in period t, 
T: the planning horizon. 
Unknown lead time case 
𝐴ఛ  : the amount of demand which is informed 𝜏 periods before, τ∈ {0,1, … , 𝜏௨}, 
𝑎ఛ  : the realization of 𝐴ఛ, 𝜏 ∈ {0,1, … , 𝜏௨}, 
𝑅ఛ: the number of actual demand among  𝐴ఛ informed demand, τ∈ {0,1, … , 𝜏௨}. 
Known lead time case 
𝐵ఛ: the number of orders whose demand will occur 𝜏 periods later, τ∈ {0,1, … , 𝜏௨}, 
𝑏ఛ  : the realization of 𝐵ఛ, τ∈ {0,1, … , 𝜏௨}, 
𝑝ఛ

ௗ = 𝑝ఛ/𝑝: the probability that each demand will arrive 𝜏 periods later if it actually 
arrives, 𝜏 ∈  {𝜏௟ , 𝜏௟ + 1, … , 𝜏௨}, 
𝑏ఛ
෡ : the number of demand who will occur 𝜏 periods later among informed demand 𝑊௧ , 
𝜏 ∈  {𝜏௟ , 𝜏௟ + 1, … , 𝜏௨}. 
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2.2 Two types of demand information 

We consider two types of demand information as discussed above. Here, we show ad-
ditional notations in each model.  
(1) Unknown demand lead time  

This model is the same as the model of Topan et al. [9], except the terminal cost. In 
[9], the cost in period 𝑇 + 1 is set as zero, whereas in this paper the cost is determined 
by the remaining demand and items in inventory. Let 𝐴ఛ  denote the number of demand 
which is informed 𝜏 periods before and the corresponding actual demand has not ar-
rived yet (𝜏 ∈ {0,1, … , 𝜏௨}). Among 𝐴ఛ demand, the number of the actual demand in a 
period is denoted by 𝑅ఛ.  For τ∈ {𝜏௟ , … , 𝜏௨}, when 𝐴ఛ = 𝑎ఛ, 𝑅ఛ follows a binomial dis-
tribution with parameters (𝑎ఛ ,

௣ഓ

ଵି∑ ௣ೖ
ഓషభ
ೖసഓ೗

), which can be proved by the assumption of 

the demand lead time. For τ ∈ {0,1, … , 𝜏௟ − 1}, 𝑅ఛ  = 0. Then at the end of each period, 
the number of items in inventory becomes (𝑥 + 𝑧଴ − 𝑦 − ∑ 𝑅ఛ

ఛೠ
ఛୀఛ೗

− 𝐷௦)ା,  where 

(𝑥)ା = max(𝑥, 0). Let 𝑎 = ൫𝑎଴, 𝑎ଵ, … , 𝑎ఛೠ
൯. 

When the value of 𝐴ఛ is 𝑎ఛ at the beginning of period t (𝜏 = 1,2, … , 𝜏௨), 𝑎଴ becomes 
𝑊௧, and after the actual demand arrives, the amount of demand information whose cor-
responding actual demand has not arrived is 𝑎ఛ − 𝑅ఛ for 𝜏 = 1,2, … , 𝜏௨. Thus, at the 
beginning of period 𝑡 + 1,  𝐴ఛ,௧ାଵ = 𝑎ఛିଵ − 𝑅ఛିଵ for 𝜏 = 1,2, … , 𝜏௨.  
(2) Known demand lead time  

Let 𝐵ఛ  denote the number of orders whose demand will occur 𝜏 periods later. Its 
value is denoted by 𝑏ఛ. Since the actual demand for each order happens with probability 
𝑝, the amount of demand in this period, denoted by 𝑅௕, follows a binomial distribution 
with parameters (𝑏଴, 𝑝).  

When the number of demand information arriving in period 𝑡 is 𝑊௧ , the probability 
that each demand will arrive 𝜏 periods later if it actually arrives is 𝑝ఛ

ௗ = 𝑝ఛ/𝑝 for 𝜏 ∈
 {𝜏௟ , 𝜏௟ + 1, … , 𝜏௨}. Thus, the sequence (𝑏തఛ೗

, … , 𝑏തఛೠ
), where 𝑏തఛ   denotes the value which 

is added to the current 𝑏ఛ for 𝜏 = 𝜏௟ , … . , 𝜏௨, follows the multinomial distribution with 
parameters 𝑊௧ and (𝑝ఛ

ௗ; 𝜏 = 𝜏௟ , … , 𝜏௨).  
When 𝑏 is (𝑏଴, … , 𝑏ఛೠ

) before arrivals of ADI in period 𝑡, the state 𝑏ᇱ = (𝑏଴
ᇱ , … , 𝑏ఛೠ

ᇱ ) 
before their arrivals in period 𝑡 + 1 is as follows:  
𝑏ఛೠ

ᇱ = 0,  𝑏ఛ
ᇱ = 𝑏ఛାଵ + 𝑏തఛାଵ, τ ∈ {𝜏௟ − 1,...,𝜏௨ − 1}, 𝑏ఛ

ᇱ = 𝑏ఛାଵ, τ ∈ {0, … , 𝜏௟ − 2}.   (1) 
Note that the decision on ordering and returning items is made after advance demand 
information arrives in each period. 

3 Optimal Equations 

The problems described above can be formulated as Markov decision processes.  
(1) Unknown demand lead time 

This is the same as the formulation of Topan et al. [9] except the terminal cost. We 
note that the state is given as (𝑎, 𝑧), where   𝑧 = (𝑥, 𝑧଴, 𝑧ଵ, … , 𝑧௅ିଵ ) and 𝑧ఛ denotes the 
number of demands which will arrive 𝜏 times later. The state space is  

𝑆 = ൛(𝑎, 𝑧);  𝑎 = ൫𝑎଴, 𝑎ଵ, … , 𝑎ఛೠ
൯ ∈ {0,1, . . , 𝑑௠௔௫}ఛೠାଵ, 𝑧 ∈ 𝑋 × 𝑉௅ൟ,  
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where 𝑋 = ൛0,1, … , 𝐿(𝑑௠௔௫(𝜏௨ − 𝜏௟ + 1) + 𝑑௦௠௔௫
)ൟ  and 𝑉 = {0,1, … , 𝐿𝑑௠௔௫(𝜏௨ −

𝜏௟ + 1)}.  The action space for state 𝑧 depends only on 𝑥  and is given by 𝐴௫ =
{(𝑧௅ , 𝑦): 𝑧௅ ∈ 𝑉, 𝑦 ∈ 𝑋, 𝑧௅ ⋅ 𝑦 = 0, 𝑦 ≤ 𝑥},   𝑥 ∈ 𝑋.  

The optimal equations are found in [9] for period 𝑡 = 0,1, … , 𝑇. The terminal cost 
for state (𝑎, 𝑧) in period 𝑇 + 1 is given by  

𝑓መ் ାଵ(𝑎, 𝑧) = E ቎𝑐௥ ቌ𝑥 + ෍ 𝑧௟

௅ିଵ

௟ୀ଴

− ෍ 𝑂ఛ

ఛೠ

ఛୀ଴

ቍ

ା

+ 𝑐௘ ቌ෍ 𝑂ఛ

ఛೠ

ఛୀ଴

− ෍ 𝑧௟

௅ିଵ

௟ୀ଴

− 𝑥ቍ

ା

቏. 

Here 𝑂ఛ is the number of actual demand among 𝑎ఛ orders and follows a binomial dis-
tribution with (𝑎ఛ , 𝑝̂ఛ) , where 𝑝̂ఛ = 𝑝  for 𝜏 ≤ 𝜏௟  and  𝑝̂ఛ = (𝑝ఛ + 𝑝ఛାଵ + ⋯ + 𝑝ఛೠ

)/

(1 − ൫𝑝ఛ೗
+ 𝑝ఛ೗ାଵ + ⋯ + 𝑝ఛିଵ൯) for 𝜏௟ + 1 ≤ 𝜏 ≤ 𝜏௨. 

(2)  Known demand lead time 
The state is shown as (𝑏, 𝑧), where 𝑏 = (𝑏଴, 𝑏ଵ, … , 𝑏ఛೠ

) and 𝑧 = (𝑥, 𝑧଴, 𝑧ଵ, … , 𝑧௅ିଵ). 
The state space is 𝑆 = 𝑌 ×  𝑍 where  

𝑌 = ቐ𝑏 = ൫𝑏଴, 𝑏ଵ, … , 𝑏ఛೠ
൯: 𝑏 ∈ 𝑀ఛ೗ାଵ × ෑ 𝑀ఛ

ఛೠ

ఛୀఛ೗ାଵ

ቑ, 

  𝑍 = {𝑧 = (𝑥, 𝑧଴, 𝑧ଵ, … , 𝑧௅ିଵ): 𝑧 ∈ 𝑋 × 𝑉௅}, 
𝑀ఛ = {0,1,2 … , 𝑑௠௔௫(𝜏௨ − 𝜏 + 1)}, τ ∈ {𝜏௟,...,𝜏௨}, and 

𝑀 = {0,1,2, . . . , 𝑑௠௔௫  (𝜏௨ − 𝜏௟ + 1)}. 
The action space 𝐴௫ is the same as the unknown demand lead time case and it is given 
by  

𝐴௫ = {(𝑧௅ , y): 𝑧௅ ∈ 𝑉, 𝑦 ∈ 𝑋, 𝑧௅ ⋅ 𝑦 = 0, 𝑦 ≤ 𝑥},   𝑥 ∈ 𝑋. 
When the state (𝑏, 𝑧) is given in period 𝑡, under the optimal policy, the total expected 
cost from period 𝑡 to 𝑇 + 1, is denoted by 𝑓௧̅(𝑏, 𝑧). The optimal equations are given by  
                       𝑓௧̅(𝑏, 𝑧) = min

(௭ಽ,௬)∈஺ೣ

{𝑗௧(𝑏, 𝑧, 𝑧௅ , 𝑦)}     𝑡 = 1,2, … , 𝑇,                                   (2) 

                𝑗௧(𝑏, 𝑧, 𝑧௅ , 𝑦) = c𝑧௅ + 𝑐௥𝑦 + 𝑁ഥ(𝑏଴, 𝑥 + 𝑧଴ − 𝑦) 
+𝐸ൣ𝑓௧̅ାଵ൫(𝑏ത + 𝐵ᇱതതത), (𝑥 + 𝑧଴ − 𝑦 − 𝑅௕ − 𝐷௧

௦)ା, 𝑧ଵ, … , 𝑧௅൯൧,         (3)  

where 𝑏ത = ൫𝑏ଵ, … 𝑏ఛೠ
, 0൯, and 𝐵ᇱതതത = ൫𝐵ത଴

ᇱ , … , 𝐵തఛೠ
ᇱ ൯,  where ൫𝐵ത଴

ᇱ , 𝐵തଵ
ᇱ … , 𝐵തఛ೗షమ

ᇱ ൯ =

(0,0, … ,0),  ൫𝐵തఛ೗షభ
ᇱ , … , 𝐵തఛೠషభ

ᇱ ൯ follows a multinomial distribution with 𝑊௧ାଵ  and 
(𝑝ఛ

ௗ; 𝜏 = 𝜏௟ , … , 𝜏௨), and 𝐵തఛೠ
ᇱ = 0. In addition,  

      𝑁ഥ(𝑏଴, 𝑥 + 𝑧଴ − 𝑦) 
          = ℎE[(𝑥 + 𝑧଴ − 𝑦 − 𝑅௕ − 𝐷௧

௦)ା|𝑏଴]  + 𝑐௘𝐸[(𝑅௕ + 𝐷௧
௦ − 𝑥 − 𝑧଴ + 𝑦)ା|𝑏଴].    (4) 

The terminal cost is given by  

𝑓்̅
ାଵ(𝑏, 𝑧)  = E ቎𝑐௥ ൭𝑥 + ෍ 𝑧௟

௅ିଵ

௟ୀ଴

− 𝑂൱

ା

+ 𝑐௘ ൭𝑂 − ෍ 𝑧௟

௅ିଵ

௟ୀ଴

− 𝑥൱

ା

቏,           (5) 

where 𝑂 follow a binomial distribution with parameters (𝑏଴ + 𝑏ଵ + ⋯ + 𝑏ఛೠ
, 𝑝). 
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4 Numerical Experiments 

Here we discuss the properties of optimal policies for unknown and known demand 
lead time via numerical experiments. The program is coded with C language and com-
piled by Intel Compiler 16.0 on the computer with Intel(R) Core (TM) i7-8700 CPU 
3.20GHz and 32GB RAM. 

Through the experiments T=10, 𝜏௟ = 1, 𝜏௨ = 3 and L=1. 𝑑௠௔௫=3 and the amount of 

demand 𝑊௧  follows the truncated Poisson distribution as 𝑃(𝑊௧ = 𝑘) = 𝑒ିఒ ఒೖ

௞!
, 𝑘 =

0,1, … , 𝑑୫ୟ୶ − 1 and 𝑃(𝑊௧ = 𝑑௠௔௫) = 1 − ∑ 𝑃(𝑊௧ = 𝑘).
ௗ೘ೌೣିଵ
௞ୀ଴ 𝑃(𝐷௧

௦ = 0) = 1 −

𝜆′, and 𝑃(𝐷௧
௦ = 1) = 𝜆ᇱ. The numbers of states are 28160 and 308000 in the cases of 

unknown and known demand lead time, respectively. In the following, we set the ex-
pected number of total actual demand in each period is 1, that is  

𝐸[𝐷௧] = 𝑝E[𝑊௧] + 𝐸[𝐷௧
௦] = 1,                                     (6) 

and the sensitivity of demand is  

𝑞 =
𝑝𝐸[𝑊௧]

𝑝𝐸[𝑊௧] + 𝐸[𝐷௧
௦]

=
𝑝𝐸[𝑊௧]

𝐸[𝐷௧]
= 𝑝𝐸[𝑊௧]                            (7) 

and thus 

𝐸[𝑊௧] = ෍ 𝑘𝑒ିఒ
𝜆௞

𝑘!

ௗ೘ೌೣିଵ

௞ୀ଴

+ 𝑑௠௔௫ ቌ1 − ෍ 𝑒ିఒ
𝜆௞

𝑘!

ௗ೘ೌೣିଵ

௞ୀ଴

ቍ =
𝑞

𝑝
.              (8) 

where 𝜆ᇱ = E[𝐷௧
௦] = 1 − 𝑞. The distribution of 𝜏 is 𝑝ଵ = 𝑝ଶ = 𝑝ଷ = 𝑝/3. Here, when 

p and q are given, we determine  𝜆 to satisfying 𝐸[𝑊௧] =
௤

௣
. For example, when p=q, 

𝜆 = 1.0254398, and when 𝑝 = 0.7 and 𝑞 = 0.5, 𝐸[𝑊௧] = 5/7 and 𝜆 =0.7216941. 
Cost parameters are initially set as 𝑐 = 100, 𝑐௘ = 300, 𝑐௥ = 0 and ℎ = 20. Some 

cost parameters are changed to find their sensitivity under optimal policies. The optimal 
policies can be calculated by the well-known value iteration method (see Puterman 
[10]). For example, in the known lead time case, we first compute 𝑓்̅

ାଵ(𝑏, 𝑧)  for all 
states (𝑏, 𝑧)  by (5), and  𝑓௧̅(𝑏, 𝑧)  is calculated through (2) and (4), from  𝑡 = 𝑇, 𝑇 −
1, … ,1, sequentially. The pair (𝑧௅ , 𝑦) which minimizes the right hand side of (2) is an 
optimal action for the given state (𝑏, 𝑧) in period 𝑡. In the unknown lead time case, the 
policy can be computed similarly.  

In the following, initially there are no items in inventory and no demand information. 
When the demand information arrives at the beginning of period 𝑡 = 1, the first deci-
sion on the sizes of order and return is made. Thus, the total expected cost in the un-
known demand lead time case is given by  

𝑓መ = ෍ 𝑞௞𝑓መଵ(𝑘, 0,0,0,0,0)

ௗ೘ೌೣ

௞ୀ଴

, 

where 𝑓መଵ(𝑘, 0,0,0,0,0) is the total expected cost under the optimal policy when the ini-
tial state is (𝑘, 0,0,0,0,0). In the known demand lead time case it is given as 

𝑓＝̅ ෍ 𝑞௞ ෍ ෍ ෍
𝑘!

𝑏ଵ! 𝑏ଶ! 𝑏ଷ!

௞ି௕భି௕మ

௕యୀ଴

௞ି௕భ

௕మୀ଴

௞

௕భୀ଴

൬
1

3
൰

௞
ௗ೘ೌೣ

௞ୀ଴

𝑓ଵ̅(0, 𝑏ଵ, 𝑏ଶ, 𝑏ଷ, 0,0). 
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First, we assume that there is no urgent demand, and all informed demand require 
items, that is, 𝑝 = 𝑞 = 1.  

Table 2 shows the optimal decision in periods 1 to 5 for several states in the unknown 
and known demand lead time cases.  

We first consider the unknown lead time case. After new ADI arrivals in period 0, 
the state becomes (𝑎଴,0,0,0,0,0), where 𝑎଴ = 0,1,2,3.  As this value increases the num-
ber of the optimal order also increases. In period 2 or later, for state (0,2,0,0,0,0) one 
new item is ordered, whereas for state (0,0,2,0,0,0), two new items are ordered. Since 
p=1, in state (0,2,0,0,0,0) two demand arrive in three days with probability 1. Thus, to 
reduce the holding cost, in this state only one item is ordered. For state (0,0,2,0,0,0), 
two demand arrive in two days with probability one. Thus, to satisfy these demand, two 
items must be ordered because an order lead time exists.   

Here we discuss the known lead time case. In period 1, the number of orders is the 
same as 𝑏ଵ  for any possible initial state in (0, 𝑏ଵ, 𝑏ଶ, 𝑏ଷ, 0,0) after ADI is informed. 
Since order lead time is one, the order is made to satisfy 𝑏ଵ demand in the next period 
to reduce holding costs. The similar decision is made until period 9. 

Table 3 shows the total expected costs under optimal policies when one cost param-
eter varies. In this example, the option of returning items is selected only for few pos-
sible states over a planning horizon, and thus when 𝑐௥ is changed the change of the total 
expected cost is small for both known and unknown cases. 

As the holding cost increases, the difference of the total optimal expected cost be-
tween these cases is greater. When there is no holding cost, the expected cost in the 
known demand lead time case is the same as that in the unknown lead time case. In fact, 
in the case of unknown lead time, orders are made to satisfy all possible informed de-
mand because keeping items in inventory makes no additional cost. In addition, return 
of an item is not optimal for any state in periods 1 to 7. 

Here we assume that the informed demand may require no item, or the sudden de-
mand happens. We compute the optimal polices for all cases combining p=0.5, 0.7, 0.9, 
1.0 with q=0.5, 0.7, 0.9, 1.0. Note that   𝐸[𝐷௧

௦] = 1 − 𝑞, and the terminal cost does not 
include the urgent demand. Table 4 shows the expected total cost under optimal policy 
for various p under a given q. In each q, as p is smaller the total cost is greater because 
of the missing actual demand against ADI. When q is small, the effect by the known 
demand lead time is small. On the other hand, when q is large, the effect of the demand 
lead time is large when p is 0.9. When q is small, there are three types of uncertainty 
on demand: the variety of demand lead time, possibility of actual demand and the urgent 
demand. Since the effect of uncertainty due to the urgent demand is great, the effect of 
the demand lead time information is weakened. 

5 Conclusion  

In this paper, the known demand lead time case is compared with the unknown demand 
lead time case under imperfect demand information. They are formulated as Markov 
decision processes. Through the numerical experiments, we find that the known de-
mand lead time makes the lower total expected cost, but the difference is small when 
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the holding cost is small, or the fraction of urgent demand is large. In the latter cases, 
the demand lead time information is not important.  

The extensive experiments and theoretical approach to compare the cases of known 
and unknown demand lead time are needed. In addition, when the demand size and 
demand lead time is bigger the optimal policy cannot be computed in the normal 
method of Markov decision process, and thus the other approximate or heuristic ap-
proach will be necessary to compute the sub-optimal order and return policy. They are 
left for future research. 
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Table 2.  Optimal Decision in Periods 1 to 5 

(a) Unknown lead time case 
(𝑎଴, 𝑎ଵ, 𝑎ଶ, 𝑎ଷ, 𝑥଴, 𝑧௅) (𝑧଴, 𝑦଴) (𝑎଴, 𝑎ଵ, 𝑎ଶ, 𝑎ଷ, 𝑥଴, 𝑧௅) (𝑧଴, 𝑦଴) 

(0,0,0,0,0,0) (0,0) (0,0,0,1,0,0) (0,0) 
(1,0,0,0,0,0) (1,0) (0,2,0,0,0,0) (1,0) 
(2,0,0,0,0,0) (2,0) (0,0,2,0,0,0) (2,0) 
(3,0,0,0,0,0) (2,0) (0,0,0,2,0,0) (0,0) 

(b) Known lead time case 
(𝑏଴, 𝑏ଵ, 𝑏ଶ, 𝑏ଷ, 𝑥଴, 𝑧௅) (𝑧଴, 𝑦଴) (𝑏଴, 𝑏ଵ, 𝑏ଶ, 𝑏ଷ, 𝑥଴, 𝑧௅) (𝑧଴, 𝑦଴) 

(0,0,0,0,0,0) (0,0) (0,2,0,0,0,0) (2,0) 
(0,0,0,1,0,0) (0,0) (0,0,0,3,0,0) (0,0) 
(0,0,1,0,0,0) (0,0) (0,1,1,1,0,0) (1,0) 
(0,1,0,0,0,0) (1,0) (0,3,0,0,0,0) (3,0) 

 

Table 3.  Optimal Total Costs 

(a) Sensitivity of total cost in  𝑐௥ 
 𝑐௥ = −20 𝑐௥ = 0 𝑐௥ = 20 𝑐௥ = 40 

𝑓መ 1358.30 1365.62 1372.93 1380.24 
𝑓 ̅ 1200.44 1207.61 1214.78 1221.95 

(b) Sensitivity of total cost in ℎ 
 ℎ = 0 ℎ = 20 ℎ = 40 

𝑓መ 1214.78 1372.93 1498.96 
𝑓 ̅ 1214.78 1214.78 1214.78 

(c) Sensitivity of total cost in  𝑐௘  

 𝑐௘ = 200 𝑐௘ = 300 𝑐௘ = 400 
𝑓መ 1322.15 1372.93 1413.69 
𝑓 ̅ 1178.91 1214.78 1250.66 
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Table 4.  Optimal Total Cost Under Different p and q 

(a) q=1.0 
 𝑝 = 0.5 𝑝 = 0.7 𝑝 = 0.9 𝑝 = 1.0 

𝑓መ 1616.10 1541.19 1439.13 1372.93 
𝑓 ̅ 1527.86 1403.33 1267.55 1214.78 

(b) q=0.9 
 𝑝 = 0.5 𝑝 = 0.7 𝑝 = 0.9 𝑝 = 1.0 

𝑓መ 1635.06 1572.02 1496.88 1456.13 
𝑓 ̅ 1567.22 1481.12 1417.10 1387.14 

(c) q=0.7 
 𝑝 = 0.5 𝑝 = 0.7 𝑝 = 0.9 𝑝 = 1.0 

𝑓መ 1638.59 1589.11 1530.88 1498.84 
𝑓 ̅ 1591.06 1529.36 1470.92 1450.93 

(d) q=0.5 
 𝑝 = 0.5 𝑝 = 0.7 𝑝 = 0.9 𝑝 = 1.0 

𝑓መ 1603.83 1562.02 1512.67 1486.08 
𝑓 ̅ 1563.71 1513.11 1453.87 1424.61 
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