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Abstract. The problem consideration of estimating the structure and parameters 

of a queuing system, in which at the moments of control, which are separated 

from each other by a fixed time step, the optimal switching of the service chan-

nels is carried out. To solve the problem of assessing the structure and parameters 

of the model, procedures of expert-classification analysis and structural forecast-

ing are proposed. 
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1 Introduction 

The problem of estimating the structure and parameters of the model of optimal control 

of the queuing system (QS), described in [1], is considered. The main assumption in [1] 

is the hypothesis of a jump-like Markov step-by-step change in the intensity of the sim-

plest incoming flow. Classical methods of statistical estimation are not quite suitable 

for studying the structure (the number of elements in a set and the values of various 

intensities of the incoming flow), as well as the probabilities of transition from state to 

state. As an alternative, a set of procedures for expert-classification analysis and struc-

tural forecasting is proposed. 

2 Queuing System Model 

As stated in [1], in the studied QS the number of working service channels can be 

changed at the moments of control, which are separated from each other for a fixed 

time (the control step). In this case, it is considered that the QS receives the simplest 

incoming flow, the intensity of which (t) is constant throughout the step, and at the 

moments of control it undergoes jump-like Markov changes, taking a finite number k 

of values 𝑖 from the discrete set  = {𝑖 , 𝑖 ∈ 1, 𝑘̅̅ ̅̅̅}. The task is to form a strategy for 

switching working channels (disconnecting a part of working channels or putting into 
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operation reserve channels), which minimizes the average costs of the QS for a given 

N-step planning period. In this case, as in [1], it is assumed that the matrix of transition 

probabilities of the corresponding homogeneous Markov chain 𝐏 = ‖𝑝𝑖𝑗‖ is given, 

where 𝑝𝑖𝑗 is the transition probability (at the time of control) from the intensity 𝑖 , 𝑖 ∈

1, 𝑘̅̅ ̅̅̅, at the previous step to the intensity 𝑗 , 𝑗 ∈ 1, 𝑘̅̅ ̅̅̅, at the next step. 

In [1] was shown that solving the problem of choosing the optimal channel switching 

strategy is reduced to the following system of dynamic programming equations: 

 𝐶1
∗(𝑖, 𝑚) = min

𝑢≥𝑢𝑖

𝐶(1)(𝑖, 𝑚, 𝑢), (1) 

 𝐶𝑛
∗(𝑖, 𝑚) = min

𝑢≥𝑢𝑖

{ 𝐶(1)(𝑖 , 𝑚, 𝑢) + ∑ 𝑝𝑖𝑗𝐶𝑛−1
∗ (𝑗, 𝑢)𝑙

𝑗=1 }, 𝑛 2, 𝑁, (2) 

where 𝐶𝑛
∗(𝑖 , 𝑚) is the minimum possible value of the total average costs at the last n 

steps of the control process, when the mathematical expectation is taken along the tra-

jectory of the incoming flow intensity, which makes Markov jumps. The variable u in 

equations (1)–(2) is the current (n steps before the end of the planning period) value of 

the control decision on the number of switched working channels. It has been proved 

that the optimal channel switching strategy, as in the equivalent inventory control prob-

lem with returns [2], is a four-level strategy. 

3 The Problem Setting 

In the process of practical use of model (1)–(2), it is necessary to estimate the points of 

the different incoming flow intensities of the  = {i,},  𝑖 1, 𝑘, (system structure) and 

the values of the transition probabilities (system parameters) of the corresponding ho-

mogeneous Markov chain P =  ‖𝑝𝑖𝑗‖, where 𝑝𝑖𝑗  is the probability of transition (at the 

time of control) from the intensity i, 𝑖 1, 𝑘, at the previous step to the intensity j, 

𝑗 1, 𝑘, in the next step. 

To solve the problem of assessing the structure of the system and its parameters, the 

concept of structural forecasting [3–5] with the involvement of methods of expert-clas-

sification analysis [6–7] was chosen. 

The idea of structural forecasting is that there is a structured (into clusters) set of 

dynamically changing objects characterized by a variety of features. This set of objects 

is subjected to an automatic classification procedure [6] with the assistance of experts, 

i.e. expert-classification analysis [7]. 

3.1 Observation Data for Controlled QS 

Naturally, the results of observations are strongly related to the subject area to which 

the corresponding QSs belong. In any case, they represent data on the average intensi-

ties of incoming flows at each step and various information about specific QS. In this 

case, separate time intervals with the results of observations of the same QS can act as 

different objects. 



3 

The choosing a set of observations problem solution generates a set of p objects is 

formed, each of which is characterized by a set of m parameters and is represented by 

a segment of its trajectory in the state space. Let the discrete duration of this time inter-

val be natural number L. This set of trajectory segments will be called a training sample. 

The behavior of this set of objects (trajectory segments) at discrete moments of time is 

studied. The m-dimensional parameter space X is introduced into consideration, in 

which the jth object at time n is represented by the point 𝐱𝑗(𝑛) =

{𝑥𝑗
(1)(𝑛),  𝑥𝑗

(2)(𝑛), … , 𝑥𝑗
(𝑚)

(𝑛)}. An ordered set of points 𝐱𝑗(𝑛) is a known part of the tra-

jectory that characterizes the dynamics of the jth object. 

3.2 Formation of the Initial Cluster Structure 

To identify the cluster structure of the considered set of objects, a complex automatic clas-

sification algorithm is used [8]. The complex algorithm includes m-local optimization algo-

rithms of a given criterion, selection of informative parameters, selection of an initial parti-

tion, selection of the number of clusters and filling in missing observations [9]. 

In modeling and in applications, as a criterion, we used the functional J of the average 

proximity of points in clusters, defined through the potential function [10]: 

 𝐾(𝑥, 𝑦) = 1/(1 +  𝑅(𝑚)(𝑥, 𝑦)), (3) 

where 𝑅(𝑚)(𝑥, 𝑦) is the chosen metric in space X and  and m are tunable parameters 

of the algorithm. The average proximity of points in a cluster is defined as:. 

 𝐾(𝐴𝑖 , 𝐴𝑗) =
2

𝑝𝑖(1−𝑝𝑖)
∑ ∑ 𝐾(𝑥𝑖 , 𝑥𝑗)𝑗>𝑖

𝑝𝑖
𝑖=1 , (4) 

where 𝐾(𝑥𝑖 , 𝑥𝑗) is determined by formula (3), 𝑝𝑖  is the number of points in the cluster 𝐴𝑖. 

Then criterion J is defined as: 

 𝐾(𝐴𝑖 , 𝐴𝑗) =
2

𝑝𝑖(1−𝑝𝑖)
∑ ∑ 𝐾(𝑥𝑖 , 𝑥𝑗)𝑗>𝑖

𝑝𝑖
𝑖=1 , (5) 

4 Stages of the Problem Solving 

4.1 Procedure for Identifying the Initial Structure and Evaluating the Initial 

Approximation to the Transition Probabilities of Objects 

Let the distances for points 𝐱𝑗(1) to the current standards 𝐚𝑖(1) of all selected clusters 

𝑅𝑗𝑖
(1)

= 𝑅(𝐱𝑗(1), 𝐚𝑖(1)), 𝑖 = 1,2, … , 𝑘, 𝑗 = 1,2, … , 𝑝. This allows us to solve the problem 

of identifying the initial structure of clusters and evaluating cluster standards, that is, 

the structure of the set  = {i,}, 𝑖 1, 𝑘, and the corresponding values i. 

Then the elements of the transition probability matrix of object j to cluster i, the 

values 𝑝𝑗𝑖
(1)

= 𝑝𝑗𝑖(1) are calculated as follows: 
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  𝑝𝑗𝑖
(1)

=
𝑗

(1)

𝑅
𝑗𝑖
(1),, (6) 

where  𝑗
(1)

 is a normalizing factor. 

4.2 The Procedure for Evaluating Subsequent Approximations to the 

Transition Probabilities of Objects 

After identifying the initial structure and evaluating the initial approximation to the 

transition probabilities of objects at the next steps, the elements of the transition prob-

abilities matrix of object j to cluster i are modified using the following procedure. Let 

us introduce the notation 𝑅𝑗𝑖
(𝑛)

= 𝑅𝑗𝑖
(𝑛)

− 𝑅𝑗𝑖
(𝑛−1)

. If the jth point at the moment n coin-

cides with the standard of the 𝑖0
th cluster, i.e. 𝑅𝑗𝑖0

(𝑛)
= 0, then 

  𝑝𝑗𝑖
(𝑛)

= {
1,                      if 𝑖 = 𝑖0, в вввввввв
0,                      if 𝑖 = 1, … , 𝑘, 𝑖 ≠ 𝑖0

.,,  

In other words, if a point coincides with the standard of a certain cluster, then the 

probability for this point to stay in this cluster is 1, and the probability of moving to 

another cluster is 0. 

For the case when 𝑅𝑗𝑖0

(𝑛)
≠ 0 transition probabilities are modified according to the 

following scheme: 

  𝑝𝑗𝑖
(𝑛)

=  {𝑝𝑗𝑖
(𝑛−1)

+ [
1+sign(𝑅𝑗𝑖

(𝑛)
)

2
− 𝑝𝑗𝑖

(𝑛−1)
sign(𝑅𝑗𝑖

(𝑛)
)]𝑅𝑗𝑖

(𝑛)
}, (7) 

where sign 𝑧 = {
1,   if 𝑧 ≥ 0,
0,   if 𝑧 < 0,

 and   is the normalizing factor determined by the nor-

malization condition for the transition probabilities: ∑ 𝑝𝑗𝑖
(𝑛)𝑘

𝑖=1 = 1: 

4.3 Methods for Estimating the Required Intensities j and Transition 

Probabilities 𝒑𝒊𝒋 from Formula (2) 

Since formula (2) uses the probabilities of transition 𝑝𝑖𝑗  of the considered QS from 

cluster i to cluster j, and the two previous paragraphs provide predictive estimates of 

the probabilities of transition of a specific object to a specific cluster, depending on the 

nature of the training sample, one can act in the following two ways. 

Method 1. Let the QS under consideration be only one of the objects of the training 

sample with number s. Then, to estimate the probabilities 𝑝𝑖𝑗 it is reasonable to use the 

relation 

  𝑝𝑖𝑗 = 𝑝𝑠𝑗
(𝐿)

,      object with number s belongs to cluster Ai, (8) 

where L is the length of the time series segment in the training sample, Ai is the cluster 

of objects with the number i, and the estimates 𝑝𝑠𝑗
(𝐿)

 are calculated by formulas (6)–(7). 
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Method 2. If the considered QS is the only object of the training sample. In other 

words, the training set is based on the prehistory of the evolution of this QS in its vari-

ous segments. Then, to estimate the probabilities 𝑝𝑖𝑗  one can use the relation 

  𝑝𝑖𝑗 =
1

𝑝𝑖
∑ 𝑝𝑠𝑗

(𝐿)
𝑠∈𝐴𝑖

, (10) 

where L is the length of the time series segment in the training sample, 𝐴𝑖 is the cluster of 

objects with the number i, the estimates 𝑝𝑠𝑗
(𝐿)

 are calculated by formulas (6)–(7) and 𝑝𝑖  is 

the number of objects in the cluster 𝐴𝑖. 

5 Computer modelling 

In this section, we present several graphs of the dependence of the average costs per one 

step, obtained as a result of modeling the process of functioning of a queuing system (QS) 

with switchable service channels, which, as noted in the Section 1, is equivalent to the in-

ventory control model with returns using the same four-level strategies. The graphs show 

the values of the costs C*(m) (blue color), as well as the values of the functions 𝐵on(𝑚) 

(red color) and 𝐵off(𝑚) (green color), where the footnote “on” means turn on the channels 

in QS and the footnote “off” means turn off the channels in QS. The specificity of the QS is 

that, in any case, the number of included working service channels must satisfy the condition  

𝑢 ≥ 𝑚lim(𝑖) = ⌊
𝑖

𝜇⁄ ⌋ + 1 for the existence of a stationary mode in the QS [11], where 𝜇 is 

the service rate on one channel. 

       
       m1 = mlim. = 30                     m1 = 31 

     
m1 = 32 m1 = 33 

Fig. 1. Function graphs: average costs per step. 
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6 Summary 

To solve the problem of assessing the structure and parameters of the model for choos-

ing the optimal channel switching strategy in a controlled queuing system (QS), proce-

dures for expert-classification analysis and structural forecasting are proposed. An ex-

ample is given. 
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