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Abstract: Bottleneck detection is vital for improving production capacity or 

reducing production time. Many different methods exist, although only a few of 

them can detect shifting bottlenecks. The active period method is based on the 

longest uninterrupted active time of a process, but the analytical algorithm is 

difficult to program requiring different self-iterating loops. Hence a simpler 

matrix-based algorithm was developed. This paper presents an improvement over 

the original algorithm with respect to accuracy. 
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1. Introduction 

Finding a bottleneck is a critical task in modern industry for improving production 

output within a given time or reducing the time needed to produce a given quantity [1]. 

There are numerous bottleneck detection methods. These could be based on cycle times 

[2], utilization [3], waiting times [2], average waiting time [4], length of the queue [5], 

or combinations thereof [6]. The arrow method looks at blocking and starving [7], as 

does the turning point method [8]. The bottleneck walk does direct observations of 

waiting times and inventory levels on the shop floor [9]. Other methods are data-driven 

[10] or based on process mining [11]. See [12] for a more detailed discussion and 

comparison of these methods. However, many of these methods do not work well with 

shifting bottlenecks, even though in industry shifting bottlenecks are very common.  In 

this paper, the bottleneck is defined as the machine to which the overall system 

throughput has the largest sensitivity [8]. This paper analyzes the active period method. 

While the method has high accuracy  [12], it is a challenge to program the analysis 

code. [13] improved this method using a matrix approach to analyze the bottleneck. 

This paper further improves this algorithm to enhance accuracy and ease of use.  

2. Active Period Method 

The active period method was developed by [14], [15]. In this method, a process is 

considered active whenever the process is not waiting for parts or material. At any given 



time, the process with the longest active period is the momentary bottleneck. The 

overlap between the longest active periods are times of shifting bottlenecks. Periods 

with no overlaps are sole bottlenecks. The total bottleneck probability is the likelihood 

of a process being a sole or a shifting bottleneck. This method gives very accurate 

results even for shifting bottlenecks when compared with other methods [12]. 

3. An Enhanced Data-Driven Algorithm 

The enhanced data-driven algorithm starts similarly as [13] with a matrix, where the 

number of rows corresponds to the number of processes i = 0 … m-1 and the number 

of columns corresponds to the number of time instants j = 0 … n-1. This generates a 

matrix of size m x n. The entries in the matrix take the value 1 if the process is active 

at the given time instant, and the value 0 if the process is inactive at the given time 

instant.  

Please note that this matrix will usually have many more columns than rows. If the 

data processing is done in typical desktop software like Microsoft Excel, the software 

may provide more rows than columns. In this case, it may be easier to work with a 

transposed matrix and adjust all subsequent algorithms accordingly.  

3.1. Preparation of the Raw Data  

The first step is the collection and preparation of the raw data. While this is not 

detailed in [13], it is usually required for practical applications This is visualized in Fig. 

1. The raw data a) is usually a table with one entry for every change in the system. 

Please note that due to the data collection algorithms often there are redundant entries 

for the same process and time slot, resulting in multiple events with a duration of zero. 

In this case, only the last one is valid, which will be corrected in step d). This raw data 

a) is converted into a matrix b). The missing entries are filled with the data from the 

previous entry as shown in c). Finally, if there are multiple entries for the same time, 

all but the last one according to the sequence in a) is deleted, otherwise, the subsequent 

algorithm will provide incorrect results. 

 



 

Fig. 1. Preparing of the raw data matrix  

3.2.  Consideration of Equidistant Interval Matrix  

The original paper by [13] uses an interval of 1 second. However, different 

equidistant intervals may be used. If this interval is too small, the computation 

requirements would go up, as would the file size of the database. If the interval is set to 

large, the accuracy would go down, eventually giving incorrect results. In any case, any 

interval larger than zero has there is the risk of missing out on smaller gaps between 

active periods.  

However, using the times of the entries of the raw data in the data matrix also brings 

its own risk of a flawed analysis if the algorithm merely counts the number of entries 

in the data matrix. These are not equidistant but depend on the random behavior of the 

system or the (pseudo-)random behavior of the simulation. Fig.2 provides an 

illustrative example of the problem with the data columns arranged on a real-time axis. 

Initially, process A is the bottleneck. When process A becomes idle, a simple count of 

the number of active states in the data matrix shows process B with 5 successive active 

states in sequence, and process C only with 4. Hence, process B would be the next 

bottleneck based on the number of active states. However, since the columns are not 

equally distributed along the time axis, process C has a much longer active period and 

should be the next bottleneck.  

 

 

Fig.2. Illustrative example of using real-time data.  



An explorative analysis showed that the error when using timestamped non-

equidistant data is non-zero but usually small. Hence, it is possible to use time-stamped 

data for the matrix without significant loss of accuracy. 

Further explorative analysis for equidistant data entries showed that the error, too, is 

small if the time interval is chosen small enough. The time interval depends on the cycle 

times of the processes and their fluctuations as well as on the buffer sizes between the 

processes. As a rule of thumb based on these explorative analyses, the time interval 

should be smaller than the cycle time for reasonable accuracy results.  

Within this paper, however, we follow academic rigor and analyze the data under 

consideration of the actual timestamp of the data. This differs from the original method 

by [13]. Fig.3 shows an example data matrix where the entries maintain their 

timestamps with non-equidistant intervals.  

 

Fig.3. Data Matrix with non-equidistant entries including the time stamp 

3.3. State Accumulation Transformation  

The state accumulation transformation is also modified from [13] to include the 

actual duration between the entries. In the first step, the actual duration between one 

entry and the next entry is entered in all matrix locations where the status from the 

matrix in Fig.3 was not zero (i.e. the process was active) as shown in Error! Reference 

source not found.. 

 

Fig.4. Entering the duration to the next column for all non-zero entries 

The next step is similar to [13], where the cumulative durations are entered for each 

successive entry in the matrix for the active periods. The last entry for each active 

period is the duration of the active period as shown in Error! Reference source not 

found.. For this matrix, the timestamp is no longer necessary, but shown for your 

convenience. 

 



 

Fig.5. Cumulative duration of active periods 

As a next step, it is necessary to add the maximum value of the active period to all 

entries of the active period as shown in Error! Reference source not found.. This 

matrix can then be used for subsequent bottleneck analysis. The bottlenecks are already 

highlighted for an easier understanding of the data. 

 

Fig.6.Total duration of active periods in all cells of the corresponding active period. 

3.4. Potential Bottleneck Detection 

Finally, the bottleneck can be detected. For every column in the matrix, the largest 

value is a bottleneck. Similar to [13] an 1 is added in a new matrix for every active 

period of the previous matrix that is at least once the longest active period or shares this 

longest duration with one or more other active periods. The resulting matrix is shown 

in Error! Reference source not found.. If two processes happen to have the same 

duration, then they are both considered to be shifting bottlenecks. If no process is active, 

then there is no bottleneck detected during this time.  

 

Fig.7 .Resulting active period bottlenecks.  

Further algorithms similar to [13] allow the distinction between sole and shifting 

bottlenecks as shown in Error! Reference source not found.. A simple statistic can 

then give the percentage of each process being a sole bottleneck, or a shifting 

bottleneck, or jointly sole or shifting bottleneck.  



 

Fig.8. Shifting Bottlenecks (top) and sole bottlenecks (bottom).  

4. Summary and Discussion 

This paper uses the active period bottleneck detection method by [14, 16] in 

combination with the data-driven shifting bottleneck detection algorithm as proposed 

by [13] and improves and enhances the latter. The new improved algorithm increases 

the accuracy of the analysis by using actual-time intervals to determine the longest 

active period at any given time.  

The detailed step-by-step approach of the method allows both academics and 

practitioners to use the active period method for bottleneck detection. Detection 

bottlenecks is often a critical step in managing a production system, and crucial for 

improving the throughput. In a secondary role it can also play a part in reducing cost 

by improving throughput. Hence, finding the bottleneck is important for many 

improvement projects. Errors in bottleneck detection can lead to improving a non-

bottleneck, which would waste time and resources. The detection of the momentary 

bottleneck also allows a faster reaction and allows the uses of countermeasures that can 

be changed on short notice, as for example the work assignment of the operators or the 

production plan to reduce the impact of short term bottlenecks.  
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