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ABSTRACT
We present a real-time multi-object tracker using an enhanced version of the Gaussian mixture probability hypothesis density (GM-PHD) filter to track detections of a state-of-the-art convolutional neural network (CNN). This approach adapts the GM-PHD filter to a real-world scenario to recover target trajectories in remote sensing videos. Our GM-PHD filter uses a measurement-driven birth, considers past tracked objects, and uses CNN information to propose better hypotheses initialization. Additionally, we present a label tracking solution for the GM-PHD filter to improve identity propagation given target path uncertainties. Our results show competitive scores against other trackers while obtaining real-time performance. Code is available at https://github.com/AyanaInria/RFS-filters-for-satellite-videos.
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1. INTRODUCTION
Multi-target tracking (MTT) estimates the number of objects and their states from observations. Sample applications include the areas of security surveillance, autonomous driving, and remote sensing videos. For example, the Chinese Jilin-1 satellite constellation aims to improve urban planning [1] using ground videos spanning 15 kms² with a 1m/pixel resolution. Similarly, the French company Airbus Defense and Space aims to improve border security [2] with the Geostationary telescope GO-3S that captures 10000 kms² with 3ms/pixel resolution at 5 Frames Per Second (FPS).

Despite significant advancements in computer vision, detecting and tracking objects in large ground areas presents several challenges. Targets span between 5 to 15 pixels in width and often lack discriminative features. Furthermore, objects move at varying directions and speeds; a target in a high-speed road reduces its velocity drastically when approaching intersections. Additionally, satellite videos present sources of artifacts such as clutter detections and misdetections. For example trees, roofs, containers, or small structures could become false positive detections.

Traditional object detectors and trackers rely on a combination of features such as appearance, object motion, or background subtraction. For example, [3, 4] uses the 3-frame difference algorithm paired with morphological filters to extract objects, and an ad-hoc track-by-detection approach to recover tracks. The works [5, 6] improve the small object detection by using a combination of the 3-frame difference with a window-based CNN. Sequentially, they recover tracks using the GM-PHD filter. These methods show promising results; however, the 3-frame difference step is prone to parallax artifacts caused by the intrinsic imaging system motion.

Recent works address object detection with deep learning-based techniques. Anchor-free methods [7, 8, 9, 10] obtain remarkable scores on the WPAFB benchmark [11]. However, when extended to object tracking, purely deep learning methods perform frame-to-frame-based tracking and fail to recover trajectory uncertainties. Additionally, they rely on ad-hoc data association methods such as the Hungarian Algorithm [12] or Simple Online Real-time Tracking (SORT) [13] method.

The Random Finite Set (RFS) [14] framework proposes a Bayesian tool to perform MTT while modeling target uncertainties. Among the RFSs filters, the Generalized Labelled Multi Bernoulli (GLMB) [15] filter obtains state-of-the-art results at the cost of large computational demands. The simplified yet robust GM-PHD [16] filter performs multi-object tracking while preserving real-time performance. However, the original GM-PHD filter fails to recover object unique track identities. Likewise, both GLMB and GM-PHD filters rely on prior knowledge of hypotheses’ “birth” locations and the birth hypotheses’ initial state.

In this paper we employ a state-of-the-art CNN object detector coupled with an improved version of the GM-PHD filter. Particularly, we propose three improvements to original GM-PHD filter in order to better track noisy CNN-based detections. First, we improve the traditional label tracking for the GM-PHD filter. Second, we adapt hypothesis birth distribution by using a measurement-driven and a history-based birth. Finally, we improve the birth initialization using deep learning-based information. We show that our approach obtains better tracking scores than competing tracking or joint tracking-detection methods for satellite images while preserving real-time performance.
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2. PROPOSED METHOD

We utilize the RFS framework and model target states and measurements as sets during each image video frame. We define a single target state as \( x_k \), where \( p_k \in \mathbb{R}^2 \) denotes the object position, and \( v_k \in \mathbb{R}^2 \) denotes the target velocity. We define the collection of measurements as \( \{ z_{1:k} \} \) where \( z_k \) is a random variable and \( \bar{z}_k \), where \( \bar{z}_k \) denotes the target assigned to each component. These labels are propagated during the filter’s prediction and update step. Additionally, we add label tracking to the GM-PHD following the work of [17]. We assign a hidden label \( \ell_n \) \( \in \mathbb{N} \) is a unique tag assigned to each component. These labels are propagated during the filter’s prediction and update step.

2.2. The Trajectory GM-PHD Filter

The PHD filter estimates the multi-target posterior RFS \( \mathcal{P}_{k|k}(X_k | Z_{1:k}) \) by approximating its first order momentum, namely the PHD function: \( D_{k|k}(X_k | Z_{1:k}) \), often simplified to \( D_k(x) \). The GM-PHD approximates the PHD function with a Gaussian mixture of the form:

\[
D_k(x) = \sum_{j=1}^{J_k} w_j^k \mathcal{N}(x; \bar{m}_j^k, \bar{P}_j^k)
\]

where \( \omega_k^j, \bar{m}_j^k, \) and \( \bar{P}_j^k \) are the weight, mean, and covariance for the \( j \)-th component and \( J_k \) is the number of hypothesis in the mixture. Additionally, we add label tracking to the GM-PHD following the work of [17]. We assign a hidden label \( \ell_k \) to each Gaussian mixture component from a label identity set \( I_k = \{ \ell_1^k, \ell_2^k, \ldots, \ell_{J_k}^k \} \), where each \( \ell_k \) \( \in \mathbb{N} \) is a unique tag assigned to each component. These labels are propagated during the filter’s prediction and update step.

The prediction step \( D_{k|k-1}(x) \) advances states for each component and accounts for the birth hypotheses. The prediction step has the form:

\[
D_{k|k-1}(x) = p_s D_{k|k-1}^s(x) + \lambda(x)
\]

where \( p_s \) denotes the probability of survival, \( D_{k|k-1}^s(x) \) accounts for the predicted surviving hypotheses, and \( \lambda(x) \) models the birth components. During the prediction step, the identity set is updated to \( I_{k|k-1} = I_k \cup I_{B_k} \) where \( I_{B_k} = \{ \ell_{B_1}^k, \ell_{B_2}^k, \ldots, \ell_{B_{n_B}}^k \} \) denotes the birth label set and \( n_B \) denotes the number of birth components in frame \( k \). We develop the estimation of \( \lambda(x) \) in Section 2.4.

The update step \( D_k(x, z) \) associates the filter predicted hypotheses with measurements and has the form of:

\[
D_k(x, z) = (1 - p_D) D_{k|k-1}(x) + \sum_{z \in Z_k} \sum_{j=1}^{J_k} \omega_j^k(z) \mathcal{N}(x; \bar{m}_j^k(z), \bar{P}_j^k(z))
\]

where \( p_D \) denotes the probability of detection, \( D_{k|k-1} \) the predicted components, \( \omega_j^k(z), \bar{m}_j^k(z), \) and \( \bar{P}_j^k(z) \) the updated weight, mean, and covariance respectively. During the update step, each component propagates its label \( \ell^k_i \) \( \in I_{k|k-1} \) to \( (1 + |Z_k|) \) updated hypotheses. In practice, the number of updated components \( J_{k|k-1} \) can be significantly large, but...
pruning, merging, and gating methods are employed to reduce the number of hypothesis-measurement associations with low likelihood.

2.3. Enhanced GM-PHD Label Tracking

The hidden label technique [17] propagates object identities in the GM-PHD filter; however, this method struggles to separate tracks with faulty initialization. For example, Fig. 2(a) shows a labeled Gaussian component (denoted green) tracking two nearby vehicles. When the objects separate, the filter propagates the same label to both tracks as possible hypotheses. In fact, during inference time, the filter loses trajectories or recovers discontinuous tracks as shown in Fig. 2(c).

We improve trajectory recovery based on the previous inferred trajectory states. If two updated hypotheses with high likelihood contain the same label, we keep the hypothesis with the shortest distance to the previous labeled target $\hat{x}_{k-1}, \ell_i).$ We modify our label space to $I_k^I = I_k \cup I_k^p$ and assign a new label $\ell_a \in I_k^a$ to the rest of the hypotheses, where $I_k^a$ is a latent unique label space. This fix is depicted in Fig. 2(b) where a new label is assigned to the Gaussian component moving in a different direction. Fig. 2(d) shows the inferred tracks after solving this issue.

![GMs Traditional vs Modified](image)

(a) GM components [17] (b) Proposed GM components

![Inferred trajectories](image)

(c) Inferred trajectories [17] (d) Proposed inferred trajectories

Fig. 2. Improved GM-PHD Label Propagation.

2.4. Adaptive Birth Estimation

We build on the works presented in [6, 17] to approximate the GM-PHD birth distribution $\lambda(x).$ We classify measurements into birth and surviving measurements $Z_k = Z_k^b \cup Z_k^s$ by matching incoming measurements with predicted GM components; we classify birth measurements as:

$$Z_k^b = \{ z \in Z_k : d(Fx_i, z) > T_B \} \forall x_i \in D_{k-1}(x)$$

where $F$ is the state transition matrix, $T_B$ is a pre-defined threshold, and $d(x_i, z)$ measures the spatial distance between the measurement $z \in Z_k$ and GM component $x_i \in D_{k-1}.$ Additionally, we adjust the adaptive-birth procedure developed for the GLMB filter in [18] to improve the GM-PHD hypothesis initialization. We use the position and velocity from inferred objects $\hat{x}_k^b = [\hat{p}_i, \hat{v}_i]$ to build a velocity map $h_k^b(\hat{p}_i)$ as described in [18]. The velocity map contributes to initializing future hypotheses’ initial kinematic state and was shown to significantly improve high-speed target tracking [18]; nevertheless, it requires several frames and inferred objects to adapt.

Consequentially, we use the information given by the CNN to improve the initialization when the velocity history map has not been adapted yet. Hence, we define the birth distribution as:

$$\lambda(x, Z_k^b) = \frac{1}{|Z_k^b|} \sum_{z_j \in Z_k^b} N(x; x_k^b(z_j), P_b)$$

where $z_j = [\hat{p}_j, \hat{v}_j]$ denotes the measurement obtained from the CNN, $P_b$ is the birth covariance, and $x_k^b$ is the measurement-driven initial state given by:

$$x_k^b(z_j) = \begin{cases} [\hat{p}_j, \hat{v}_j]^T & \text{if } ||h_k^b(\hat{p}_j)|| = 0 \\ [\hat{p}_j, h_k^b(\hat{p}_j)]^T & \text{if } ||h_k^b(\hat{p}_j)|| \neq 0 \end{cases}$$

3. EXPERIMENTS

3.1. Experimental Setup

We test our method in the WPAFB benchmark. This dataset contains videos of the Wright-Patterson Air Force Base, in OHIO, United States of America. We use the videos imaged with Unmanned Aerial Vehicles (UAVs) at a resolution of 1 m/pixel at a rate of 2 FPS. We perform image registration in the same manner as [6] in order to stabilize the images, and we focus our method only on moving objects. We filter the ground truth annotations to keep only objects that moved more than 5 pixels during the last 15 frames.

We train the network using Areas of Interest (AoIs) 40, 41, and 42 as mentioned in [19], and we test on AoI 2, and AoI 34. We train the network using the same loss and parameters as dictated by CenterTrack [7].

3.2. Metrics

During each frame, we perform a one to one matching between the set of ground truth annotations $P_g^k = \{ p_1^k, \ldots, p_n^k \}$ and the set of estimated target locations $\hat{X}_k = \{ \hat{x}_1^k, \ldots, \hat{x}_N^k \}.$
<table>
<thead>
<tr>
<th>Area</th>
<th>Method</th>
<th>GT</th>
<th>MT (%)↑</th>
<th>PT (%)↑</th>
<th>ML (%)↓</th>
<th>FP ↓</th>
<th>FN ↓</th>
<th>IDS ↓</th>
<th>MOTA↑</th>
<th>MOTP↓</th>
<th>FPS ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>02</td>
<td>Proposed GM-PHD</td>
<td>552</td>
<td>82.78</td>
<td>15.03</td>
<td>2.17</td>
<td>1501</td>
<td>2074</td>
<td>1624</td>
<td>72.70</td>
<td>2.66</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>Labelled-GMPHD [5]</td>
<td>552</td>
<td>63.58</td>
<td>31.70</td>
<td>4.71</td>
<td>1012</td>
<td>3805</td>
<td>1902</td>
<td>64.80</td>
<td>2.64</td>
<td>4.35</td>
</tr>
<tr>
<td></td>
<td>GLMB [15]</td>
<td>552</td>
<td>54.89</td>
<td>38.20</td>
<td>6.88</td>
<td>751</td>
<td>4384</td>
<td>1548</td>
<td>64.90</td>
<td>2.67</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>SORT [13]</td>
<td>552</td>
<td>72.82</td>
<td>25.00</td>
<td>2.17</td>
<td>1072</td>
<td>2698</td>
<td>5069</td>
<td>53.60</td>
<td>3.39</td>
<td>7.16</td>
</tr>
<tr>
<td></td>
<td>Greedy Match [7]</td>
<td>552</td>
<td>90.03</td>
<td>8.69</td>
<td>1.26</td>
<td>1203</td>
<td>1459</td>
<td>12087</td>
<td>22.60</td>
<td>2.53</td>
<td>7.25</td>
</tr>
<tr>
<td>34</td>
<td>Proposed GM-PHD</td>
<td>225</td>
<td>51.55</td>
<td>39.11</td>
<td>9.33</td>
<td>681</td>
<td>1010</td>
<td>306</td>
<td>63.90</td>
<td>2.57</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>Labelled-GMPHD [5]</td>
<td>225</td>
<td>48.00</td>
<td>44.44</td>
<td>7.55</td>
<td>661</td>
<td>1083</td>
<td>625</td>
<td>57.20</td>
<td>2.61</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td>GLMB [15]</td>
<td>225</td>
<td>35.11</td>
<td>54.66</td>
<td>10.22</td>
<td>550</td>
<td>1503</td>
<td>805</td>
<td>48.46</td>
<td>2.69</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>SORT [13]</td>
<td>225</td>
<td>48.88</td>
<td>28.00</td>
<td>23.11</td>
<td>659</td>
<td>993</td>
<td>1324</td>
<td>46.23</td>
<td>3.28</td>
<td>7.16</td>
</tr>
<tr>
<td></td>
<td>Greedy Match [7]</td>
<td>225</td>
<td>57.45</td>
<td>37.28</td>
<td>5.26</td>
<td>938</td>
<td>745</td>
<td>3510</td>
<td>22.60</td>
<td>2.53</td>
<td>7.25</td>
</tr>
</tbody>
</table>

**Table 1.** Tracking scores. The arrow’s direction represents better scores.

We call an estimated target $\hat{x}^j_k$ True Positive (TP) if it is located within $c = 10$ pixels from an unmatched ground truth annotation $p^j_k$, otherwise, we count the estimated target as a False Positive (FP). We count all the unmatched ground truth annotations as False Negative (FN) if they are unmatched with a target. Finally, we call a target Identity Switch (IDS) if it is matched with more than one ground truth trajectory.

We use the ClearMOT [20] and the MOTChallenge [21] metrics to evaluate the object detection and tracking. The ClearMOT metrics account for Multiple Object Tracking Accuracy (MOTA), Multiple Object Tracking Precision (MOTP). Additionally, the MOTChallenge metrics account for Mostly Tracked (MT), Partially Tracked (PT), and Mostly Lost (ML) trajectories.

### 3.3. Results

Table 1 shows results for object trackers using CenterTrack as object detector. The trackers SORT and Greedy Matching obtain high FPS and high MT scores due to their simplified but pragmatic approach; however, both filters fail to propagate track identities in time. This is reflected in the high quantity of IDS for both methods, and hence, their low MOTA scores.

On the other hand, the RFS-based filters such as the GM-PHD and the GLMB perform well in the MOTA and MOTP metrics but their performance drops significantly in the percentage of trajectories recovered: they have lower MT scores than SORT and Greedy Matching as they present a large number of FNs. Additionally, the GLMB filter performs well in the MOTA score and shows low IDSs due to its complex probabilistic approach, but it has large computational demands as shown by its FPS.

Our enhanced GM-PHD obtains competitive scores across all metrics and gets the highest MOTA score while preserving an reasonable FPS. The improved birth estimation reduces false negatives as a correct initialization is essential to track high speed moving targets. Additionally, the improved label tracking reduces the number of identity switches by up to 40% when compared to the traditional labeled GM-PHD filter. Fig. 3 shows a sample output of our object detection and GM-PHD filter method.

**Fig. 3.** Sample enhanced GM-PHD result.

### 4. CONCLUSIONS

We presented a modified version of the GM-PHD filter to improve object initialization and improve label tracking. We test our method in a real-world scenario using CNN-based detections and achieve real-time results with high FPS performance. Our method uses information from the CNN paired with a history of previous detections to improve both the tracking performance and the label management. We showed that our filter obtains high MOTA scores and mostly tracked trajectories while preserving a larger FPS (3 Hz) than the imaging system (2 Hz).
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