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Abstract. In the context of Industry 4.0, both of the ability to handle
unexpected events and personalization customization are emphasized.
This work investigates a parallel machine scheduling problem with un-
certain skill requirements. The problem involves a two-stage decision-
making process: (i) determining the workers’ skill training plan and the
number of opened machines on the first stage before the realization of un-
certain skill requirements, and (ii) scheduling jobs and assigning workers
to jobs on the second stage, under known skill requirements. The objec-
tive is to minimize the expected total cost, including the workers’ skill
training cost, machine opening cost and the expected penalty cost of jobs’
tardiness. A two-stage stochastic programming formulation is proposed,
and an illustrative example shows the applicability of the model.

Keywords: Parallel machine scheduling · Stochastic optimization · Skill
requirements · Skill training plan

1 Introduction

Industry 4.0, also known as the fourth industrial revolution or smart manu-
facturing, has received widely industrial and academic attention ([9], [10],[24]).
Such a concept gains sustainable and competitive advantages, aiming at improv-
ing the cooperation and communication of Cyber-Physical Systems and Human
Resources ([14]). One of the goals of Industry 4.0 is to find flexible and efficient
production schedules, to cope with unpredictable issues ([19], [15], [18]).

Production Scheduling is an essential role in manufacturing, and it greatly
impacts the production efficiency ([17], [25], [6]). As unexpected events often
occur in practice, such as changing workers’ physical conditions and dynamic
manufacturing environments, stochastic production scheduling is more realistic
and becoming a popular research issue in recent years ([1], [22], [13]). Most ex-
isting works assume that the job processing times are uncertain. Industry 4.0 is
also a way to customization and personalization production, which emphasizes
different requirements of orders ([21]). In practical manufacturing systems, re-
quirements for workers’ skills to handle different jobs are different. Due to the
changeable market situations and the upgrade of technology and products, the
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skills required by jobs may unexpectedly vary as well, and the uncertain skill
requirements largely impact the scheduling and cannot be ignored.

On the other hand, from the mid- and long-term perspectives, managers
should offer specialized skill training for workers, in order to cope with the
uncertain skill requirements. In the following, we describe the impacts of skills
possessed by workers on the job processing times, via borrowing the concept of
“skill coefficient” ([12]). That is, if the standard processing time of job j is pj ,
and a worker with skill l handles job j, the practical processing time of job j is
δjlpj , where δjl is the skill coefficient.

Parallel machine manufacturing situations are common in practice, and the
parallel machine scheduling problem have been widely investigated ([7], [11],
[23]). Motivated by the above observations, this work considers a stochastic par-
allel machine scheduling problem with skill requirements. The problem involves
a two-stage decision making process: (i) in the first stage, jobs’ skill requirements
are unknown, workers’ skill training plan and the number of opened machines are
determined; and (ii) when jobs’ skill requirements are known, the detailed sched-
ule of jobs on each machine and the worker-to-job assignment are determined.
The objective is to minimize the expected total cost, including the workers’
skill training cost, machine opening cost and the expected penalty cost for jobs’
tardiness. The contribution of this paper mainly include:

(1) A novel parallel machine scheduling problem, where jobs’ skill requirements
are uncertain, is studied.

(2) Skill requirements are described via a limited set of samples. A two-stage
stochastic programming formulation is proposed.

(3) An illustrative example is conducted to show the applicability of the problem
model.

In the following, a brief literature review is provided in Section 2. Section 3
describes the problem in detail and propose a two-stage stochastic programming
formulation. An illustrative example is shown in Section 4. Section 5 summarizes
this work and suggests future research directions.

2 Literature review

Parallel machine scheduling problems under deterministic environments have
been widely investigated ([7], [11], [20], [8]). This work focuses on a parallel
machine scheduling problem with skill training, skill coefficient, and stochastic
skill requirements. Thus only the most related literature considering scheduling
with workforce is reviewed in the following.

An unrealated parallel machine scheduling problem with limited human re-
sources is investigated in [2], where workers handle the setup activities between
two consecutive jobs. The authors study the effect of reducing the human re-
source capacity on scheduling of parts in cells. [16] consider a parallel machine
scheduling problem in precision engineering industry, where multi-skill work-
ers are considered. The problem is to determine the worker-to-workshift and
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worker-to-machine assignments, to minimize the total salary payment and the
overtime payment. They propose a mixed-integer programming formulation and
design a two-stage heuristic algorithm. [4] investigate an identical parallel ma-
chine scheduling problem to assign workers to machines, where job processing
times depend on the number of workers assigned to a machine. They propose a
genetic algorithm to minimize the total tardiness. Based on that, [3] study the
minimization of the total flow time and design a genetic algorithm. [5] investi-
gate an unrelated parallel machine scheduling problem with sequence-dependent
setup times, in which workers handle the setup activities and worker number is
limited, to minimize the makspan. The specific skill level possessed by each
worker affects setup times. They design a permutation encoding-based genetic
algorithm for the problem.

In sum, to our best knowledge, there is no literature investigating the parallel
machine problem with stochastic skill requirements, in which the worker skill
training plan should be determined.

3 Problem description and formulation

In this section, the considered problem is first described in detail, and then basic
notations and a two-stage stochastic programming formulation are proposed.

3.1 Problem description

This paper investigates a parallel machine problem with stochastic skill require-
ments. The considered problem consists of a set N of jobs to be processed by a
set M of machines and handled by a set R of workers, and the skills required by
jobs are collected in set L. The problem follows the basic assumptions:

(1) Each job j ∈ N should be assigned to exactly one machine k ∈ M for
processing.

(2) One machine can process at most one job at a time unit.
(3) The set of skills capable to handle job j ∈ N is denoted by Qj , which

is stochastic. We use a set Ω of scenarios (i.e., samples) to describe the
stochastic skill requirements, and we have Qj(ω) under scenario ω ∈ Ω.
That is, a worker with any one skill l ∈ Qj can be assigned to handle job j.

(4) If a worker with skill l ∈ Qj handles job j, the actual processing time of job
j is δjlpj , where δjl is the skill coefficient and pj is the standard processing
time of job j.

(5) The cost for training worker r ∈ R to possesses skill l ∈ L is denoted by crl.
The due date dj of job j ∈ N is predetermined by the customer, and the
unit-time penalty cost of jobs’ tardiness is denoted by cPj .

The problem consists of a two-stage decision-making process: (i) the first
stage determines the workers’ skill training plan and the number of opened
machines, before the realization of skill requirements, and (ii) for a given scenario
ω ∈ Ω, the second stage schedules jobs on each machine and assigns workers to
jobs, under realized Qj(ω). The objective is to minimize the total cost, including
the workers’ skill training cost and the expected penalty cost for jobs’ tardiness.
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3.2 Two-stage stochastic programming formulation

In this subsection, input parameters and decision variables are presented, and a
two-stage stochastic programming formulation is proposed.

Input parameters:

- N : Set of jobs indexed by i, j, there is a dummy job 0 serving as the pre-
decessor of the first job and the successor of the last job processed on a
machine;

- M : Set of machines indexed by k;
- R: Set of workers indexed by r;
- L: Set of skills indexed by l;
- Ω: Set of scenarios indexed by ω ∈ Ω;
- pj : Processing time of job j;
- δjl: Skill coefficient if job j is handled by a worker with skill l ∈ L;
- Qj(ω): Set of skills capable to process job j under scenario ω ∈ Ω;
- cTrl: Cost for training worker r ∈ R to process skill l ∈ L;
- cMk : Cost for opening machine k ∈M ;
- cPj : Penalty cost for jobs’ tardiness;
- M: A large enough number.

Decision variables:

- ηrl: Binary variable, equal to 1 if worker r ∈ R is trained to process skill
l ∈ L, and 0 otherwise;

- xkij(ω): Binary variable, equal to 1 if job i is processed immediately before
job j on machine k under scenario ω ∈ Ω, and 0 otherwise;

- yk: Binary variable, equal to 1 if machine k is opened, and 0 otherwise;
- zrj(ω): Binary variable, equal to 1 if worker r ∈ R is assigned to process job
j ∈ N under scenario ω ∈ Ω, and 0 otherwise;

- Sj(ω): Nonnegative variable, denoting the starting time of job j ∈ N under
scenario ω ∈ Ω;

- tj(ω): Nonnegative variable, denoting the tardiness of job j ∈ N under
scenario ω ∈ Ω.

- νrjl(ω): Binary variable, used to linearize ηrlzrj(ω), and equal to 1 if worker
r ∈ R is trained to process skill l ∈ L and handle job j ∈ N , and 0 otherwise.

min f =
∑
r∈R

∑
l∈L

crlηrl +
∑
k∈M

ykc
M
k +

1

|Ω|
∑
ω∈Ω

∑
j∈N

cPj tj(ω) (1)

s.t.
∑
l∈L

ηrl = 1, ∀r ∈ R (2)∑
j∈N

xk0j(ω) ≤ yk, ∀k ∈M,ω ∈ Ω (3)

∑
k∈M

∑
i∈N∪{0}

xkij(ω) = 1, ∀j ∈ N (4)

∑
i∈N∪{0},i6=j

xkij(ω)−
∑

i∈N∪{0},i6=j

xkij(ω) = 0, ∀j ∈ N, k ∈M,ω ∈ Ω (5)
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zrj(ω) ≤
∑

l∈Qj(ω)

ηrl, ∀r ∈ R, j ∈ N,ω ∈ Ω (6)

∑
r∈R

zrj(ω) = 1, ∀j ∈ N,ω ∈ Ω (7)∑
j∈N

zrj(ω) ≤ 1, ∀r ∈ R,ω ∈ Ω (8)

νrjl(ω) ≤ zrj(ω), ∀r ∈ R, j ∈ N, l ∈ L, ω ∈ Ω (9)

νrjl(ω) ≤ ηrl, ∀r ∈ R, j ∈ N, l ∈ L, ω ∈ Ω (10)

νrjl(ω) ≥ 1−M(2− ηrl − zrj(ω)), ∀r ∈ R, j ∈ N, l ∈ L, ω ∈ Ω (11)

Sj(ω) ≥ Si(ω) +
∑
r∈R

∑
l∈L

piδilνril(ω)−M(1−
∑
k∈M

xkij(ω)),

∀i, j ∈ N, i 6= j, ω ∈ Ω (12)

Sj(ω) +
∑
r∈R

∑
l∈L

pjδjlνrjl(ω)− tj(ω) ≤ dj , ∀j ∈ N,ω ∈ Ω (13)

ηrl, x
k
ij(ω), zrj(ω) ∈ {0, 1}, ∀i, j ∈ N, i 6= j, r ∈ R, l ∈ L, ω ∈ Ω (14)

Sj(ω), tj(ω) ≥ 0, ∀j ∈ N,ω ∈ Ω (15)

The objective function is to minimize the expectation of the system cost,
including the first-stage skill training cost (i.e., sumr∈R

∑
l∈L crlηrl) and the

machine opening cost (i.e.,
∑
k∈M ykc

M
k ), and the expected second-stage penalty

cost of jobs’ tardiness, i.e.,
∑
ω∈Ω

∑
j∈N c

P
j tj(ω).

Constraints (2) ensure that each worker should be trained to possess exactly
one skill. Constraints (3) restrict that jobs can only be assigned to opened ma-
chines under scenario ω ∈ Ω. Constraints (4) ensure that each job is assigned
to one machine for processing under scenario ω ∈ Ω. Constraints (5) serve as
the flow conservations, i.e., the numbers of a job’s predecessor and successor on
a machine should be the same under scenario ω ∈ Ω. Constraints (6) ensure
that only workers with the required skills can be assigned to handle job j under
scenario ω ∈ Ω. Constraints (7) imply that a job should be handled by exactly
one worker under scenario ω ∈ Ω. Constraints (8) restrict that a worker can
handle at most one job under scenario ω ∈ Ω. Constraints (9)-(11) are to lin-
earize ηrlzrj(ω). Constraints (12) calculate the starting time of each job j ∈ N
under scenario ω ∈ Ω. Constraints (13) estimate the tardiness of each job j ∈ N
under scenario ω ∈ Ω. Constraints (14) and (15) provide the domains of decision
variables.

4 An illustrative example

In this section, an illustrative example is investigated, to test the applicability of
the proposed model. The input data is reported in Table 1 and Table 2, where (1)
6 jobs, 3 machines, 10 workers and 10 skills in total are involved; (2) 20 scenarios
(i.e., |Ω|) is tested; (3) Table 1 provides the input skill coefficient δjl and the
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standard processing time pj and the due date dj ; and (4) Table 2 reports the
input cost for training each worker r to possess skill l. Without loss of generality,
penalty cost cPj for jobs’ tardiness is set to be 1. Skill requirement Qj of each
job j ∈ N is a randomly selected subset of L. Via calling the CPLEX solver, the
obtained objective value is 107.32 within 98 seconds. The 10 workers are trained
to possess skills [6, 7, 4, 8, 6, 8, 5, 10, 2, 8], and all of the 3 machines are opened.

Table 1. Input data of the illustrative example

δjl

j\l 1 2 3 4 5 6 7 8 9 10 pj dj
1 1.46 1.30 1.18 1.21 1.20 1.27 1.21 0.62 1.25 1.05 9 10
2 0.99 1.46 1.26 0.53 0.82 1.30 1.26 1.00 0.75 0.64 10 11
3 1.30 1.16 1.25 0.77 1.45 0.68 0.77 1.46 1.01 0.65 2 13
4 0.64 0.53 0.89 0.54 0.53 0.99 1.18 0.84 1.20 0.76 10 13
5 0.92 1.35 1.16 0.59 0.94 0.95 1.16 1.09 1.39 1.34 7 9
6 1.42 2.44 0.67 1.33 0.88 1.15 0.66 0.72 1.46 0.75 1 13

Table 2. Input cost crl for training workers of the illustrative example

worker (r)\ skill (l) 1 2 3 4 5 6 7 8 9 10
1 18 16 15 13 12 10 12 13 19 12
2 12 16 18 15 20 18 12 15 20 14
3 20 20 20 11 11 18 11 14 15 11
4 13 13 11 16 19 19 11 10 15 11
5 12 18 16 12 15 10 19 12 13 20
6 12 18 15 17 20 14 16 11 19 20
7 16 14 10 17 10 12 16 12 14 16
8 15 16 13 18 14 18 11 12 11 20
9 13 10 11 14 11 14 19 14 18 12
10 19 10 18 10 20 20 16 10 14 13

5 Conclusion

This paper investigates a two-stage stochastic parallel machine scheduling prob-
lem: (1) the first stage determines the worker skill training plan and the opened
machines, under unknown skill requirements, and (2) the second stage schedules
the jobs on each machine and assigns workers to jobs. A two-stage stochastic pro-
gramming formulation is proposed for the problem, and an illustrated example
is investigated to show the applicability of the formulation.

Further research is still needed: (i) developing algorithms that can solve the
problem more efficiently; (ii) investigating robust optimization of the problem,
from the risk-averse perspective; (iii) considering situations where the probability
of not meeting the skill requirements is restricted.
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