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Abstract. Parallel machine scheduling problem in multitasking envi-
ronment plays an important role in modern manufacturing industry. Mul-
titasking is a special scheduling method, in which each waiting job inter-
rupts the primary job, causing an interruption time and a switching time.
The existing literatures discuss the problem of multitasking scheduling,
however, few studies consider credit risk into such a realm of scheduling
models. In this work, we combine customer credit risk into a multitask-
ing scheduling problem. Besides, due to the existence of credit risk and
the constraint of deadline of each accepted job, we also consider the job
rejection into this problem. To hedge against the worst-case performance
(total profit in the worst-case), we then propose a robust stochastic math-
ematical model with the objective of minimising the maximum difference
between total job rejection cost and total revenue. As commercial solvers
cannot directly solve this robust stochastic programming model, a sample
average approximation model is proposed to further solve this problem.
Numerical experiments are conducted to demonstrate the effectiveness
of the proposed sample average approximation approach.
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1 Introduction

In the industry 4.0 environment, scheduling should deal with an intelligent man-
ufacturing system supported by new and emerging manufacturing technologies,
such as mass customization (Zhang et al. 2019). Hence, customer credit risk (or
payment probability) is becoming a main challenge faced by modern manufac-
turing industry (Liu et al. 2020).

Parallel machine scheduling is a classical subject of study and common prob-
lem in practice (Wu and Che 2019). As a special parallel scheduling mode, mul-
titasking allows the machine to perform multiple tasks (Liu et al. 2017). In
multitasking settings, each waiting job interrupts the primary job, causing an
interruption time and a switching time. In fact, parallel machine scheduling in
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multitasking environment is a very common phenomenon such as chemical man-
ufacturing, food processing, and oil refining (Gaglioppa et al. 2008). Despite this,
few studies investigate the impact of customer credit risk on parallel machine
scheduling under multitasking environment.

Motivated by scheduling practices, we investigate a multitasking scheduling
problem considering customer credit risk. Due to the existence of credit risk
and the limitation of deadline of each accepted job, the option of job rejection
is a very practical and realistic feature (Mor et al. 2020). Hence, we make a
reasonable assumption in this work that any job can be rejected. For solving
this problem, we first establish a robust stochastic mathematical model to hedge
against the worst-case performance (i.e., total profit in the worst-case), and then
propose a sample average approximation (SAA) approach to solve this problem.

1.1 Literature Review

As parallel machine scheduling in multitasking environment is a very common
phenomenon in manufacturing industry, the research on multitasking scheduling
problem has attracted wide attention of scholars.

Gaglioppa et al. (2008) consider the planning and scheduling of production
in a multitask batch manufacturing process which is typical industries. In their
problem, they allow instances in which multiple sequences of tasks may be used
to produce end products. For solving this problem, they first establish a mixed-
integer linear program, and then propose a new family of efficient inequalities to
reduce the solution time. Liu et al. (2019) investigate a multitasking scheduling
problem on parallel machines with uncertain processing times. The objective of
their problem is to minimize the weighted sum of the earliness and tardiness.
They then propose a two-stage stochastic programming formulation based on
scenarios to solving this problem. Zhu et al. (2016) study multitasking schedul-
ing problems with a rate-modifying activity. In the problems, the processing of
a selected task suffers from interruptions by other tasks that are available but
unfinished, and the human operators regularly engage rest breaks during work
shifts allowing them to recover or mitigate some of the negative effects of fa-
tigue. Hall et al. (2015) develop optimal algorithms for some fundamental and
practical single machine scheduling problems with multitasking. Ji et al. (2018)
consider the problem of parallel-machine scheduling with machine-dependent
slack (SLK) due-window assignment in the multitasking environment. The ob-
jectives of their studied problem is to minimise the total cost that comprises the
earliness, tardiness, and due-window-related costs. Xiong et al. (2019) consider
the multitasking scheduling problem on unrelated parallel machines to minimize
the total weighted completion time. For solving this problem, they propose an
exact branch and price algorithm. Li et al. (2020) present four fuzzy optimization
models for scheduling multiple heterogeneous complex tasks with distributed re-
sources/services in consideration of multiple criteria with fuzzy uncertainty in
service-oriented manufacturing environment. For solving those models, they then
develop corresponding heuristic algorithms in their study.
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In sum, we know that few studies consider external factors, such as the im-
pact of credit risk on multitasking scheduling problem. Liu et al. (2020) study
a stochastic flowshop scheduling problem with the objective of maximizing the
profit level. They show that credit risk has an important impact on the schedul-
ing decision of enterprises. Inspired by Liu et al. (2020), we consider credit risk
into parallel machine scheduling under multitasking environment. The main con-
tributions of this work include: (1) Credit risk is considered in the multitasking
scheduling problem, which makes this research more in line with the practical
production; (2) A robust stochastic optimization model is established to study
this problem; (3) A SAA method is proposed to further solve this problem.

The remainder of this paper is organized as follows. Section 2 describes the
considered problem and establishes a robust mathematical model for the this
problem. Section 3 proposes a SAA model for ease of adopting commercial solvers
to solve this problem. Finally, Section 4 conducts numerical experiments to eval-
uate the performance of the proposed model.

2 Problem statement

Suppose that there are |J | jobs to be processed on |M| parallel machines, and
the release time of all jobs are 0. Due to the constraint of the deadline of each
job, we make a reasonable assumption, that is, any job can be rejected.

For describing the details of multitasking scheduling process, we assume that
only one machine is available. We use Ji to represent the job set that will be
processed on the machine i. In Ji, any job scheduled for processing at any time
is called a primary job, while all the other unsatisfied (or unfinished) jobs at
that time are referred to as waiting jobs (Hall et al. 2015). Beside, in Ji, any
primary job must be interrupted by all the waiting jobs during its processing.
Figure 1 describes a multitasking environment in which two accepted jobs are
processed on a machine. Since any accepted job have to be completed, each job
is selected as a primary job exactly once, and a primary job is always completed
before other waiting jobs.

Primary job Waiting job

The handling time of 

primary job

Switching time and  

interruption time

The remaining time of 

waiting job

Fig. 1. Illustration of multitasking processing
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Due to the uncertainty of credit risk, the total profit usually cannot be evalu-
ated deterministicly by decision makers. To address this problem, we investigate
a robust multitasking scheduling problem considering uncertain customer credit
risk. The objective is to minimise the maximum difference between total penalty
cost, i.e., job rejection cost and total revenue.

2.1 Mathematical model

Below we first present basic parameters and decision variables, and then establish
a robust stochastic programming model.

Input parameters:

M : set of machines, indexed by i, and M = {1, 2, . . . , |M|};
J : set of jobs, indexed by j, and J = {1, 2, . . . , |J |};
W : set of positions, indexed by w, and W = {1, 2, . . . , |W|};
Ω : set of all random events indexed by ω.

ξj(ω) : stochastic payment probability of job j under event ω ∈ Ω;
pj : the processing time of job j;
πj : revenue for processing job j;
ej : penalty cost for rejecting job j;
η : the parameter given in the switching time function f(|Sj |) = η ∗|Sj |, where
|Sj | denotes the number of waiting jobs processed on the same machine as
the job j when processing job j;

νj : the parameter given in the interruption time function gj(p
′

j) = νj ∗ p
′

j ,

where p
′

j is the remaining time of job j, gj(p
′

j) is the interruption time;
dj : deadline of job j;
M : a sufficiently large positive integer.

Decision Variables

xwij(ω) : a binary variable equal to 1 if job j is processed by machine i at position
w under event ω ∈ Ω, 0 otherwise;

λi(ω) : the number of jobs that are processed on machine i under event ω ∈ Ω;
p̃j(ω) : the handling time of job j under event ω ∈ Ω;
yj(ω) : a binary variable equal to 1 if job j is accepted under event ω ∈ Ω, 0

otherwise;
ljj′ (ω) : a binary variable equal to 1 if the position assigned to job j ahead of that

assigned to job j
′

on the same machine under event ω ∈ Ω, 0 otherwise;
hwij(ω) : the remaining time of job j on machine i at position w under event ω ∈ Ω,

where hwij(ω) = (1− νj)w−1 ∗ pj ;
θj(ω) : the interruption time of all the waiting jobs for processing job j under event

ω ∈ Ω;
sj(ω) : the start processing time of job j under event ω ∈ Ω;
cj(ω) : the completion time of job j under event ω ∈ Ω.
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Robust stochastic programming formulation [P1]:

min max
{∑

j∈J (1− yj(ω)) ∗ ej −
∑

j∈J yj(ω) ∗ ξj(ω) ∗ πj

}
(1)

subject to∑
i∈M

∑
w∈W

xwij(ω) = yj(ω), j ∈ J , ω ∈ Ω (2)

∑
j∈J

xwij(ω) ≤ 1, i ∈M, w ∈ W, ω ∈ Ω (3)

∑
j∈J

xwij(ω) ≥
∑
j∈J

xw
′

ij (ω), i ∈M, w, w
′
∈ W, w < w

′
, ω ∈ Ω (4)

hw
ij(ω) ≥ (1− νj)w−1 ∗ pj −M ∗ (1− xwij(ω)), i ∈M, j ∈ J , w ∈ W, ω ∈ Ω (5)

λi(ω) =
∑
j∈J

∑
w∈W

xwij(ω), i ∈M, ω ∈ Ω (6)

θj(ω) ≥
∑
j
′∈J

|W|∑
w

′
=w+1

νj ∗ (1− νj)w−1 ∗ pj ∗ xw
′

ij −M ∗ (1− xwij(ω)),

i ∈M, j ∈ J , w ∈ {W}\|W|, ω ∈ Ω (7)

p̃j(ω) = hw
ij(ω) + η ∗ (λi(ω)− w) + θj(ω), i ∈M, j ∈ J , w ∈ W, ω ∈ Ω (8)

ljj′ (ω) ≥ 1−M ∗ (2− xw
′

ij (ω)− xw
ij

′ (ω)),

i ∈M, j, j
′
∈ J , w, w

′
∈ W, w > w

′
, ω ∈ Ω (9)

s
′
j(ω) ≥ cj(ω)−M ∗ (1− ljj′ (ω)), j, j

′
∈ J , j 6= j

′
, ω ∈ Ω (10)

cj(ω) = sj(ω) + p̃j , i ∈M, j ∈ J , ω ∈ Ω (11)

cj(ω) ≤ dj , j ∈ J , ω ∈ Ω (12)

xwij(ω), yj(ω), ljj′ (ω) ∈ {0, 1}, i ∈M, j ∈ J , w ∈ W, ω ∈ Ω (13)

sj(ω), cj(ω), λi(ω), θj(ω), p̃j(ω), hw
ij(ω) ≥ 0, i ∈M, j ∈ J , w ∈ W, ω ∈ Ω (14)

Formula (1) is the objective function, which is used to minimise the maximum
difference between total penalty cost and total revenue. Constraint (2) denotes
that the accepted job must be processed under event ω ∈ Ω. Constraint (3)
implies that no more than one job can be processed at a certain position of
a machine under event ω ∈ Ω. Constraint (4) guarantees that the position of
machine i ∈ M is continuous when processing the jobs under event ω ∈ Ω.
Constraint (5) calculates the remaining processing time of job j ∈ J on machine
i ∈ M under event ω ∈ Ω, where (1 − νj)

w−1 represents the w − 1 power
of νj . Constraint (6) calculates the number of jobs assigned to machine i ∈
M under event ω ∈ Ω. Constraint (7) calculates the interruption time of all
the waiting jobs for processing job j ∈ J under event ω ∈ Ω. Constraint (8)
calculates the handling time of job j ∈ J on machine i ∈M under event ω ∈ Ω,
which includes three parts: its remaining processing time, the switching and
the interruption time of all the waiting jobs. Constraints (9)-(11) calculate the
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start processing time and completion time of job j ∈ J under event ω ∈ Ω,
respectively. Constraint (12) guarantees that the completion time of job j ∈ J
is less than its deadline under event ω ∈ Ω. Constrains (13)-(14) limit the ranges
of the variables.

3 SAA approach

Sample average approximation (SAA) has widely used to deal with stochastic
optimization problem (e.g., Li and Zhang, 2018). The main idea of this approach
is to adopt deterministic optimization techniques with Monte Carlo simulation
(Zheng et al. 2018).

In this section, we assume that the random vector ξj(j ∈ J ) has finite
support, i.e. Ω contains a finite number of random events, and ω = 1, 2, · · · , |Ω|
index its possible realisations. [P1] can be approximately transformed into [P2].

[P2] : min θ (15)

subject to

(2)− (14)∑
j∈J

(1− yj(ω)) ∗ ej −
∑
j∈J

yj(ω) ∗ ξj(ω) ∗ πj ≤ θ, ω ∈ Ω (16)

Constraint (16) implies that the maximum difference between total job rejection
cost and total revenue under event ω ∈ Ω cannot be larger than θ.

4 Numerical experiments

For demonstrating the effectivess of the proposed SAA approach, we carry out
numerical experiments via Matlab R2017a. All numerical experiments are con-
ducted on a PC with AMD Ryzen 7 4800U with Radeon Graphics 1.80 GHz.

4.1 Experiment setup

In this work, we test two probability distribution of ξj (j ∈ J ), i.e., uniform
and normal distributions. For normal distributions, according to Ng (2015), the
variance (σ2) of ξj is set as σ2 = 0.005 ∗ µ2, where µ is the estimates of mean
of ξj . In order to compare the results of the two distributions, we set the mean
value of the normal distribution to 0.5, which is the same as that of the uniform
distribution. For each probability distribution, the instances to be tested and
the values or ranges of generated other parameters are shown in Table 1.
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Table 1. Parameter settings

Instance pj dj ej η νj πj

(|M| = 2; |J | = 5; |Ω| = 3) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 2; |J | = 7; |Ω| = 3) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]
(|M| = 3; |J | = 5; |Ω| = 3) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 3; |J | = 7; |Ω| = 3) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]
(|M| = 2; |J | = 5; |Ω| = 5) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 2; |J | = 7; |Ω| = 5) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]
(|M| = 3; |J | = 5; |Ω| = 5) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 3; |J | = 7; |Ω| = 5) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]
(|M| = 2; |J | = 5; |Ω| = 8) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 2; |J | = 7; |Ω| = 8) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]
(|M| = 3; |J | = 5; |Ω| = 8) [5,10] [20, 30] [1, 3] 0.5 [0.1, 0.3] [5,10]
(|M| = 3; |J | = 7; |Ω| = 8) [5,10] [30, 50] [3, 5] 1 [0.3, 0.5] [8,10]

4.2 Experimental results

Experimental results of SAA approach under the two distributions are shown in
Table 2.

Table 2 summarizes that the average objective value of SAA under uniform
distribution is -16.5, which about 29.8% larger than that under normal distribu-
tion (-23.5). It can also be observed that the increase of the number of scenarios
and instance size may lead to the increase of computation time. Decision makers
can first determine the distribution of stochastic payment probability of each job
according to historical data, and then use the proposed robust stochastic pro-
gramming model and SAA approach to make a scheduling plan to hedge against
the worst-case performance.

In the future research, we will explore several rule-based heuristics, and then
compare them with existing algorithms through numerical experiments. Besides,
multitasking environment with unrelated machines can also be considered to
further study the considered problem.
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