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Abstract. The Predictive Maintenance (PdM) as a tool for detection future fail-
ures in manufacturing has recognized as innovative and effective method. Dif-
ferent approaches for PdM have been developed in order to compromise availa-
bility of data and demanding needs for predictions. In this paper the Survival 
Analysis (SA) method was used for the probability estimation for the machine 
failure. The paper presents the use of the two most popular SA models Kaplan-
Meier non-parametric and Cox proportional hazard models. The first model was 
used to estimate the probability of machine to survive certain amount of cycles 
time. The Cox proportional model was used to find out the most significant co-
variates in the observed data set. The analysis shown that use of SA in the PdM 
is a challenging task and can be used as additional tool for failure analysis. How-
ever, due to its foundation there are several limitations in the application of SA 
which in most cases are the availability of the right information in the data set.  

Keywords: Survival Analysis, Predictive Maintenance, Machine Learning. 

1 Introduction 

Maintenance plays a vital role in a manufacturing and it can be defined as the set of 
activities in order to preserve the system in the functional state. The maintenance can 
be classified in different ways depending how it can be performed on the manufacturing 
system. Only small number of maintenance types can be performed without interrupt-
ing the manufacturing process. However, in most of cases the maintenance must be 
done only if the production process is shut down. When the maintenance requires pro-
duction stopping it may lead for tension between the production and the maintenance 
departments in a way that the production needs quality and reliable maintenance with-
out production interruption, or at least with minimum stopping time [1]. The worse case 
scenario may happen when the production stops due to the component failure. Such 
case should never happen in the production with well-planned and organized mainte-
nance. Be able to create a perfect maintenance plan can cost more than planned by 
budget. It is obvious that good maintenance planning can offer nearly a perfect produc-
tion with minimal production interruption. How to achieve such a maintenance plan 
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depend on adopted strategies and methods for a maintenance time calculation and pre-
diction. 

Instead of relying on planned maintenance entirely, the ability to predict possible 
failures in the manufacturing process has become largely popular in the last decades. 
By knowing the possible failure of the specific component before it occurs leads to 
multiple benefits in the production such as reduce maintenance costs, improve produc-
tion quality and increase the productivity. Recent advancements in Artificial Intelli-
gence (AI) and Machine Learning (ML) improved the maintenance process primarily 
in the ability to detect and predict errors before failure occurs. Such kind of maintenance 
is called Predictive Maintenance (PdM) and it requires the equipment to provide data 
from sensors monitoring the equipment as well as other operational data. Simply speak-
ing, it is a technique to determine (predict) the failure of the machine component in the 
near future so that the component can be replaced based on the maintenance plan before 
it fails and stops the production process [2]. Different types of maintenance with ability 
to improve the production process are presented on Fig 1. 

 

 

Fig. 1. Different type of maintenance 

The PdM uses data collected from various sensors installed on the machines. The sen-
sors are built into the Internet of Things (IoT) devices that send data in the cloud. Once 
the data are in the Cloud, different cloud solutions can use the data for processing and 
analysis. PdM can be implemented in the cloud solution as a part of Industry 4.0. 
Through the literature many different Cloud based PdM solutions have been imple-
mented and published [3, 4, 5, 6]. 
      
1.1 PdM and SA Literature Overview 

Without doubt, the PdM plays major role in the Industry 4.0. The Industry 4.0 key 
components Big Data, AI, ML, Could Computing and IoT are used in the PdM to pre-
dict the machine failure and related maintenance parameters. By using IoT and Could 
computing PdM reaches its full potential.  
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Combination of Big Data ecosystem orchestrated through the IoT for various PdM 
approaches in industrial IoT-based smart manufacturing can be found literature. In most 
case the IoT provide the data in real-time while the big data eco system provides the 
predictive analytics algorithms in order to dynamically manage preventive maintenance 
and failures. Beside predictive algorithms the ecosystem include numerous technolo-
gies including big data ingestion, integration, transformation, storage, analytics, and 
visualization in a real-time environment using various technologies such as the Data 
Lake, NoSQL database, Apache Spark, Apache Drill, Apache Hive, OPC Collector, 
and other techniques [6-10]. 

PdM based on Survival Analysis (SA) can be implemented on different level. In 
most case PdM based SA is used for the calculation of various survival curves and then 
incorporated into ML models. Survival curves are used in order to calculate the proba-
bility of defects derived from the Cox proportional-hazards model. Although in most 
cases SA is used in medical research of various diseases such as Alzheimer's, cancer, 
leukemia and similar [11-13], it is possible to find examples of successful application 
in production and related areas [14-16].  

There are few examples where PdM based SA is used in Cloud based Solutions using 
AI, ML, Biga Data, IoT and other Industry 4.0 based technologies [15-18]. This paper 
presents an approach of using PdM based SA in the cloud-based solution. 

2 Survival Analysis  

Survival Analysis SA is a popular data analysis method first appeared in bio science 
and medicine science, and later spread to other scientific fields. SA tries to estimate the 
time to event data. The time to event 𝑇 can be anything related to maintenance such as: 
duration of proper operation of the machine, frequency of the machine failure, or dura-
tion of the last maintenance etc. It is always positive function. In context of science the 
survival means probability [19]. In SA the survival function 𝑆 is defined as function of 
time 𝑆(𝑡). Generally, the survival function 𝑆(𝑡) is defined as the probability for survival 
after time 𝑡 of the random variable 𝑇 : 

 𝑆(𝑡) = Pr(𝑇 > 𝑡) (1) 

Obviously, 𝑆(0) = 1, which indicate the survival function is related to the lifetime dis-
tribution function. In SA the cumulative distribution function 𝐹 represents the proba-
bility that the event variable occurs earlier than 𝑡.  

 𝐹(𝑡) = 1 − S(𝑡) 
 (2) 

The first derivative of cumulative density function defines the death density function 
(DDF) and can be expressed as:  

 𝑓(𝑡) =
୊(୶)

ୢ୲
 (3) 
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Hazard density function ℎ(𝑡) represents the probability the event to be occurred in the 
next instant, given survival time 𝑡: 

 ℎ(𝑡) =
௙(௙)

ௌ(௧)
 = −𝑑 

[୪୬(ௌ)]

ௗ௧
  (4) 

3 Case Study 

The Case Study of the paper is conducted from the NASA Turbofan Engine Degrada-
tion Simulation Data Set. A number of aircraft engines were monitored throughout us-
age history. Each engine was employed under different flight conditions while the 21 
sensors recorded various states of the engine. Depending on the recorded sensor values 
the amount and rate of damage accumulation for each engine can be obtained. Data 
generation and specific meaning of the sensors are described in the literature [20].  

The data was generated in the machine learning ready data sets, consisting of four 
different sets. Each set was generated by different operating conditions, fault mode and 
train/test size. In this paper the first data set FD001 was used which consisted of 100 
different engines, one operating condition and one fault mode. 

The data set used in the paper consisted of the following columns (covariates) sepa-
rated by space: 

- Engine identification number, 
- The number of cycles which can be related to time, 
- Three operational settings and  
- 21 sensor readings. 

There are two sets of FD001: the training and testing sets. For the privacy purpose the 
data sets are obfuscated of the column description except the engine id and the time 
which is represented as the number of cycles.   

3.1 Data preparation for SA 

In order to perform survival analysis on the presented data set the time to event and the 
indicator for censoring occurrence variables have to be defined. From the data set de-
scription file the train data set collect the information which monitored each engine till 
the failure time. This means that the training data set contains failure information for 
each engine, and it is the maximum cycle. However, the test set do not contain such 
information since the monitor history of engine usage is not completed. However, the 
third file of the data set contains such information and it is used for model test evalua-
tion. The test set along the RUL file are used in the perdition scenario for other machine 
learning methods such that used in the literature [2].  

As mentioned, the data set was generated so that each machine failed at certain cycle 
number thus the censored information is not provided. In order to provide the censored 
information, the data set is modified so that the maximum time cycle is defined before 
the engine is failed. The scenario used in the paper is defined so that the survival anal-
ysis analyzed the engines till certain number of cycles 𝑆. In such case the data set is 
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cutoff so that the engines which have failure time greater that S are censored. The sev-
eral variants of S value are used in order to get the best possible model.     

3.2 Kaplan-Meier non-parametric model 

The Kaplan – Meier survival model [1] represent a non-parametric model that estimates 
the survival function from the lifetime data set. The model defines the survival function 
𝑆(𝑡) which represent the probability that life is longer than time 𝑡. In our case the model 
estimates the probability that failure will not appear before 220 cycles: 

 

 𝑆መ(𝑡) = ∏ ቀ1 −
ௗ೔

௡೔
ቁ ,௜,௧೔ஸ௧ୀଶଶ଴  (5) 

where, 
-  𝑡௜ is a time at least one event happened, 
- 𝑛௜  the number of engines survived up to time 𝑡௜. 

 
The following image shows the Kaplan-Meier probability function plot for the 100 

engines for the maximum of 220-time cycles. 
 

 
Fig. 2. Kaplan-Meier probability function plot 
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As can be seen all 100 engines have 100% probability of survival the first 128 cycles. 
Since the maximum cycle 𝑆 =  220, one can see there is a 28% of probability that the 
engine will survive 220 cycles. The image also shows the confidence interval of the 
95%. 

3.3  Cox proportional-hazards model 

The Cox proportional-hazards model [1] represents the regression model used for 
investigating the association between the survival time of the engine and predictor var-
iables. In this paper the Cox proportional model was used in order to provided influence 
of several covariates (predictors) at rate of particular event. The model can be expressed 
based on the hazard function (4): 

 ℎ(𝑡) = ℎ଴(𝑡) ∙ 𝑒𝑥𝑝(𝑏ଵ𝑥ଵ + 𝑏ଶ𝑥ଶ + ⋯ + 𝑏௞𝑥௞),  (6) 

where: 
- ℎ(𝑡)  - hazard function estimated by the set of 𝑘 covariates (𝑥ଵ, 𝑥ଶ, … , 𝑥௞), 
- 𝑏ଵ, 𝑏ଶ, … , 𝑏௞- regressors for measuring the influence of the covariates, 
- ℎ଴(𝑡)- baseline hazard which is related to the value of the hazard if all the 𝑥௜  

are equal to zero. 
The Cox regression tests results shows several important indicators which defines the 
influence between the covariate and the hazard rates. The first indicator is statistical 
significance which defines the influence between each covariate on the hazard rate.  
From the data set there are more than 20 covariates potentially be included in the Cox 
model. However only few have influence in the model. The following tables shows 
covariates which have significant influence in the model: 

Table 1. Statistical significance of the regressors of the the Cox proportional regression model. 

Covariates coef exp(coef) se(coef) z Pr(>|z|) significance 

Sensor4 8.986e-02 1.094e+00 2.711e-02 3.314 0.000919 *** 

Sensor7 -8.306e-01 4.358e-01 2.631e-01 -3.157 0.001592 ** 

Sensor15 2.673e+01 4.041e+11 6.812e+00 3.923 8.74e-05 *** 

Table 2. Statistical significance of the Cox proportional hazards ratios. 

Cov. exp(coef) exp(-coef) Low.0.95 upp.0.95  Concordance=0.773(se=0.03) 

Sensor4 1.094e+00 9.141e-01 1.037e+00 1.154e+00 l.h.r.t=91.27,3df, p=<2e-16 

Sensor7 4.358e-01 2.295e+00 2.602e-01 7.298e-01 W.test=44.61, 3 df, p=1e-09 

Sensor15 4.041e+11 2.474e-12 6.430e+05 2.540e+17 S.test=56.62,df,p=3e-12 

 
From the statistical significance (Table 2) one can see that the model is significant since 
all three 𝑝-values of the tests (likelihood, Wald and score) are far lower than 0.05. The 
tests also proved that regressors are significant. 

From the Table 1 the 𝑝-value for Sensor4 is 0.000919, with hazard ration 𝐻𝑅 =
𝑒𝑥𝑝(𝑐𝑜𝑒𝑓) = 1.094 (Table 2) indicating the strong influence between the Sensor4 



7 

values and increased risk of failure. The similar statement can be defined for the Sen-
sor15. The negative value of the Sensor7 indicates that the hazard ratio has strong in-
fluence between Sensor 7 and decreased risk of failure. 

Comparison of the results with the results in the literature is hard to achieve due to 
the use of different data sets, tasks approaches and methods. Only qualitative analysis 
with limited comparison attributes can be established by several results in the litera-
ture[2, 21].  However, the comparison analysis should be our further step in the future 
research of this subject. 

4 Conclusions, Limitations and Outlook 

In this paper survival analysis method was applied for the predictive maintenance in 
order to estimate the probability of survival of 100 engines of the turbofan engine deg-
radation data set. The application was caried out for the group of engines which were 
monitored throughout usage history. The engines were monitored by the 21 sensors and 
3 different settings. During the time the amount of accumulated damage was estimated 
in form of number of cycles.  In order to use such data set, the data transformation was 
performed in order to create SA compatible data set. The two most popular SA models 
Kaplan-Meier and Cox proportional models were created and tested. By using the first 
model we estimated the probability for the survival of each engine before certain 
amount of cycles has been reached. By using Cox proportional hazard model the influ-
ence of different sensor readings on hazard rates was estimated. General conclusion of 
the paper can be that the SA application in the PdM can be challenging task mostly 
because of leak of suitable data sets. SA for PdM can be used as additional tool for 
other classic PdM methods like Deep learning, Random Forest etc.  
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