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Abstract. We consider a single machine scheduling problem in which
the scheduler decides optimal due dates for different jobs under a group
technology environment, in which the jobs are classified into groups in
advance due to their production similarities, and jobs in the same group
are required to be processed consecutively to achieve efficiency of high-
volume production. The goal is to determine an optimal job schedule
together with a due date assignment strategy to minimize an objective
function that includes earliness, tardiness, due date assignment and flow
time costs. The due date assignment is without restriction, that is, it is
allowed to assign different due dates to jobs within one group. We present
structural results that fully characterize the optimal schedule, and give
an optimal O(n logn) time algorithm for this problem.

Keywords: Single machine scheduling · Due date assignment · Group
technology

1 Introduction

Consider a multinational company exports products to overseas destinations.
The products are often adapted to local regulations, require labeling in different
languages, or are even modified to meet different electricity and other infrastruc-
ture standards. In order to meet different demands, improve the efficiency and
reduce costs, the company join orders coming from the same area of the world to
be processed together. These orders can be considered as a group of jobs where
each job can be assigned a different due date, which is often determined during
sales negotiations with the customers. Each job completed ahead of its due date
has to be stored and thus an inventory (earliness) cost is incurred, and each job
that is not completed by its due date incurs a tardiness cost.

The above scenario forms the due date assignment problem in a group tech-
nology (GT) scheduling environment, which has attracted much attention in
the past few decades due to the increasing interest in Just-In-Time systems,
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together with the current changing of manufacturing industries from mass pro-
duction to customized production with the coming of Industry 4.0 [1, 2]. GT is an
approach to manufacturing and engineering management that seeks to achieve
efficiency in high-volume production, by exploring similarities of different prod-
ucts in their production. After classified into groups, products (jobs) within a
group are consecutively sequenced. Many advantages have been claimed through
the wide applications of group technology, e.g., by Lv et al. [3] and Keshavarz et
al. [4]. When analyzing a group technology scheduling problem, it is commonly
assumed that a job is completed when its processing is finished, irrespective of
when the other jobs in the group may be finished.

Meeting due dates has always been one of the most important objectives in
scheduling and supply chain management. Products which complete processing
prior to their due date often incur earliness costs, which include storage costs,
insurance fees and so on. On the other hand, products completed past their due
date often incur tardiness penalties, e.g., in the form of compensation of cus-
tomers. An increasing number of studies have viewed due date assignment as
part of the scheduling process, motivated by the fact that the due date is often
determined during sales negotiations with the customer. Earlier due dates are
more attractive to customers but may incur higher tardiness cost, while setting
further due dates may result in lost sales. Hence, there is also a cost associated
with the due date assignment. Due to limited production capacity, it is often
unlikely to complete all jobs exactly on their respective due dates. Thus, it is
crucial for manufacturing systems to take into account all associated costs and
develop policies which focus on the aggregate cost.

Research in scheduling with due date assignments was initiated by Seidmann
et al. [5] and Panwalkar et al. [6]. Seidmann et al. [5] analyzed a single machine
non-preemptive scheduling problem where all jobs are available for processing
at time zero. They used a due date assignment method where each job can be
assigned a due date without any restriction, and presented an O(n log n) time
optimization algorithm to determine the set of due dates. Panwalkar et al. [6]
studied a problem where the scheduler has to assign a common due date to all
jobs, to minimize an objective function which is a combination of earliness, tar-
diness, and due date costs. They provided an O(n log n) optimization algorithm
to solve the problem. Li et al. [7] considered a single machine scheduling prob-
lem involving both the due date assignment and job scheduling under a group
technology environment, with three different due date assignment methods. The
objective is to find an optimal combination of the due date assignment strategy
and job schedule, to minimize an objective function that includes earliness, tar-
diness, due date assignment and flow time costs. Shabtay et al. [8] investigated
a due date assignment problem under a group technology environment in which
jobs within a family (group) are restricted to be assigned the same due date,
while the due dates for different families are allowed to be different. The objec-
tive is to find the job schedule and the due date for each group that minimizes an
objective function which includes earliness, tardiness and due date assignment
costs. They also extended the analysis to the case in which the job process-
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ing times are resource dependent. Shabtay [9] considered a due date assignment
problem where each job may be assigned a different due date whose value cannot
exceed a predefined threshold. Bajwa et al. [10] investigated a single machine
problem of minimizing the total number of tardy jobs in a GT environment with
individual due dates. They proposed a hybrid heuristic approach to solve the
problem. Li et al. [11] and Ji et al. [12] considered group scheduling problem on
a single machine with multiple due windows assignment.

For the third due date assignment method in [7], the unit due date, earliness,
tardiness and flow time costs are the same for jobs within one group. Though
classified into groups according to similarities in their production, jobs within
one group could be different from each other, and so these unit costs could be
different as well. Based on the research gap found, in this paper we consider the
group scheduling problem with due date assignment, in which jobs within one
group may have different unit due date, earliness, tardiness and flow time costs.
Similar to the third due date assignment method in [7], in the problem studied
it is allowed to assign different due dates to jobs within one group.

The rest of this paper is organized as follows. In Section 2, we formally de-
scribe the group scheduling problem with due date assignment studied in this
paper and present some preliminary analysis. In Section 3, structural results of
the optimal schedule are presented and an O(n log n) time optimization algo-
rithm for the problem is given. The paper is concluded in Section 4.

2 Problem Formulation

There are n independent and non-preemptive jobs that are classified into m
groups G1, G2, · · · , Gm. Each group Gi, for i = 1, 2, · · · ,m, consists of a set
{Ji1, Ji2, · · · , Jini} of ni jobs, where

∑m
i=1 ni = n. All the groups are given,

and jobs within the same group are required to be processed contiguously. A
sequence-independent machine setup time si precedes the processing of the first
job in group Gi. All jobs are simultaneously available for processing at time zero.
Each job Jij has a normal processing time pij , and jobs within one group are
allowed to be assigned different due dates. Let Cij denote the completion time
of job Jij . The earliness and tardiness of job Jij is given by Eij=max{dij −Cij ,
0} and Tij=max{Cij − dij , 0}. Clearly, Eij and Tij cannot both be positive. Let
αij , βij , γij and θij be unit due date, earliness, tardiness and flow time costs of
job Jij , respectively. All ni, si, pij , αij , βij , γij and θij are given parameters.

The objective is to determine a schedule π for the group sequence and job
sequence within each group Gi for i = 1, 2, · · · ,m, and a due date assignment
vector d(π) = (d11(π), d12(π), · · · , d1n1(π), · · · , dm1(π), · · · , dmnm(π)) specifying
the due date for each job Jij , to minimize a cost function that includes earli-
ness, tardiness, due date assignment and flow time costs, given by the following
equation:

Z(π, d(π)) =

m∑
i=1

ni∑
j=1

(αijdij + βijEij + γijTij + θijCij) .
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Table 1. Notations.

Simbol Definition

G[i] the group scheduled in the ith position of a sequence
J[i][j] the job scheduled in the jth position in group G[i]

p[i][j] the processing time of job J[i][j]
s[i] the setup time for group G[i]

d[i][j] the due date assigned to job J[i][j]
ψ[i][j] min(α[i][j], γ[i][j])

P[i] =
∑n[i]

j=1 p[i][j] the total processing time of all jobs within group G[i]

Θ[i] =
∑n[i]

j=1 θ[i][j] the sum of θ[i][j] for all jobs within group G[i]

Ψ[i] =
∑n[i]

j=1 ψ[i][j] the sum of ψ[i][j] for all jobs within group G[i]

Following Graham’s et al. [13] three-field notation and the notations used
in [7], we denote this problem by 1|GT,DIF |

∑m
i=1

∑ni

j=1(αijdij + βijEij +
γijTij + θijCij). Please refer to Table 1 for notations that will be used in this
paper.

2.1 Preliminary Analysis

The following two lemmas will be used in later analysis. They are easy to verify,
we state them without giving proofs.

Lemma 1. Fix a schedule π for the group sequence and job sequence within
every group, the optimal due date assignment vector, d∗(π), for problem

1|GT,DIF |
m∑
i=1

ni∑
j=1

(αijdij + βijEij + γijTij + θijCij)

can be determined as follows:

d∗[i][j](π) =

 C[i][j](π) if α[i][j] < γ[i][j]
0 if α[i][j] > γ[i][j]

any value in [0, C[i][j](π)] if α[i][j] = γ[i][j]

for i = 1, 2, · · · ,m, and j = 1, 2, · · · , ni.

Lemma 2. An optimal schedule does not have idle times.

Given a schedule π, let d∗(π) be an optimal due date assignment as given in
Lemma 1, and let Z[i][j](π, d

∗(π)) be the contribution to the objective function
from job J[i][j]. According to Lemma 1, we can analyze Z[i][j](π, d

∗(π)) according
to the following three cases.

Case 1. α[i][j] > γ[i][j]. According to Lemma 1, in this case we have d∗(π)[i][j] =
E[i][j] = 0 and T[i][j] = C[i][j], for i = 1, 2, · · · ,m and j = 1, 2, · · · , ni. Hence,

Z[i][j](π, d
∗(π)) = (γ[i][j] + θ[i][j])C[i][j].
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Case 2. α[i][j] < γ[i][j]. In this case, we have d∗(π)[i][j] = C[i][j] and E[i][j] =
T[i][j] = 0, for i = 1, 2, · · · ,m and j = 1, 2, · · · , ni. Hence,

Z[i][j](π, d
∗(π)) = (α[i][j] + θ[i][j])C[i][j].

Case 3. α[i][j] = γ[i][j]. Similarly, according to Lemma 1 in this case we have

Z[i][j](π, d
∗(π)) = α[i][j]d[i][j] + γ[i][j](C[i][j] − d[i][j]) + θ[i][j]C[i][j]

= (α[i][j] + θ[i][j])C[i][j].

Recall that ψ[i][j]=min(α[i][j], γ[i][j]), for i = 1, 2, · · · ,m, and j = 1, 2, · · · , ni.
Hence, for all the above three cases Z[i][j](π, d

∗(π)) can be written in a unified
way as follows:

Z[i][j](π, d
∗(π)) = (ψ[i][j] + θ[i][j])C[i][j].

It follows that Z(π, d∗(π)), the objective value of the problem, can be written
as

Z(π, d∗(π)) =
m∑
i=1

n[i]∑
j=1

(
ψ[i][j] + θ[i][j]

)
C[i][j]. (1)

3 The Optimal Schedule

In this section, we analyze the structure of an optimal schedule for problem
1|GT,DIF |

∑m
i=1

∑ni

j=1(αijdij+βijEij+γijTij+θijCij), and present anO(n log n)
time optimal algorithm for the problem. By Lemma 2, we can restrict our at-
tention to schedules without idle times. Hence, for any given schedule π, the
completion time for job J[i][j] can be calculated by the following equation:

C[i][j] =
i−1∑
k=1

P[k] +
i∑

k=1

s[k] +

j∑
l=1

p[i][l].

Thus, by Equ. (1), the objective value can be written as

Z(π, d∗(π))

=
m∑
i=1

n[i]∑
j=1

(
ψ[i][j] + θ[i][j]

)
C[i][j]

=

m∑
i=1

n[i]∑
j=1

(
ψ[i][j] + θ[i][j]

)(i−1∑
k=1

P[k] +

i∑
k=1

s[k] +

j∑
l=1

p[i][l]

)

=

m∑
i=1

(
Ψ[i] +Θ[i]

)(i−1∑
k=1

P[k] +

i∑
k=1

s[k]

)
+

m∑
i=1

n[i]∑
j=1

j∑
l=1

(
ψ[i][j] + θ[i][j]

)
p[i][l]. (2)

From Equ. (2), under an optimal due date assignment, the total cost is the

sum of m + 1 terms. The first term
∑m
i=1(Ψ[i] + Θ[i])(

∑i−1
k=1 P[k] +

∑i
k=1 s[k])

is independent of the internal job sequence with each group, and each of the
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remaining m terms,
∑n[i]

j=1

∑j
l=1(ψ[i][j]+θ[i][j])p[i][l], only depends on the internal

job sequence within group G[i]. As a result of this separable property of the
objective function, the problem reduces to m + 1 subproblems. We can get the
optimal group sequence and job sequence in each group from the following two
lemmas.

Lemma 3. There exists an optimal group sequence such that the groups are
scheduled in non-decreasing order of Pi+si

Ψi+Θi
.

Proof. Assume that π is an optimal schedule which does not satisfy the property
of the lemma. Then, π must contain two consecutive groups, Gu (we assume that
Gu is processed as the rth group in π) followed byGv, such that Pu+su

Ψu+Θu
> Pv+sv

Ψv+Θv
.

We exchange the positions of Gu and Gv (i.e., Gv is now at the rth position),
and leave all other groups at their original positions in π. Let π′ be the resulting
schedule. From the above analysis, to compare the objective values between
schedules π and π′, we only need to consider the first term in Equ. (2). Hence,

Z(π, d∗(π))− Z(π′, d∗(π′))

=(Ψu +Θu)

(
r−1∑
k=1

P[k] +

r−1∑
k=1

s[k] + su

)
+ (Ψv +Θv)

(
r−1∑
k=1

P[k] + Pu +

r−1∑
k=1

s[k] + su + sv

)

− (Ψv +Θv)

(
r−1∑
k=1

P[k] +

r−1∑
k=1

s[k] + sv

)
− (Ψu +Θu)

(
r−1∑
k=1

P[k] + Pv +

r−1∑
k=1

s[k] + sv + su

)
=(Ψv +Θv)(Pu + su)− (Ψu +Θu)(Pv + sv)

=(Ψv +Θv)(Ψu +Θu)

(
Pu + su
Ψu +Θu

− Pv + sv
Ψv +Θv

)
>0.

This contradicts the optimality of π. The lemma is established. ⊓⊔

Lemma 4. In an optimal schedule, the jobs within group Gi (i = 1, 2, · · · ,m)
are ordered in non-decreasing order of

pij
ψij+θij

.

Proof. Once the processing order of the groups is fixed, the first term of Equ. (2)
is a constant, and the second term of Equ. (2) can be decomposed into m terms,
such that each of these m terms only depends on the internal job processing
order within each group, that is, does not depend on the processing order of the
groups. Hence, the proof of this lemma follows directly from a standard exchange
argument similar to the proof of Lemma 3. ⊓⊔

3.1 An O(n logn) Time Optimal Algorithm

Now we are ready to present an O(n log n) time optimal algorithm for problem
1|GT,DIF |

∑m
i=1

∑ni

j=1(αijdij + βijEij + γijTij + θijCij).

Algorithm 1:
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1. Order the groups in non-decreasing order of Pi+si
Ψi+Θi

.

2. Order the jobs within group Gi (i = 1, 2, · · · ,m) in non-decreasing order of
pij

ψij+θij
. Let π be the schedule obtained.

3. Assign the due dates for jobs according to Lemma 1.

Theorem 1. Algorithm 1 optimally solves 1|GT,DIF |
∑m
i=1

∑ni

j=1(αijdij+βijEij+
γijTij + θijCij) in O(n log n) time.

Proof. The correctness of Algorithm 1 follows from Lemmas 1-4. Determining
the group sequence in Step 1 requires O(max(n,m logm)) time. Calculating the
job sequence in Step 2 requires O(

∑m
i=1 ni log ni) time, and Step 3 requires O(n)

time. Since m = O(n) and
∑m
i=1 ni = n, the overall time complexity of the

algorithm is O(n log n). ⊓⊔

4 Conclusion

In this paper, we study a single machine scheduling problem in which the sched-
uler decides optimal due dates for different jobs under a group technology envi-
ronment. Jobs in the same group are required to be processed consecutively. The
goal is to determine an optimal job schedule and a due date assignment strategy
to minimize an aggregate cost function, which includes earliness, tardiness, due
date assignment and flow time costs. Though classified into groups according to
similarities in their production, jobs within one group could be different from
each other, and so their unit due date, earliness, tardiness and flow time costs
could be different as well. In this paper, we consider the group scheduling prob-
lem with due date assignment, in which the above mentioned unit costs of jobs
within the same group could be different. The due date assignment is without
restriction, that is, it is allowed to assign different due dates to jobs within one
group.

We present structural results that fully characterize the optimal schedule,
and give an optimal O(n log n) time algorithm for this problem. As the assump-
tion that the processing times of jobs are constant may not be appropriate for
the modeling of many real world industrial processes, one possible future re-
search direction is to take into account time-dependent learning effect for job
processing times, in which the actual processing time of a job is affected by the
total processing time of jobs preceding it.
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