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HIGH ORDER LINEARLY IMPLICIT METHODS FOR SEMILINEAR

EVOLUTION PDES

GUILLAUME DUJARDIN AND INGRID LACROIX-VIOLET

Abstract. This paper considers the numerical integration of semilinear evolution PDEs
using the high order linearly implicit methods developped in [21] in the ODE setting. These
methods use a collocation Runge–Kutta method as a basis, and additional variables that are
updated explicitly and make the implicit part of the collocation Runge–Kutta method only
linearly implicit. In this paper, we introduce several notions of stability for the underlying
Runge–Kutta methods as well as for the explicit step on the additional variables necessary to
fit the context of evolution PDE. We prove a main theorem about the high order of conver-
gence of these linearly implicit methods in this PDE setting, using the stability hypotheses
introduced before. We use nonlinear Schrödinger equations and heat equations as main ex-
amples but our results extend beyond these two classes of evolution PDEs. We illustrate our
main result numerically in dimensions 1 and 2, and we compare the efficiency of the linearly
implicit methods with other methods from the litterature. We also illustrate numerically the
necessity of the stability conditions of our main result.

1. Introduction

High order linearly implicit methods for the time integration of evolution problems have
been derived, analysed and implemented recently in [21]. In the context of evolution ODEs,
[21] provides sufficient and constructive conditions to achieve any arbitrarily high order with
such methods. The goal of this paper is to extend the design and analysis of such methods
to the case of semilinear evolution PDEs, that we semi-discretize in time. We mostly focus
on nonlinear Schrödinger equations (NLS) and nonlinear heat equations (NLH), even if the
analysis can also be extended to other semilinear equations of the form
(1)

Btupt,xq “ Lupt,xq `Npupt,xqqupt,xq, t ě 0,x P Ω,

where L is an unbounded linear operator on some Banach space X of functions on some Ω
with appropriate boundary conditions The function N is a nonlinear function of the unknown
u from X to itself. The unknown u is a real or complex-valued function of time t ě 0 and space
x P Ω. The autonomous evolution equation (1) is supplemented with an initial condition at
t “ 0. More precise hypotheses and their corresponding functional framework are introduced
below. For example, the cubic NLS may correspond to Npuq “ iq|u|2 (for some q P R) and
L “ i∆, and the cubic NLH may correspond to L “ ∆ and Npuq “ ˘|u|2. In classical
cases depending on the geometry of Ω and the choice of boundary conditions (e.g. Ω “ Rd
or Ω “ pR{Zqd “ Td), and the choice of X, the localization of the spectrum of L is known.
Indeed, the spectrum of L lies on the purely imaginary axis for NLS, and in the left hand side
of the complex plane for NLH. In particular, we provide in this paper sufficient conditions
to achieve any arbitrarily high order with linearly implicit methods for the NLS and NLH
equations. Our results of course extend to other semilinear evolution PDEs.
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2 G. DUJARDIN AND I. LACROIX-VIOLET

The numerical integration of such problems has a long history, and numerical schemes
have been derived and analysed in several contexts. For the NLS equation, let us mention for
example [17] and [23] where the Crank-Nicolson scheme is studied, [35] where the Lie–Trotter
split step method is introduced, [2] where some Runge–Kutta methods are used with Galerkin
space discretization, [6] where a relaxation method is introduced, which is proved to be of
order 2 in [10]. Methods with higher order in time, for example exponential methods [20, 7]
or splitting methods (see [8] [31] for error estimates), have also been designed and studied.
The numerical behaviour in the semiclassical limit has also been studied [29, 9]. For the
NLH equation, one may mention Crank–Nicolson [1] as well as splitting methods [19, 18, 13],
exponential methods [27] [28], including Lawson and exponential Runge–Kutta methods.

Some of these methods are fully implicit (e.g. Crank–Nicolson), some are fully explicit (e.g.
a Lawson method based on an explicit Runge–Kutta method), and some are linearly implicit
(e.g. for the NLS equation, the relaxation scheme of [6]; for nonlinear parabolic equations, the
linearly implicit Rosenbrock methods and W -methods analysed in [32], the linearly implicit
multistep methods analysed in [3], the IMEX schemes analysed in [12]). In some sense, the
methods proposed and analysed in this paper appear as generalizations of the relaxation
method of [6], and form a new class (introduced in [21]) of linearly implicit methods, different
from the ones listed above. Indeed, they are linearly implicit : at the cost of introducing
extra variables, they require only the solution of one linear system per time step so that they
do not require CFL conditions to ensure stability that usually appear in explicit methods. Of
course, the solution of one high dimensional linear system per time step has a computational
cost, when compared to other high order methods. For the solution of such a system, one
may rely on very efficient techniques, either direct (LU factorization, Choleski factorization,
etc) or iterative (Jacobi method, Gauss–Seidel method, conjugate gradient, Krylov subspace
method, etc [33]), depending on the structure of the problem at hand. Depending on the
problem, linearly implicit methods can outperform high order methods from the litterature.
In particular, the linearly implicit methods below can be competitive when the spectrum of
the linear operator L is unknown (only the localization of the spectrum in the complex plane
matters, in some sense), while exponential methods may be faster for problems where that
spectrum is known. An example can be found in Section 3.2.2 of [21] for an NLS equation
on a domain where the spectrum of the Laplace operator is not known and a linearly implicit
method of order 2 belonging to the class studied below outperforms the Strang splitting
method.

Other authors have considered adding extra variables for the time integration of evolution
problems. For example, [34, 14] introduced scalar auxiliary variable methods (SAV) and mul-
tiple scalar auxiliary variable methods (MSAV). These methodes were introduced to produce
unconditionnaly stable schemes for dissipative problems with gradient flow structure. The
auxiliary variables in this context are used to ensure discrete energy decay. The order of the
methods (1 or 2 in the references above) was not the main issue. In contrast, the linearly
implicit methods analysed in this paper achieve arbitratily high order in time.

The reader may refer to the Introduction section of [21] for the comparision of the linearly
implicit methods introduced there and analysed here in a PDE context, and other classical
time integration methods from the litterature (one-step methods, including Runge–Kutta
methods, linear multistep methods, composition methods, etc).

The linearly implicit methods of [21], that we further analyse below for NLS and NLH
equations, embed a classical collocation Runge–Kutta method with additional variables, in
the spirit of the relaxation method introduced by Besse [6]. The analysis of the convergence
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of these linearly implicit methods applied to semilinear problems like NLS and NLH relies on
stability hypotheses of two different kinds : on the classical collocation Runge–Kutta method
used on the one hand, and on the explicit update formula for the additional variables. For
the stability of the Runge–Kutta method itself, we refer to the work of Crouzeix and Raviart
[15, 16]. In this paper, we generalize some stability notions defined in these works (see
Definition 3.2 below and also [22]), that allow to ensure global stability of our linearly implicit
methods. For the stability of the explicit update of the additional variables, we extend results
of [21] in the EDO case to the PDE (1).

This paper is organized as follows. Section 2 describes the extension of the linearly implicit
methods of [21] to the PDE setting. First, we adapt in Section 2.1.1 the classical Runge–Kutta
framework for ODEs to the PDE context. This allows for a description of the linearly implicit
methods in the PDE setting in Section 2.1.2. In Section 2.2, we introduce the functional
framework that allows to ensure the stability of the explicit update of the additional variables
(Lemma 2.1). In Section 3, we analyse the consistency and convergence errors of the linearly
implicit methods in Section 3.1, and the stability of the linear Runge–Kutta step in Section
3.2. This allows for exposing our hypotheses on the exact solution of (1) as well as on the
numerical parameters in Section 3.3 to ensure in our main result (Theorem 3.1) that linearly
implicit methods actually converge with high order. The proof of the theorem is provided in
Section 3.4. Section 4 is devoted to proving that for the NLS equation, the Cooper condition
on the coefficients of the underlying collocation Runge–Kutta method ensures that the mass
is preserved by the linearly implicit numerical method. We provide numerical experiments in
Section 5. We consider NLS equations in 1D (methods of order 2 in Section 5.2.1, methods of
order 4 in Section 5.2.2 and a method of ordre 5 in Section 5.2.3) and in 2D on a star-shaped
domain (see Section 5.3). We consider NLH equations in 1D (methods of order 2 in Section
5.4). In all these cases, we illustrate numerically the main result of the paper (Theorem 3.1)
and we compare the precision and efficiency of the high order linearly implicit methods with
that of other methods from the litterature. We also demonstrate numerically in Section 5
the necessity of our stability hypotheses in the PDE setting. Section 6 conludes this paper
and introduces future works. An appendix is proposed in Section 7, which includes proofs of
several technical results (Sections 7.1 and 7.2) as well as Butcher’s tableaux of the underlying
Runge–Kutta methods used in this paper for the numerical experiments of Section 5 to allow
for reproducibility of the numerical results.

2. Linearly implicit methods for semilinear evolution PDEs

In this section, we introduce the linearly implicit methods from [21] adapted to the PDE
setting of the equation (1) as well as the associated functional framework.

2.1. Description of the linearly implicit methods. Linearly implicit method from [21]
applied to a semilinear PDE of the form (1) rely on a classical Runge–Kutta method, referred
to as the “underlying Runger–Kutta method” in the following, as well as on additional vari-
ables that are explicitly updated at every time step. Before adapting the definition of the
linearly implicit methods from [21] to the PDE context at hand in 2.1.2, we recall some basic
notations for classical Runge–Kutta methods applied to PDE problems and introduce their
(linear) stability function in Section 2.1.1.

2.1.1. The underlying Runge–Kutta method. We fix a number of stages s P N‹ and we con-
sider throughout this paper a Runge-Kutta method with s P N‹ stages, and real coefficients
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paijq1ďi,jďs, pbiq1ďiďs, pciq1ďiďs. We group these coefficients in a square matrix A of size s
with coefficients pai,jq1ďi,jďs, a column vector b of size s with coefficients pbiq1ďiďs, and a
column vector c of size s with coefficients pciq1ďiďs. We moreover denote by 1 the column
vector of size s with all components equal to 1. We recall that the (linear) stability function
of the method is defined for λ P C by

(2) Rpλq “ 1` λbtpI ´ λAq´11,

where I is the identity matrix of size s. Note that the function R is a rational function of λ.
We denote by Ab L the operator-valued matrix

Ab L “

¨

˚

˝

a11L ¨ ¨ ¨ a1sL
...

...
as1L ¨ ¨ ¨ assL

˛

‹

‚

.

Similarly, we set

bt b L “ pb1L, ¨ ¨ ¨ , bsLq.

The notation I will be used for the identity operator in general.

2.1.2. Linearly implicit methods. Following the methods introduced in an ODE context in
[21], we assume we are given an sˆ s real or complex matrix D and a real or complex column
vector Θ “ pθ1, ¨ ¨ ¨ , θsq

t, and we consider some h ą 0 as a time step. Since the problem (1)
is autonomous, we always consider t “ 0 as the starting time without loss of generality. We
take u0 P Hσ (classical Sobolev space of order σ, to be defined in the next section), and we
denote by t ÞÑ uptq the exact solution of (1) with initial datum up0q “ u0. Of course, for fixed
t ě 0, the function uptq is itself a function of x P Ω. We will often omit this dependency in the
notations. We initialize the linearly implicit method with u0 P H

σ, close to u0. We initialize
the additional variables pγ´1,iq1ďiďs with approximations of pNpuppci´1qhqqq1ďiďs and we set
Γ´1 “ pγ´1,iq

t
1ďiďs P pH

σqs. Assuming one knows an approximation un of the exact solution u
at time tn “ nh and approximations Γn´1 “ pγn´1,iq1ďiďs of pNpuptn´1`cihqqq1ďiďn for some
integer n ě 0, the first step of the linearly implicit method consists in computing pointwise
in x

(3) Γn “ DΓn´1 `ΘNpunq.

Let us recall a definition from [21].

Definition 2.1. The step (3) is said to be strongly stable when the spectral radius ρpDq of
the matrix D is stricly smaller than 1. It is said to be consistent of order s when it satisfies

(4) Vc “ DVc´1 ` ϑ,

where Vc is the Vandermonde matrix at points pc1, . . . , csq (i.e. pVcqi,j “ cj´1
i for all i, j),

Vc´1 is the Vandermonde matrix at points pc1´ 1, . . . , cs´ 1q (i.e. pVc´1qi,j “ pci´ 1qj´1 for
all i, j), and ϑ is an sˆ s matrix with Θ as first column and zero everywhere else.

Existence of matrices D and vectors Θ, such that the step (3) is strongly stable and of
order s is discussed in [21], and formulas are provided as well. In this paper, we will always
assume that the step (3) is strongly stable and is consistent of order s. The second step of the
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linearly implicit method uses the Runge–Kutta method introduced in 2.1.1 in the following
way. One first solves for pun,iq1ďiďs the following sˆ s linear system

(5) un,i “ un ` h
s
ÿ

j“1

aijpL` γn,jqun,j 1 ď i ď s.

Setting Un P pH
σqs as the unknown vector with components pun,iq1ďiďs, the system (5) reads

(6) pI ´ hAb LqUn “ un1` hApΓn ‚ Unq,

where Γn ‚ Un denotes the column vector with components pγn,iun,iq1ďiďs. Afterwards, the
third and last step of the linearly implicit method consists in computing explicitly

(7) un`1 “ un ` h
s
ÿ

i“1

bipL` γn,iqun,i.

This last step can be also written

(8) un`1 “ un ` h
`

bt b L
˘

Un ` hb
tpΓn ‚ Unq.

Definition 2.2 (collocation methods). The Runge–Kutta method defined by A, b and c is
said to be of collocation when c1, c2, . . . , cs are distinct real numbers and A and b satisfy for
all pi, jq P t1, . . . , su2,

(9) aij “

ż ci

0
`jpτqdτ and bi “

ż 1

0
`ipτqdτ,

where p`iq1ďiďs are the s Lagrange polynomials associated to pc1, . . . , csq defined by

(10) @i P t1, . . . , su, `ipτq “
s
ź

j‰i
j“1

pτ ´ cjq

pci ´ cjq
.

Remark 2.1. In the examples of this paper, we shall order the coefficients c1, . . . , cs in such
a way that c1 ă ¨ ¨ ¨ ă cs and assume that they all lie in r0, 1s.

2.2. Functional framework. In this paper, for expository purposes, we consider the case
Ω “ Rd in particular in the proofs of our results. In this case, we denote by Hσ the space of
functions f from Rd to C such that

ż

Rd
|f̂pξq|2p1` |ξ|2qσdξ ă `8,

equipped with the norm }f}Hσ “

´

ş

Rd |f̂pξq|
2p1` |ξ|2qσdξ

¯
1
2
, where f̂ stands for the Fourier

transform of the function f . The corresponding norm on pHσqs is defined for F “ pf1, . . . , fsq
t P

pHσqs by

(11) }F }pHσqs “

˜

s
ÿ

p“1

ż

Rd
|f̂ppξq|

2p1` |ξ|2qσdξ

¸
1
2

.

Of course, our results extend to several other cases. Let us mention two of them : the
d-dimensional torus Ω “ Td and the case of a bounded open set Ω with a Lipschitz boundary
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and homogeneous Dirichlet boundary conditions. First, in the case of the torus Td, we denote
by Hσ the space of functions f from Td to C such that

ÿ

kPZd
|f̂pkq|2p1` |k|2qσ ă `8,

equipped with the norm }f}Hσ “

´

ř

kPZd |f̂pkq|
2p1` |k|2qσ

¯
1
2
, where f̂ stands for the se-

quence of Fourier coefficients of f . The corresponding norm on pHσqs is defined for F “

pf1, . . . , fsq
t P pHσqs by

(12) }F }pHσqs “

˜

s
ÿ

p“1

ÿ

kPZd
|f̂ppkq|

2p1` |k|2qσ

¸
1
2

.

Second, in the case of a bounded open set Ω with a Lipschitz boundary, the Laplace operator
with homogeneous Dirichlet boundary conditions has compact inverse. Hence its spectrum
consists in a countable set of negative eigenvalues p´λ2

kqkPN with λk ą 0 and λk ÝÑ
kÑ`8

`8,

and there exists an orthogonal Hilbert basis pekqkPN of L2pΩq consisting in eigenvectors of
this Laplace operator. Indeed, the integration by parts formula holds true in this case (see
Theorem 2.4.1 in [30]) and this allows to perform the usual variational analysis (see Theorem
7.3.2 in [4]). We denote by Hσ the space of functions f P L2pΩ,Cq such that

ÿ

kPN
|αk|

2p1` λ2
kq
σ ă `8,

where f “
ř`8
k“0 αkek. Of course, the associated norm on Hσ is defined by

}f}Hσ “

˜

ÿ

kPN
|αk|

2p1` λ2
kq
σ

¸
1
2

,

and that on pHσqs is defined for F “ pf1, . . . , fsq
t P pHσqs by

(13) }F }pHσqs “

˜

s
ÿ

p“1

ÿ

kPN
|αpk|

2p1` λ2
kq
σ

¸
1
2

,

where for all p P t1, . . . , su, fp “
ř`8
k“0 α

p
kek.

In all cases, we chose σ ą d{2 so that Hσ is an algebra. This is well known for Ω “ Rd and
Ω “ Td, and holds for Ω bounded open set of Rd with Lipschitz boundary (see for example
after Theorem 1.4.4.2 in [24]). Of course, one can even think of more general settings allowing
for the algebra property on Hσ (see for example [5] and references therein), but we will not
do so in this paper.

The norm of linear continuous operators from Hσ to itself is denoted by } ¨ }HσÑHσ , and
that of pHσqs to itself is denoted by } ¨ }pHσqsÑpHσqs .

Lemma 2.1. As above, assume D is a complex sˆ s matrix. The linear mapping F ÞÑ DF
sends pHσqs to itself continuously. Moreover, if the step (3) is strongly stable (i.e. ρpDq ă 1),
then for all δ P pρpDq, 1q, there exists a norm } ¨ }pHσqs,D on pHσqs, equivalent to the usual
norm defined above (in 11, 12 or 13), such that

(14) @F P pHσqs, }DF }pHσqs,D ď δ}F }pHσqs,D.
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Proof. We prove the result in the case of the full space Rd. The proof in the other cases
follows the same lines. First, one can check that

(15) @F P pHσqs, @ξ P Rd, yDF pξq “ DF̂ pξq.

Therefore,

@F P pHσqs, }DF }pHσqs ď C}F }pHσqs ,

where C is any constant greater or equal to the norm of the matrix D as a continuous linear
operator from the hermitian space Cs to itself. If we assume moreover that ρpDq ă 1 and
δ P pρpDq, 1q is given, then one can chose ε ą 0 sufficiently small to ensure that ρpDq` ε ď δ.
Denoting by | ¨ |D the norm on Cs provided by Lemma 7.2, we can define a norm on pHσqs

by setting

@F P pHσqs, }F }pHσqs,D “

ˆ
ż

Rd
|F̂ pξq|2Dp1` |ξ|

2qσdξ

˙
1
2

.

Since | ¨ |D is equivalent to the usual hermitian norm on Cs, the norm } ¨ }pHσqs,D is equivalent
to the norm } ¨ }pHσqs . Moreover, thanks to (15) and Lemma 7.2, one has

@F P pHσqs, }DF }2pHσqs,D “

ż

Rd
|DF̂ pξq|2Dp1` |ξ|

2qσdξ

ď

ż

Rd
pρpDq ` εq2|F̂ pξq|2Dp1` |ξ|

2qσdξ

ď δ2}F }2pHσqs,D.

This proves (14). �

Remark 2.2. Let us define } ¨ }pHσqs,8 the norm on pHσqs defined as the maximum of the
Hσ-norm of the components of the vectors. One can check easily that

@F P pHσqs, }F }pHσqs,8 ď }F }pHσqs ď
?
s}F }pHσqs,8.

In particular, this norm is also equivalent to the norm } ¨ }pHσqs,D.

3. Convergence for linearly implicit methods for NLS and NLH

In this section, we first introduce the consistency and convergence errors of the linearly
implicit method (3)-(6)-(8) in Section 3.1. Then, we focus on the anlysis of the quasi-Runge–
Kutta step (6) in Section 3.2. In Section 3.3, we set the precise hypotheses on the exact
solution of (1) as well as on the linearly implicit method and we state the main result of the
paper, which ensures that linearly implicit methods have high order. The proof of this main
result is provided in Section 3.4.

In this section, we assume Ω “ Rd or Ω “ Td even if the results extend to more complex
geometries (see Section 2.2).

3.1. Consistency and convergence errors.
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3.1.1. Consistency errors. We assume that the equation (1) with initial datum u0 P Hσ at
t “ 0 has a unique smooth solution at least on some interval of the form pT‹, T

‹q with
T‹ ă 0 ă T ‹. We estimate consistency errors. Since consistency errors rely on Taylor
expansions of the exact solution with respect to time, the analysis is very similar to that of
[21]. For all integer n greater or equal to ´1, we denote by tn the time nh, where h ą 0 is
the time step that we assume sufficiently small to ensure that T‹ ă t´1.

Definition 3.1. For all n ě 0 and all h ą 0 small enough such that tn`1 ă T ‹, we define
the consistency error R1

n in pHσqs of the step (3) by setting

(16) R1
n “

»

—

–

Npuptn ` c1hqq
...

Npuptn ` cshqq

fi

ffi

fl

´D

»

—

–

Npuptn´1 ` c1hqq
...

Npuptn´1 ` cshqq

fi

ffi

fl

´Npuptnqq

»

—

–

θ1
...
θs

fi

ffi

fl

.

Similarly, we define the consistency error R2
n of step (5) as the vector of pHσqs with entry

number i equal to

(17)
`

R2
n

˘

i
“ uptn ` cihq ´ uptnq ´ h

s
ÿ

j“1

aij pL`Npuptn ` cjhqqquptn ` cjhq.

Moreover, we define the consistency error R3
n in Hσ of step (7) by setting

(18) R3
n “ uptn`1q ´ uptnq ´ h

s
ÿ

i“1

bi pL`Npuptn ` cihqqquptn ` cihq.

We fix some final time T P p0, T ‹q.

Proposition 3.1 (consistency error of step (3)). Assume that the exact solution and the
nonlinear term are such that t ÞÝÑ N ˝ uptq has s continuous derivatives in Hσ on r0, T s.
Assume moreover that the step (3) is consistent of order s. There exists a constant C ą 0
such that for all n P N and h ą 0 sufficiently small, such that tn`1 ď T , one has

(19) }R1
n}pHσqs ď Chs.

Proof. The proof follows the very same lines as that of Lemma 1 in [21]. �

Proposition 3.2 (consistency error of steps (6)-(8)). Assume that the Runge-Kutta method
defined in 2.1.1 is a collocation method of order s. Assume that the exact solution and the
nonlinear term are such that t ÞÝÑ uptq has s ` 2 continuous derivatives in Hσ on r0, T s.
There exists a constant C ą 0 such that for all n P N and h ą 0 sufficiently small, such that
tn`1 ď T , one has

(20) }R2
n}pHσqs ď Chs`1 and }R3

n}Hσ ď Chs`1.

Proof. For all n ě 0 and h ą 0 such that tn`1 ď T , the errors ppR2
nqiq1ďiďs and pR3

nq are that
of the quadrature method (corresponding to the Runge–Kutta collocation method) applied
to the function u1 at points ptn`cjhq1ďjďs with weights phai,jq1ďjďs on rtn, tn`cihs for pR2

nqi

for all i P t1, . . . , su and with weights phbiq1ďiďs on rtn, tn`1s for R3
n. Therefore, they can

be expressed, for example, with the Peano Kernel. They depend on the method, and on the
exact solution, but not on the numerical solution. So, since the function u1 P Cs`1pr0, T s, Hσq,
they are controlled as in (20). �
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3.1.2. Convergence errors. We introduce the notation for the convergence errors that we use
in the proof of convergence. Following the notation in the paper [21], we denote for all h ą 0
small enough to ensure that the method (3)-(5)-(7) is well-defined, and all n ě 0 such that
tn`1 ď T the following convergence errors: Pn P pH

σqs is the vector with component number i
equal to
pPnqi “ Npuptn ` cihqq ´ γn,i, Qn P pH

σqs is the vector with component number i equal
to pQnqi “ uptn ` cihq ´ un,i, and en P Hσ is defined by uptnq ´ un. Moreover, we set
zn “ max0ďkďnp}ek}Hσq.

3.2. Analysis of the linear quasi-Runge–Kutta step (5).

3.2.1. Notions of stability for Runge–Kutta methods. We denote by C´ the set of complex
numbers with non positive real part, and by iR the set of purely imaginary numbers. Following
[16], [25], [11] and [22], we recall the following definitions.

Definition 3.2. A Runge–Kutta method is said to be

‚ A-stable if for all λ P C´, |Rpλq| ď 1.
‚ I-stable if for all λ P iR, |Rpλq| ď 1.
‚ AS-stable if the rational function λ ÞÑ λbtpI ´λAq´1 has only removable singularities

in C´ and is bounded on C´.
‚ ASI-stable if for all λ P C´, the matrix pI ´ λAq is invertible and λ ÞÑ pI ´ λAq´1 is

uniformly bounded on C´.
‚ IS-stable if the rational function λ ÞÑ λbtpI ´ λAq´1 has only removable singularities

in iR and is bounded on iR.
‚ ISI-stable if for all λ P iR, the matrix pI ´ λAq is invertible and λ ÞÑ pI ´ λAq´1 is

uniformly bounded on iR.
‚ Â-stable if it is A-stable, AS-stable and ASI-stable.
‚ Î-stable if it is I-stable, IS-stable and ISI-stable.

A few examples of Runge–Kutta methods and their stability properties can be found in
Section 7.3. The analysis of the stability properties of these methods as well as other examples
can be found in [22].

Remark 3.1. Observe that, from this definition, an A-stable Runge–Kutta collocation method
is also I-stable. Similarly, an AS-stable Runge–Kutta collocation method is also IS-stable,
and and ASI-stable Runge–Kutta collocation method is also ISI-stable. As a consequence,
an Â-stable method is also Î-stable.

Remark 3.2. If b is in the range of At, then ASI-stability implies AS-stability using Lemma
4.4 of [11]. Similarly, ISI-stability implies IS-stability.

Remark 3.3. Further connections between these eight notions of stability for collocation
Runge–Kutta methods are analysed in [22].

Remark 3.4. The well posedness of the linear PDE (1) (with N ” 0) relies on the fact that
the spectrum of the linear operator L is included in a half-plane of the form tz P C | <pzq ď s0u

for some s0 in R. Up to a change of unknown, we may consider the case s0 “ 0 without loss of
generality. The first example L “ ∆ (see Section 1) fits this framework. The analysis of our

methods applied to this example will involove the notion of Â-stability even in the nonlinear
setting. Similarly, the second example L “ i∆ (see Section 1) also fits this framework. The
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analysis of our methods applied to this example will involove the notion of Î-stability even in
the nonlinear setting.

3.2.2. Stability of Runge–Kutta methods for semilinear PDE problems. In this paper, we con-
sider semilinear evolution problems of the form (1), with L “ ∆ or L “ i∆ as explained in
Section 2.2. What follows can be adapted for any diagonalizable operator on Hσ, provided
one knows the localization of the spectrum. The goal of this section is to set notations on
the operators that will be used later in the paper and to establish estimates on these opera-
tors, provided that the Runge–Kutta method has some stability property. The proof of these
estimates is presented in Appendix (Section 7.1).

Proposition 3.3. Assume the Runge–Kutta method is AS-stable and L “ ∆. There exists a
constant C ą 0 such that for all h ą 0, we have

}
`

hbt b L
˘

pI ´ hAb Lq´1
}pHσqsÑHσ ď C.

Proposition 3.4. Assume the Runge–Kutta method is IS-stable and L “ i∆. There exists
a constant C ą 0 such that for all h ą 0, we have

}
`

hbt b L
˘

pI ´ hAb Lq´1
}pHσqsÑHσ ď C.

Proposition 3.5. Assume the Runge–Kutta method is ASI-stable and L “ ∆. There exists
a constant C ą 0 such that for all h ą 0, we have

} pI ´ hAb Lq´1
}pHσqsÑpHσqs ď C.

Proposition 3.6. Assume the Runge–Kutta method is ISI-stable and L “ i∆. There exists
a constant C ą 0 such that for all h ą 0, we have

} pI ´ hAb Lq´1
}pHσqsÑpHσqs ď C.

3.2.3. Well-posedness of the quasi-Runge–Kutta step.

Proposition 3.7. If the chosen Runge–Kutta method is ASI-stable and L “ ∆ or if it is
ISI-stable and L “ i∆, then the internal linear step (6) of the linearly implicit method (3)-
(6)-(8) is well defined for h ą 0 sufficiently small, where “sufficiently small” depends only on
the norm of Γn in pHσqs.

Proof. Assume the method is ISI-stable and L “ i∆ (the proof follows the very same lines
in the other case). Since the method is ISI-sable and L “ i∆, proposition 3.6 ensures that
for all h ą 0, the operator pI ´ hA b Lq has bounded inverse from pHσqs to itself, and its
operator norm is bounded by a constant that does not depend on h. Solving (6) in pHσqs is
indeed equivalent to solving for Un in pHσqs

´

I ´ h pI ´ hAb Lq´1AΓn‚
¯

Un “ pI ´ hAb Lq
´1 un1.

Since the operator norm of pI ´ hAb Lq´1AΓn‚ is bounded by the product of the operator

norm of pI ´ hAb Lq´1 by that of U ÞÑ AΓn ‚ U , and since the latter only depends on a
bound on Γn, the result follows using a Neumann series argument. �
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3.3. Hypotheses and main result. With the hypotheses on the exact solution and on T
introduced in Section 3.1.1, we choose some r ą 0 and we denote by V an r-neighbourhood
of the exact solution of (1) defined by

(21) V “ tuptq ` v, | t P r0, T s and v P Hσ with }v}Hσ ď ru.

We make the following hypotheses on the nonlinearity N in (1) and on the exact solution
of the Cauchy problem.

Hypothesis 3.1. The function N sends bounded sets of Hσ to bounded sets of Hσ.

Hypothesis 3.2. The function N is Lipschitz continuous on bounded sets of Hσ.

Hypothesis 3.3. The exact solution u has s ` 2 continuous derivatives with values in Hσ

on pT‹, T
‹q.

Hypothesis 3.4. The function t ÞÑ Npuptqq has s continuous derivatives in Hσ on pT‹, T
‹q.

We make the following assuptions on the numerical method (3)-(5)-(7).

Hypothesis 3.5. The Runge–Kutta method is a collocation method with s distinct points
0 ď c1 ă ¨ ¨ ¨ ă cs ď 1 (see Definition 2.2).

Hypothesis 3.6. The matrix D P MspCq and the vector Θ P Cs are such that the step (3)
is strongly stable and consistent of order s. We denote by δ a fixed number in pρpDq, 1q, and
by } ¨ }pHσqs,D the norm on pHσqs provided by Lemma 2.1.

Using Hypothesis 3.4, we have that N ˝ upr0, T sq is a bounded set of Hσ and we denote by
M ą 0 a bound on this set. Moreover, with Hypothesis 3.1, the set NpV q is bounded and we
denote by m ą 0 a constant such that

(22) @ v P V, }Npvq}Hσ ăM `m.

Let us recall that we chose σ ą d{2 so that Hσ is an algebra (see Section 2.2).

Theorem 3.1. Assume that the function N in (1) satisfies hypotheses 3.1 and 3.2. Assume
u0 P Hσ is fixed and that T P p0, T ‹q, r ą 0 and V are defined as in (21). Assume the exact
solution satisfies hypotheses 3.3 and 3.4. Assume M ą 0 and m ą 0 are defined as in (22).

Assume that the underlying Runge–Kutta method satisfies hypothesis 3.5 and that the step
(3) satisfies hypothesis 3.6. Assume that the underlying Runge–Kutta method is Î-stable and

L “ i∆, or that the underlying Runge–Kutta method is Â-stable and L “ ∆.
There exists a constant C ą 0, a small h0 P p0, T q and a neighbourhood of u0 P Hσ such

that for all u0 in this neighbourhood, all h P p0, h0q and all γ´1,1, . . . , γ´1,s sufficiently close
their continuous analogues Npupt´1 ` c1hqq, . . . , Npupt´1 ` cshqq, the numerical method (3),
(5), (7) is well defined for all n P N such that 0 ď nh ď T . Moreover, for such n and h, the
method satisfies

(23) @i P t1, . . . , su, }γn´1,i}Hσ ďM `m,

and
(24)

max
0ďkďn

}uptkq´uk}Hσ ď eCnh
ˆ

›

›u0 ´ u0

›

›

Hσ ` C

ˆ

max
iPt1,...,su

}Npupt´1 ` cihqq ´ γ´1,i}Hσ ` h
s

˙˙

.
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3.4. Proof of Theorem 3.1. Let us first introduce all the notations we use in the proof
of the Theorem. Let us define the convergence errors Pn P pH

σqs with component number
i equal to pPnqi “ Npuptn ` cihqq ´ γn,i, Qn P pH

σqs with component number i equal to
Qn,i “ uptn ` cihq ´ un,i (provided un,i is well defined), and en P H

σ with en “ uptnq ´ un.
We set zn “ max0ďkďn }ek}Hσ . In the following proof, the letter C denotes a real number
greater or equal to 1, which does not depend on h (but depends on M and r in particular)
and whose value may vary from one line to the other.

Using Hypothesis 3.6, step (3) is strongly stable. Therefore, we fix δ P pρpDq, 1q and we
use Lemma 2.1 to define a norm } ¨ }pHσqs,D such that (14) holds.

We divide the proof in two parts. First, we assume an a priori bound for the numerical
solution. Assume we are given an integer ν P N such that tν`1 ď T and for all n ď ν,

‚ (H1) }Γn}pHσqs,8 ďM `m,
‚ (H2) the step (5) has a unique solution pun,iq1ďiďs in pHσqs,
‚ (H3) un P V .

We show that, in this case, we have an explicit bound for the convergence errors pPnq0ďnďν
and pznq0ďnďν (see equations (36) and (38)).

Second, we assume that h0 and the initial errors P´1 and e0 are small enough and we show
that the bounds of the first part of the proof are indeed satisfied.

First part. In addition to the bounds above, we assume that h P p0, 1q. Let us consider
n P N with n ď ν. In particular, we have tn`1 ď T . Substracting (3) from (16) we obtain

(25) Pn “ DPn´1 ` pNpuptnqq ´Npunqq

»

—

–

θ1
...
θs

fi

ffi

fl

`R1
n.

We infer using estimate (14) of Lemma 2.1

(26) }Pn}pHσqs,D ď δ}Pn´1}pHσqs,D ` C}en}Hσ ` }R1
n}pHσqs,D,

where the constant C is proportional to the Lipschitz constant of N over the bounded set V
(using hypothesis 3.2).

Substracting (5) from (17) we obtain

Qn,i

“ en ` h
s
ÿ

j“1

ai,j pLQn,j `Npuptn ` cjhqquptn ` cjhq ´ γn,jun,jq ` pR
2
nqi

“ en ` h
s
ÿ

j“1

ai,jLQn,j ` h
s
ÿ

j“1

ai,j pNpuptn ` cjhqq ´ γn,jquptn ` cjhq

`h
s
ÿ

j“1

ai,jγn,j puptn ` cjhq ´ un,jq ` pR
2
nqi

“ en ` h
s
ÿ

j“1

ai,jLQn,j ` h
s
ÿ

j“1

ai,jPn,juptn ` cjhq ` h
s
ÿ

j“1

ai,jγn,jQn,j ` pR
2
nqi.

Therefore, the vector Qn solves

(27) pI ´ hAb LqQn “ en1` hAPn ‚ Utn ` hAΓn ‚Qn `R
2
n,
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where Utn is the vector with component j equal to uptn`cjhq. Since the Runge-Kutta method

is either Î-stable or Â-stable, it is either ISI-stable or ASI-stable and the operator I´hAbL
is invertible (see propositions 3.5 and 3.6) and the equation above is equivalent to

pI ´ hpI ´ hAb Lq´1AΓn‚qQn “ pI ´ hAb Lq
´1

`

en1` hAPn ‚ Utn `R
2
n

˘

.

Just as in proposition 3.7 the operator in the left hand side is invertible for h small depending
only on a bound on }Γn}pHσqs,8. Let us denote by } ¨ }‹ the operator norm in ppHσqs, } ¨

}pHσqs,8q. As soon as h}pI ´ hAb Lq´1AΓn ‚ }‹ ă 1, we have

}Qn}pHσqs,8 ď C
1

1´ h}pI ´ hAb Lq´1AΓn ‚ }‹

`

}en}Hσ ` Ch}Pn}pHσqs,8 ` }R
2
n}pHσqs,8

˘

.

Note that, using (H1), }AΓn ‚ }‹ ď C1pM ` mq, where C1 only depends on the matrix A.
Since }pI ´ hAb Lq´1}pHσqsÑpHσqs is bounded by a constant that does not depend on h, the

same holds for }pI ´ hA b Lq´1}‹ with a constant C2. Then, provided that h is sufficiently
small to ensure that hC1C2pM `mq ď 1{2, we have

(28) }Qn}pHσqs,8 ď C}en}Hσ ` Ch}Pn}pHσqs,8 ` C}R
2
n}pHσqs,8.

Substracting (7) from (18) we obtain

en`1 “ en ` h
s
ÿ

i“1

biLQn,i ` h
s
ÿ

i“1

bi pNpuptn ` cihqq ´ γn,iquptn ` cihq

`h
s
ÿ

i“1

biγn,i puptn ` cihq ´ un,iq `R
3
n

“ en ` h
s
ÿ

i“1

biLQn,i ` h
s
ÿ

i“1

biPn,iuptn ` cihq ` h
s
ÿ

i“1

biγn,iQn,i `R
3
n

“ en ` hpb
t b LqQn ` hb

tpPn ‚ Utnq ` hb
tpΓn ‚Qnq `R

3
n

“ en ` hpb
t b LqpI ´ hAb Lq´1en1` hpb

t b LqpI ´ hAb Lq´1
“

hAPn ‚ Utn ` hAΓn ‚Qn `R
2
n

‰

`hbtPn ‚ Utn ` hb
tΓn ‚Qn `R

3
n,(29)

where we have used (27).
Let us denote by vn “ en ` hpb

t b LqpI ´ hAb Lq´1en1. Assume that the spatial domain
is Ω “ Rd. Observe that if L “ i∆, then for all ξ P Rd,

xvnpξq “ Rp´ihξ2q penpξq,

and that if L “ ∆, then for all ξ P Rd,
xvnpξq “ Rp´hξ2q penpξq,

where R is the linear stability function of the Runge-Kutta method defined in (2). Since the

Runge-Kutta method is either Î-stable or Â-stable, it is either I-stable or A-stable and in
both cases, hence |R| ď 1 in the appropriate region. Similar estimates hold in the periodic
case Ω “ Td. Therefore,

}vn}Hσ ď }en}Hσ .

Since the Runge-Kutta method is either Î-stable or Â-stable, it is either IS-stable or AS-stable
and in both cases, using (29), we infer with propositions 3.3 and 3.4, that

}en`1}Hσ ď }en}Hσ ` Ch}Pn}pHσqs,8 ` Ch}Γn}pHσqs,8}Qn}pHσqs,8 ` C}R
2
n}pHσqs ` }R

3
n}Hσ ,
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which gives with (H1)

}en`1}Hσ ď }en}Hσ ` Ch}Pn}pHσqs,8 ` ChpM `mq}Qn}pHσqs,8 ` C}R
2
n}pHσqs ` }R

3
n}Hσ .

Using (28), and recalling that h P p0, 1q so that h2 ď h ď 1, we have

(30) }en`1}Hσ ď p1` Chq}en}Hσ ` Ch}Pn}pHσqs,8 ` C}R
2
n}pHσqs ` }R

3
n}Hσ .

From (26) we have by induction

(31) }Pn}pHσqs,D ď δn`1}P´1}pHσqs,D ` C
n
ÿ

k“0

δn´k
`

}ek}Hσ ` }R1
k}pHσqs,D

˘

.

Using the norm equivalence between } ¨ }pHσqs,8 and } ¨ }pHσqs,D, and (31) in (30) we obtain

}en`1}Hσ ď p1` Chq}en}Hσ ` Ch

«

δn`1}P´1}pHσqs,D ` C
n
ÿ

k“0

δn´k
`

}ek}Hσ ` }R1
k}pHσqs,D

˘

ff

`C}R2
n}pHσqs ` }R

3
n}Hσ .(32)

With estimate (20), we infer that
(33)

}en`1}Hσ ď p1`Chq}en}Hσ`Ch

«

δn`1}P´1}pHσqs,D ` C
n
ÿ

k“0

δn´k
`

}ek}Hσ ` }R1
k}pHσqs,D

˘

ff

`Chs`1.

Using the maximal error defined previously and the fact that δ ă 1 since the step (3) is
strongly stable, we have, using also estimate (19),

}en`1}Hσ ď p1` Chqzn ` Ch

«

δn`1}P´1}pHσqs,D ` pzn ` h
sq

n
ÿ

k“0

δn´k

ff

` Chs`1

ď p1` Chqzn ` Ch

„

δn`1}P´1}pHσqs,D ` pzn ` h
sq

1

1´ δ



` Chs`1,

and then

(34) }en`1}Hσ ď p1` Chqzn ` Chδ
n`1}P´1}pHσqs,D ` Ch

s`1.

Using that zn`1 “ maxtzn, }en`1}Hσu, we infer

(35) zn`1 ď p1` Chqzn ` Ch}P´1}pHσqs,D ` Ch
s`1.

By induction it follows that for all n in N such that tn ď T ,

zn ď p1` Chqnz0 ` Ch
`

}P´1}pHσqs,D ` h
s
˘

n´1
ÿ

k“0

p1` Chqk

ď eCnhz0 ` Ch
`

}P´1}pHσqs,D ` h
s
˘ p1` Chqn

1` Ch´ 1

ď eCnh
`

z0 ` C
`

}P´1}pHσqs,D ` h
s
˘˘

ď eCnh
`

z0 ` C
`

}P´1}pHσqs,8 ` h
s
˘˘

.(36)

Using (31) and the same estimations as above, we have moreover, since δ ă 1,

(37) }Pn}pHσqs,D ď }P´1}pHσqs,D ` Cpzn ` h
sq.
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We infer, using (36),

(38) }Pn}pHσqs,8 ď CeCnh
`

z0 ` }P´1}pHσqs,8 ` h
s
˘

.

This shows that, as long as pH1q, pH2q and pH3q hold for n such that 0 ď n ď ν, the
estimates (36) and (38)) hold for the convergence errors pPnq0ďnďν and pznq0ďnďν . Observe
that the constant C ą 1 above does not depend on h, neither does it depend on ν. However,
it depends on the exact solution through the hypotheses stated before the theorem. This
concludes the first part of the proof.

Second part. From now on, we denote by C the maximum of the constants appearing in
the right hand sides of (36) and (38). Choose h0 P p0, 1q sufficiently small to have h0 ă

mint´T‹, T
‹u and CeCThs0 ă r and CeCThs0 ă m and h0C1C2pM `mq ď 1{2 where C1 and

C2 were defined in the first part. Assume u0, γ´1`c1 , . . . , γ´1`cs P H
σ and h P p0, h0q satisfy

(39) eCT
ˆ

}u0 ´ u0}Hσ ` C

ˆ

max
iPv1,sw

}γ´1`ci ´Npupt´1 ` cihqq}Hσ ` hs0

˙˙

ă r,

and

(40) CeCT
ˆ

}u0 ´ u0}Hσ ` max
iPv1,sw

}γ´1`ci ´Npupt´1 ` cihqq}Hσ ` hs0

˙

ă m.

First, with (38) (for n “ 0) and (40), we have

}P0}pHσqs,8 “ max
iPv1,sw

}γ0`ci ´Npupt0 ` cihqq}Hσ ă m.

Therefore by triangle inequality we have

}Γ0}pHσqs,8 ď }P0}pHσqs,8 ` }pNpupt0 ` cihqqq1ďiďs}pHσqs,8 ăM `m.

And then, the hypothesis (H1) of the first part is satisfied for n “ 0.
Moreover, with (39), we have }u0 ´ u0}Hσ ď r so that u0 P V and the hypothesis (H3) of

the first part is satisfied with n “ 0. With proposition 3.7, we infer that the system (6) has a
unique solution in pHσqs since we assumed h ď h0 ă 1{p2C1C2pM `mqq. This implies that
the hypothesis (H2) of the first part is satisfied for n “ 0. Then we can apply the analysis of
the first part (with ν “ 0) to obtain (36) and (38) with n “ 1. Using (39) and (40), we infer
that hypotheses (H1), (H2) and (H3) are satisfied for all n ď ν “ 1, and the result follows by
induction on ν.

4. Remark on the mass conservation for NLS equation

Let us consider the NLS equation (1) with L “ i∆ and N taking values in iR, such that
the Cauchy problem associated to (1) is well-posed. In this case, the L2-norm of the solution
is preserved by the exact flow (at least in the case Ω “ Rd and Ω “ Td). Indeed, classically,
one has along the exact solution u:

1

2

d

dt
}uptq}2 “ <

ˆ
ż

Ω

`

´i|∇u|2 `Npuq|u|2
˘

dxdy

˙

“ 0.

For linearly implicit methods, it is possible to reproduce this property numerically, by adapt-
ing a classical condition for the preservation of quadratic invariants by Runge–Kutta methods
[26].
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Proposition 4.1. Assume L “ i∆ and N takes values in iR. Assume the collocation Runge–
Kutta method satisfies the Cooper condition (see equation (3.9) in Remark 14 of [21] or (41)
below). Assume the eigenvalues of D are chosen so that D is a real valued squared matrix
and θ is a real valued vector. If γ´1,1, ¨ ¨ ¨ , γ´1,s take values in iR, then for all u0 P L

2pΩq
and for all n P N such that un is well-defined by the linearly implicit method, one has

}un}
2 “ }u0}

2.

Proof. First of all, let us recall de Cooper condition for a Runge–Kutta collocation method:

(41) @1 ď i, j ď s, bibj ´ biaij ´ bjaji “ 0.

Let n be given as in the hypothesis. We have, using (7):

ż

Ω
|un`1|

2 “

ż

Ω
un`1un`1

“

ż

Ω

»

–

˜

un ` h
s
ÿ

i“1

bipL` γn`ciqun,i

¸˜

un ` h
s
ÿ

i“1

bipL` γn`ciqun,i

¸

fi

fl

“

ż

Ω
|un|

2 ` h

ż

Ω
I1 ` h

ż

Ω
I2 ` h

2

ż

Ω
I3,(42)

where, since bi P R,

I1 “

s
ÿ

i“1

bipL` γn`ciqun,i un,

I2 “

s
ÿ

i“1

bipL` γn`ciqun,iun,

I3 “

s
ÿ

i,j“1

bibjpL` γn`ciqun,ipL` γn`cj qun,j .

Using (5), we can write:

I1 “

s
ÿ

i“1

bi

´

pL` γn`ciqun,i

¯

un,i ´ h
s
ÿ

i“1

bi

´

pL` γn`ciqun,i

¯

˜

s
ÿ

j“1

ai,jpL` γn`cj qun,j

¸

,

“

s
ÿ

i“1

bi

´

pL` γn`ciqun,i

¯

un,i ´ h
s
ÿ

j“1

bj

´

pL` γn`cj qun,j

¯

˜

s
ÿ

i“1

aj,ipL` γn`ciqun,i

¸

,

“

s
ÿ

i“1

bi

´

pL` γn`ciqun,i

¯

un,i ´ h
s
ÿ

j“1

˜

s
ÿ

i“1

bjaj,ipL` γn`ciqun,ipL` γn`cj qun,j

¸

.

A similar computation leads to

I2 “

s
ÿ

i“1

bi ppL` γn`ciqun,iqun,i ´ h
s
ÿ

j“1

˜

s
ÿ

i“1

biai,jpL` γn`ciqun,ipL` γn`cj qun,j

¸

.
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Using these two equalities in (42), we obtain
ż

Ω
|un`1|

2 “

ż

Ω
|un|

2 ` h
s
ÿ

i“1

bi

ż

Ω

”

pL` γn`ciqun,i un,i ` pL` γn`ciqun,iun,i

ı

`h2
s
ÿ

j“1

s
ÿ

i“1

pbibj ´ biai,j ´ bjaj,iq

ż

Ω
pL` γn`ciqun,ipL` γn`cj qun,j .

With the Cooper condition (41) in the last term, this gives

(43)

ż

Ω
|un`1|

2 “

ż

Ω
|un|

2 ` 2h
s
ÿ

i“1

biRe

ˆ
ż

Ω
pL` γn`ciqun,iun,i

˙

.

Observe that, since the pγ´1`ciq1ďiďs are purely imaginary-valued initially, D is a real-valued
matrix, and N takes values in iR, the step (3) ensures by induction that pγn`ciq1ďiďs are
purely imaginary-valued. Using that and the fact that, for the Schrödinger equation, the
operator L “ i∆ is skew-symmetric, we infer that the last term in (43) is equal to zero. This
implies

ż

Ω
|un`1|

2 “

ż

Ω
|un|

2.

This concludes the proof. �

5. Numerical experiments

This section is devoted to numerical experiments illustrating the main theorem of the paper
(Theorem 3.1). We also demonstrate numerically the necessity of the stability conditions
of Section 3.2 for the convergence result to hold. Moreover, we compare the precision and
efficiency of the linearly implicit methods analysed in this paper with that of classical methods
from the litterature. We consider NLS equations in 1D (Section 5.2) and 2D (Section 5.3), as
well as NLH equations in 1D (Section 5.4). A more extensive numerical comparison of linearly
implicit methods for several semilinear evolution PDEs will be the object of a forthcoming
paper.

5.1. Note on the initialization of the linearly implicit methods. Initializing a linearly
implicit method (3), (5), (7) requires not only an approximation u0 of u0 but also s ap-
proximations γ´1,1, ¨ ¨ ¨ , γ´1,s of Npupt´1`c1qq, ¨ ¨ ¨ , Npupt´1`csqq. To do so, in the numerical
experiments below, we use appropriate methods that ensure that the corresponding terms
in the right hand-side of (24) has order s. This is easy to do for NLS equations since they
are reversible with respect to time. For non reversible equations like NLH equations, we
may compute forward approximations of Npupt0`c1qq, ¨ ¨ ¨ , Npupt0`csqq and upt1q, by stan-
dard methods of sufficient orders and use these values as initial data for the linearly implicit
method after a shift of h in time.

5.2. Numerical experiments in 1 dimension for the NLS equation. We perform nu-
merical experiments in dimension 1 (Ω “ R), on the soliton solution

(44) upt, xq “

c

2α

q
sech

`?
αpx´ x0 ´ ctq

˘

eipα`
c2

4
qteicpx´x0´ctq{2q,

to the NLS equation (1) with L “ iB2
x and Npuq “ iq|u|2 for some q P Rzt0u, x0 real, c real,

α ą 0.
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We initialize the methods by a projection of this exact solution on the space grid for u0 and
by the image by N of the projection of this exact solution on the space grid for γ´1,1, ¨ ¨ ¨ , γ´1,s.
The final error is computed comparing to the projection on the space grid of the exact solution
at final time.

5.2.1. Methods of order 2. The linearly implicit method with the underlying Runge–Kutta
method of Example 7.2 and ˘1

2 as eignevalues of D, applied to a nonlinear Schrödinger
equation with exact solution (44) with q “ 4, α “ 1, c “ 0 and x0 “ 0, has been implemented
in [21]. The computational domain was truncated to p´50, 50q with homogeneous Dirichlet
boundary conditions and discretized with 218 points in space. The final computational time
was T “ 5. Observe that this method is Â-stable (see Example 7.2).

We refer the reader to Figure 4 in [21] for the numerical comparison with other convergent
methods of order 2 from the liltterature (the Crank-Nicolson method and the Strang splitting
method). The left panel shows the order 2 of each method and in particular illustrates
Theorem 3.1 for the linearly implicit method. Moreover, the right panel shows the efficiency
of the methods in terms of CPU time as a function of the error: The numerical cost for a
given error is a bit higher for the linearly implicit method of order 2 than for the Strang
splitting method and it is much lower than for the Crank–Nicolson method.

To complete the illustration of Theorem 3.1 for methods of order 2, we investigate the
relevance of the hypothesis of Â-stability for the underlying Runge–Kutta method. To this
end, we implement the linearly implicit method relying on the Runge–Kutta method described
in Example 7.3 with ˘1

2 as eigenvalues of D on the same soliton test case. This underlying

Runge–Kutta method is not A-stable (and even not I-stable) and hence not Â-stable. We
emphasize the fact that this linearly implicit method is of order 2 when applied to an ODE
thanks to Theorem 9 in [21]. However, Figure 1 shows that this method fails to converge
for the soliton case. This demonstrates the relevance of the hypothesis of A-stability (or at
least I-stability) for the numerical solution of nonlinear Schrödinger equations using linearly
implicit methods (this is in fact similar to the use of classical Runge–Kutta methods, where
A-stability is required as well to ensure convergence).

5.2.2. Methods of order 4. For the numerical methods of order 4, we use the parameters q “ 8,
x0 “ 0, c “ 0.5, α “ 4 in the nonlinear Schrödinger equation and its exact solution (44) above.
The computational domain is truncated to p´62.5; 62.5q and we set homogeneous Dirichlet
boundary conditions. We use finite differences with 220 points in space for each method. We
denote by L the classical homogeneous Dirichlet Laplacian matrix times the purely imaginary
unit. We perform the simulation until T “ 5.

We compare four numerical methods of order 4 on the 1D soliton case mentioned above :

‚ the linearly implicit method of order 4 (LI UP) defined by pc1, c2, c3, c4q “ p0,
1
3 ,

2
3 , 1q

and pλ1, λ2, λ3, λ4q “ p
i
2 ,´

i
2 ,

i
4 ,´

i
4q. The corresponding coefficients pai,jq1ďi,j,ď4 and

pbiq1,ďiď4 are computed in Example 7.4. The underlying Runge–Kutta method is

Â-stable.
‚ the linearly implicit method of order 4 (LI GP) with Gauss points defined by

pc1, c2, c3, c4q “

ˆ

1

2
´
α1

70
,
1

2
´
α2

70
,
1

2
`
α2

70
,
1

2
`
α1

70

˙

,

where α1 “
a

525` 70
?

30 and α2 “
a

525´ 70
?

30 and pλ1, λ2, λ3, λ4q “ p´
1
4 ,

1
4 ,´

1
2 ,

1
2q.

The underlying Runge–Kutta method is Â-stable (see [22]).
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Figure 1. Numerical error as a function of the time step for the soliton test
case with the linearly implicit method based on the Runge–Kutta collocation
method of Example 7.3 which is not Â-stable (since not A-stable) with λ1 “

1{2, λ2 “ ´1{2.

-2.2 -2.0 -1.8 -1.6 -1.4 -1.2 -1.0

´4

´3

´2

´1

time step (ln10 scale)

fi
n
al

er
ro

r
(l

n
1
0

sc
al

e)

LI UP ScCN
ScSs LI GP
slope 4

´4 ´3 ´2 ´1
2.5

3

3.5

4

final error (ln10 scale)

C
P

U
ti

m
e

(l
n

1
0

sc
a
le

)

LI UP ScCN
ScSs LI GP

Figure 2. Comparison of methods of order 4 applied to the NLS equation.
On the left panel, maximal numerical error as a function of the time step
(logarithmic scales); on the right panel, CPU time (in seconds) as a function
of the final numerical error (logarithmic scales).

‚ the Suzuki composition (see (47)) of the Crank-Nicolson method (ScCN) where the
Crank-Nicolson method Φh : un ÞÑ un`1 is given by:

(45)
un`1 ´ un

h
“

ˆ

L` Npun`1q `Npunq

2

˙

un`1 ` un
2

,
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‚ the Suzuki composition (see (47)) of the Strang splitting method (ScSs) where the
Strang splitting method Φh : un ÞÑ un`1 is given by:

(46)

$

’

’

’

&

’

’

’

%

un,1 “ exp phNpunq{2qun,
ˆ

1´
h

2
L
˙

un,2 “

ˆ

1`
h

2
L
˙

un,1,

un`1 “ exp phNpun,2q{2qun,2.

The Suzuki composition method that we use is given by the following numerical flow:

(47) Φα3h ˝ Φα2h ˝ Φα1h,

with α1 “ α3 “
1

2´ 3
?

2
and α2 “ 1´ 2α1. Since the methods Φh are symmetric and of order

2, their composition (47) above is symmetric of order 4.
The results of Figure 2 indicate that the four methods above have order 4 in this soliton

case (left panel). This illustrates Theorem 3.1 for the linearly implicit methods. Moreover, the
two linearly implicit methods of order 4 outperform the ScCN method in terms of efficiency
(computational time required for a given error) and so does the ScSs method (right panel).
Indeed, the two linearly implicit methods and ScSs, as implemented above, require to solve
a linear system at each time step and they display similar efficiencies within the final error
range used for this simulation.

5.2.3. A method of order 5. For the illustration of the importance of the ASI-stability of the
underlying collocation Runge–Kutta method hypothesis, we implement the 5-stages linearly
implicit method defined in Example 7.5. For that linearly implicit method the underlying
Runge–Kutta method is A-stable, AS-stable, but not ASI-stable. We use it to solve numer-
ically the nonlocal nonlinear evolution PDE

(48) Btu “ iB2
xu` u ‹ u ‹ u,

with periodic boundary conditions on the torus R{p2πZq and where ‹ denotes the convolution
product. To understand the Cauchy theory for equation (48), note that the evolution of the
Fourier coefficient ckpuq of order k P Z is such that

(49) pckpupt, ¨qq
2
“

pckpu0qq
2

´

1´ i pckpu0qq
2

k2

¯

e2ik2t ` i pckpu0qq
2

k2

,

where u0 is the initial datum associated to (48) at t “ 0. Assuming that u0 P L
2pR{p2πZqq

is real-valued and even, we have that for all k P Z, ckpu0q P R and taking appropriate square
roots in (49), and forming the corresponding Fourier series, we obtain a solution to (48) for
all t P R. We plot in Figure 3 the discrete L2-norm of the difference at times close to T “ 1.0
between the exact solution of (48) defined using (49) and the numerical solution obtained
by the non-ASI method described in Example 7.5. We take N “ 30 Fourier modes (from

k “ 0 to k “ 29) and ckpu0q “ e´|k|. We chose time steps between 1.0{23 and 1.0{28 and
we also consider time steps satisfying 1 ´ hk2α “ 0, where α “ 3

?
7{56 (see the analysis of

this method carried out in [22]). For these time steps, the matrix pI ´ hAb Lq (for diagonal
L with entries ´ik2) is not invertible. We observe in Figure 3 that the method displays a
convergence of order 5 for regular time steps, which is destroyed for resonant time steps of the
form 1.0{pαk2q. This illustrates the importance of the hypothesis of ASI-stability (included
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in Â-stability) in Theorem 3.1 for the convergence of linearly implicit methods applied to a
nonlinear Schrödinger evolution PDE.
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Figure 3. Numerical L2-error at time T “ 1.0 as a function of the time step
for the solution to Equation (48) with initial datum given in the text through
its Fourier coefficients, using the non-ASI linearly implicit method of order 5
described in Example 7.5. We plot regular time steps of the form 1.0{2p for
p P t3, ¨ ¨ ¨ , 8u (green dots), a regular line of slope 5 (dashed green line), and
resonant time steps of size 1.0{pαk2q for 1 ď k ď 30.

Remark 5.1. The numerical examples above (in Figure 1 of a method which is not A-stable
(see Section 5.2.1) and in Figure 3 of a method which is A, AS and not ASI stable (see
Section 5.2.3)), show that linearly implicit methods may fail to converge for evolution PDE
problems, even if they would converge for evolution ODE problems. Moreover, these two
numerical examples demonstrate the relevance of the concepts of A-stability and ASI-stability
in the hypotheses of Theorem 3.1.

5.3. Numerical experiments in 2 dimensions for the NLS equation.

5.3.1. Space discretization. We consider the focusing NLS equation

(50) iBtu “ ´∆u´ q|u|2u,

on a star-shaped domain S Ă R2 with homogeneous Dirichlet boundary conditions, with
q P R. The energy associated to (50) reads

Epuq “
1

2

ż

S
|∇u|2dxdy ´

q

4

ż

S
|u|4dxdy.

The domain S consists in the union of the interior of the triangle with vertices
´

R sin
´

2k
π

3

¯

, R cos
´

2k
π

3

¯¯

, 0 ď k ď 2,

and that of the triangle with vertices
´

R sin
´

p2k ` 1q
π

3

¯

, R cos
´

p2k ` 1q
π

3

¯¯

, 0 ď k ď 2,

for some R ą 0.
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The discretization of S is carried out using GMSH by generating an admissible (in the sense
of finite volumes) triangular mesh of S. The triangles are denoted pTjq1ďjďJ for some J ě 1.
The set of the corresponding edges is denoted by E , and is partitioned in the set E int of interior
edges (belonging to 2 triangles) and the set Eext of exterior edges (belonging to 1 triangle).
For all triangle Tj , we denote by Ej Ă E the set of its 3 edges. Denoting by U P CJ a finite
volume approximation of a complex-valued function u over S, we define a J ˆ J matrix L by
setting for all k P t1, ¨ ¨ ¨ , Ju

pLUqk “
i

m pTkq

¨

˝

ÿ

σPEkXE int

Uj ´ Uk
dσ

`σ `
ÿ

σPEkXEext

0´ Uk
dσ

`σ

˛

‚,

where

‚ in the first sum, for σ P Ek X E int, the letter j denotes the integer in t1, ¨ ¨ ¨ , Juztku
such that σ is both an edge of Tj and Tk, dσ is the distance between the centers of
mass of Tj and Tk and `σ is the length of the edge σ;

‚ in the second sum, for σ P Ek X Eext, dσ denotes the distance between the center of
mass of Tk and the edge σ, and `σ still denotes the length of the edge σ;

‚ the area of the triangle Tk is denoted by m pTkq. In our case all the triangles share
the same area mpT q.

This way, LU is a finite volume approximation of i∆u. It is easy to check that the matrix L
is skew-symmetric, with spectrum included in iR´. From now on, we consider the following
semidiscretization of (50):

(51) U 1ptq “ LUptq `NpUq ˚ U,

where NpUq P RJ has component j equal to iq|Uj |
2 and ˚ stands for the componentwise

multiplication in CJ .

5.3.2. Comparison of methods of order 2 on the star shaped domain. We consider the case
q “ 1, R “ 1 with the initial datum U0 as the interpolation of

u0px, yq “

c

98

π
exp

`

´49px2 ` y2q
˘

exp p´20ixq ,

at the centers of the triangles. We set T “ 0.1 as the final time. and we consider. An example
of the dynamics is presented in Figure 4 with J “ 161472 triangles.

Note that, since the spectrum of L is not explicitly known, the computation of exponentials
involving L requires approximations. Depending on where these approximations are used (in
splitting methods, in e.g. Lawson methods, or in exponential Runge–Kutta methods), the
order of approximation has to be chosen carefully. Moreover, when J is big, computing these
approximations can be costly.

We present in Figure 5 a numerical comparison with J “ 10 092 of methods expected to
be of order 2 for this problem. We show at the same time the final error as a function of the
time step (left panel) and the CPU time as a function of the final error (right panel), both in
log scales. The four methods we consider are

‚ the Strang splitting method with pId ` hL{2qpId ´ hL{2q´1 as an approximation of
ehL in a classical and efficient implementation involving only the Lie splitting method,

‚ the Crank–Nicolson method (C-N),
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Figure 4. The dynamics of the test case of the NLS equation (50) on a star-
shaped domain.

‚ the linearly implicit method with uniform points (LI UP) based on the Runge–Kutta
method of example 7.2 with λ1 “ ´λ2 “ 1{2,

‚ the linearly implicit method with Gauss points (LI GP) based on the Runge–Kutta
method of example 7.1 with λ1 “ ´λ2 “ 1{2.

We implement the four methods in Python and use the spsolve function of scipy.sparse.linalg
to compute the solutions to all the linear systems. We use a reference solution computed with
a method of order 5 with a very small time step to compute the final errors. The three
first methods have numerical order 2 as predicted by Theorem 3.1. The fourth one seems
to have order 3 and hence to behave even better than predicted by Theorem 3.1. In terms
of efficiency, the linearly implicit method with Gauss points outperforms even the explicit
Strang splitting method describe above. However, the Strang splitting method is faster than
the linearly implicit method with uniform points.

We compare in Figure 6 the preservation property of the mass (squared L2-norm) and
energy

(52) EpUq “
mpT q

2
U‹LU ´ q

mpT q
4

J
ÿ

k“1

|Uk|
4,

where U‹ is the conjugate transpose of U . As expected, the Crank-Nicolson method and
Strang splitting method preserve the mass. So does the linearly implicit method with Gauss
points since it satisfies the Cooper condition (41). This is coherent with Proposition 4.1. The
linearly implicit method with uniform points does not preserve mass as it does not satisfy the
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Figure 5. Comparison for J “ 10 092 of methods of order 2 applied to the
NLS equation on a star-shaped domain. On the left panel, final numerical
error as a function of the time step (logarithmic scales); on the right panel,
CPU time (in seconds) as a function of the final numerical error (logarithmic
scales).

Cooper condition. Among the four methods of order 2, the Crank–Nicolson method is the
only one preserving the energy.
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Figure 6. Deviation of the mass (left panel) and energy (right panel) from
their initial values by the four methods of order 2 for J “ 10 092 and h “ 10´4

5.4. Numerical experiments in 1 dimension for the NLH equation. The comparaison
of methods of order 1 has been carried out in [21]. We focus here on methods of order 2.

In this section, we perform numerical experiments in dimension 1 on Ω “ p´50, 50q with
homogeneous Dirichlet boundary conditions, on the equation

(53) Btupt, xq “ B
2
xxupt, xq ` upt, xq

3,
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starting from

u0pxq “
1

2
sin

´ π

100
x`

π

2

¯

,

for t P p0, T q with T “ 1.0. We use classical finite differences in space with 214 points.
We compare two linearly implicit methods (with uniform (Example 7.2) or Gauss points
(Example 7.1), the eigenvalues of the matrix D being ˘1

2 in both cases) with the classical
methods of Crank-Nicolson and Strang splitting. A reference solution is computed with a
classical Runge–Kutta method of order 10 with a small time step. For the initialization of the
linearly implicit methods, we use one step of Strang splitting starting from u0 over r0, c1hs,
r0, c2hs and r0, hs and then run the method (see Section 5.1). Numerical results are displayed
in Figure 7.

´2.6´2.4´2.2 ´2 ´1.8´1.6´1.4´1.2

´8

´6

´4

time step h (ln10 scale)

fi
n
al

er
ro

r
(l

n
1
0

sc
a
le

)

LI UP C-N
Strang LI GP

´9 ´8 ´7 ´6 ´5 ´4 ´3

´1

´0.5

0

0.5

1

final error (ln10 scale)

C
P

U
ti

m
e

(l
n

1
0

sc
al

e)

LI UP C-N
Strang LI GP

Figure 7. Comparison for 214 points of methods of order 2 applied to the
NLH equation (53) over p´50, 50q with Dirichlet boundary conditions. On the
left panel, final numerical error as a function of the time step (logarithmic
scales); on the right panel, CPU time (in seconds) as a function of the final
numerical error (logarithmic scales).

The underlying Runge–Kutta methods of both linearly implicit methods are Â-stable and
the eignevalues of their matrix D belong to the open unit disc. Therefore, Theorem 3.1
ensures that they converge with order (at least) 2. The numerical experiment described above
demonstrates numerically that both methods have order 2. For this numerical example, the
Strang splitting appears to be the most precise and the most efficient of all four methods.
The two linearly implicit methods have an efficiency which is comparable to that of the
Crank–Nicolson method.

6. Conclusion and future works

This paper extends the analysis of high order linearly implicit methods developped for
ODEs in [21] to the numerical integration of evolution semilinear PDEs. It introduces several
notions of stability for the underlying collocation Runge–Kutta method, the analysis of which
is carried out in the compagnon paper [22]. Assuming these stability conditions as well as
additional stability conditions for the extra variables, the main result of this paper states that
linearly implicit methode with s stages have order at least s (Theorem 3.1).
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The necessity of all the stability conditions is illustrated numerically. Numerical experi-
ments for the NLS and NLH equations illustrate the efficiency of the linearly implicit methods
in dimensions 1 and 2 when compared with classical methods from the litterature. In par-
ticular one obtains better performance for high order linearly implicit methods in dimension
2.

More extensive numerical experiments will be carried out in a forthcoming paper.

7. Appendix

7.1. Proof of Proposition 3.5. This section is devoted to the proof of the estimates of
Propositions 3.3, 3.4, 3.5 and 3.6. For the sake of brevity, we only write the proof of Proposi-
tion 3.5 in the case of the torus. The proof of the three other propositions can be derived using
the same technique: that of 3.6 is the very same, with a different localization of the spectrum
of L, and that of 3.3 and 3.4 has to be adapted for isomophisms that are not endomorphisms.
That technique has to be adapted for other continuous cases, for example when L “ ∆ or
L “ i∆ on Rd, but the spirit is the same.

Proof. Let us consider the case of the torus Ω “ pR{Zqd, with the Laplace operator L “ ∆.
Let σ ą 0 and h ą 0 be fixed. Since L is an unbounded operator from Hσ to itself, with
domain Hσ`2, and is selfadjoint over Hσ, we have

Hσ “
à

λPSppLq

KerpL´ λIdHσq.

Defining for λ P SppLq, Vλ as pKerpL´ λIdHσqq
s, we infer

(54) pHσq
s
“

à

λPSppLq

Vλ.

Observe that, for all λ P SppLq, Vλ is stable by A b L. Moreover, for all λ P SppLq and
pv1, ¨ ¨ ¨ , vsq P Vλ, we have

(55) pAb Lq

¨

˚

˝

v1
...
vs

˛

‹

‚

“ λA

¨

˚

˝

v1
...
vs

˛

‹

‚

.

Observe that SppLq Ă p´8, 0s. Let λ P SppLq be fixed. We have hλ P C´. In particular,
with the hypothesis that the method defining A is ASI-stable (see Definition 3.2), the matrix
pI´hλAq is invertible. This, together with (55), implies that pIdpHσqs´hAbLq|Vλ is invertible
from Vλ to itself. Moreover, using the norm defined in (13), we have

›

›

›

›

”

`

IdpHσqs ´ hAb L
˘

|Vλ

ı´1
›

›

›

›

pHσqsÑpHσqs

“
›

›pI ´ hλAq´1
›

›

2
,

where the norm in the right-hand side is the usual hermitian norm on Cs. Since this holds
for all λ P SppLq and the spaces Vλ are pairwise orthogonal, we can use (54) to derive that
that pIdpHσqs ´ hλAb Lq is invertible from pHσqs to itself, with

›

›

›

`

IdpHσqs ´ hAb L
˘´1

›

›

›

pHσqsÑpHσqs
ď sup

λPSppLq

›

›pI ´ hλAq´1
›

›

2
.

The hypothesis that the method defining A is ASI-stable ensures that the right-hand side of
the inequality above is bounded independantly of h ą 0. This concludes the proof. �
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7.2. Two technical lemmas.

Lemma 7.1. Let D P MspCq. We denote by ρpDq the spectral radius of the matrix D and
by | ¨ |2 the usual hermitian norm on Cs. For all ε ą 0, there exists an invertible matrix P
such that

(56) @x P Cs, |PDP´1x|2 ď pρpDq ` εq |x|2.

Proof. Let D and ε as in the hypotheses. Using for example the Jordan reduction theorem
for the matrix D, there exists an invertible matrix U P MspCq such that UDU´1 is upper
triangular. The coefficients on the diagonal of UDU´1 are therefore the complex eigenval-
ues λ1, . . . , λs of D. After conjugation by the diagonal matrix Mδ with diagonal elements
1, δ, ¨ ¨ ¨ , δs´1 for δ P p0, 1q, we obtain

MδUDpMδUq
´1 “

¨

˚

˚

˚

˚

˚

˝

λ1 δt1,2 δ2t1,3 . . . δs´1t1,s
0 λ2 δt2,1 . . . δs´2t2,s
...

. . .
. . .

. . .
...

0
. . . λs´1 δts´1,s

0 . . . . . . 0 λs

˛

‹

‹

‹

‹

‹

‚

,

where the coefficients pti,jq are that of the upper triangular part of UDU´1. For all vector
u P Cs with |u|2 ď 1, we infer

|MδUDpMδUq
´1u|22

“

s
ÿ

k“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

λkuk ` δ
s
ÿ

j“k`1

δj´k´1tk,juj

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

“

s
ÿ

k“1

»

–|λkuk|
2 ` 2δ<

¨

˝λkuk

s
ÿ

j“k`1

δj´k´1tk,juj

˛

‚` δ2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

s
ÿ

j“k`1

δj´k´1tk,juj

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2fi

fl

ď

s
ÿ

k“1

ρpDq2|uk|
2 ` 2δ

s
ÿ

k“1

ρpDq|u|8

s
ÿ

j“k`1

δj´k´1|tk,j ||uj | ` δ
2

s
ÿ

k“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

s
ÿ

j“k`1

δj´k´1|tk,j ||uj |

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

ď ρpDq2 ` 2CδρpDqs|u|1 ` δ
2C2s|u|21,

where C denotes the maximum of the moduli of the pti,jqiăj and we have used the fact that
|u|8 ď |u|2 ď 1. Since we have |u|1 ď

?
s|u|2 ď

?
s, we infer finally that

|MδUDpMδUq
´1u|22 ď ρpDq2 ` 2Cs3{2δρpDq ` C2δ2s2.

Chosing δ P p0, 1q small enough to ensure that δ
`

2Cs3{2ρpDq ` C2δs2
˘

ď ε2, we infer that
for all u P Cs with |u|2 ď 1,

|MδUDpMδUq
´1u|2 ď

a

ρpDq2 ` ε2 ď ρpDq ` ε.

This implies (56) with P “MδU by homogeneity. �

Lemma 7.2. Let D PMspCq. We denote by ρpDq the spectral radius of the matrix D. For
all ε ą 0, there exists a norm | ¨ |D on Cs such that

(57) @x P Cs, |Dx|D ď pρpDq ` εq |x|D.
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In particular, for the norm ~ ¨ ~D on MspCq induced by | ¨ |D, we have

~D~D ď ρpDq ` ε.

Proof. One obtains the result by setting for all x P Cs, |x|D “ |Px|2 with the notations of
Lemma 7.1. �

7.3. Underlying collocation Runge–Kutta methods used for numerical examples.
This section is devoted to introducing the collocation Runge–Kutta methods used for nu-
merical examples. Details on the stability properties (see Definition 3.2) can be found in
[22].

Example 7.1 (Collocation Runge–Kutta method with s “ 2 Gauss points). For s “ 2 Gauss
points the method reads,

(58)

1
2 ´

?
3

6
1
4

1
4 ´

?
3

6
1
2 `

?
3

6
1
4 `

?
3

6 1{4
1
2

1
2

,

It is Â-stable (see [22]).

Example 7.2 (Trapezoidal rule with s “ 2 stages). The Runge–Kutta collocation method
with s “ 2 and pc1, c2q “ p0, 1q reads

0 0 0

1 1
2

1
2

1
2

1
2

.

It is Â-stable (see [22]).

Example 7.3 (Collocation Runge–Kutta method with s “ 2 stages not A nor I stable). The
Butcher tableau of the Runge–Kutta collocation method with s “ 2 and pc1, c2q “ p1{4, 1{3q
reads

1
4

5
8 ´3

8

1
3

2
3 ´1

3

´2 3

.

It is neither A-stable nor I-stable (see [22]).

Example 7.4 (Lobatto collocation method with s “ 4 uniform points). The Butcher tableau
of the Range-Kutta collocation method with s “ 4 and pc1, c2, c3, c4q “ p0,

1
3 ,

2
3 , 1q reads:

0 0 0 0 0

1{3 1{8 19{72 ´5{72 1{72

2{3 1{9 4{9 1{9 0

1 1{8 3{8 3{8 1{8

1{8 3{8 3{8 1{8

.

This method is Â-stable (see [22]).
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Example 7.5 (Collocation Runge–Kutta method with s “ 5 stages which is A, AS but not
ASI stable). We consider the 5-stages Runge–Kutta collocation method defined by its Butcher
tableau

1
4

3259
1440 ´1421

720 ´
21
?

7
64

163
120 ´1421

720 `
21
?

7
64

829
1440

1
2 ´

?
7

14

κ2´p281
?

7`1120q
15435 ´343

180 ´
107

?
7

315

κ2´p106
?

7`455q
10290 ´

κ2´p97
?

7`770q
17640

κ2´p71
?

7`280q
15435

1
2

203
90 ´343

180 ´
7
?

7
24

22
15 ´343

180 `
7
?

7
24

53
90

1
2 `

?
7

14 ´
κ2`p281

?
7´1120q

15435

κ2`p97
?

7´770q
17640 ´

κ2`p106
?

7´455q
10290 ´343

180 `
107

?
7

315 ´
κ2`p71

?
7´280q

15435
3
4

363
160 ´147

80 ´
21
?

7
64

63
40 ´147

80 `
21
?

7
64

93
160

128
45

´343
90

44
15

´343
90

128
45

,

where κ˘ “ 7 ˘
?

7. This method is A-stable, AS-stable, yet not ASI-stable (see [22]). For
the linearly implicit method, we choose λi “ i{6 for i P t1, ¨ ¨ ¨ , 5u. Therefore, we have

Θ “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

–

1153

1944
`

3707 c1
1944

`
3283 pc1 ´ 1q2

7776
`

61 pc1 ´ 1q3

1944
`

5 pc1 ´ 1q4

7776
1153

1944
`

3707 c2
1944

`
3283 pc2 ´ 1q2

7776
`

61 pc2 ´ 1q3

1944
`

5 pc2 ´ 1q4

7776
1153

1944
`

3707 c3
1944

`
3283 pc3 ´ 1q2

7776
`

61 pc3 ´ 1q3

1944
`

5 pc3 ´ 1q4

7776
1153

1944
`

3707 c4
1944

`
3283 pc4 ´ 1q2

7776
`

61 pc4 ´ 1q3

1944
`

5 pc4 ´ 1q4

7776
1153

1944
`

3707 c5
1944

`
3283 pc5 ´ 1q2

7776
`

61 pc5 ´ 1q3

1944
`

5 pc5 ´ 1q4

7776

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

Example 7.6 (Collocation Runge–Kutta with s “ 5 stages which is I but not A stable). We
consider the 5-stages Runge–Kutta collocation method defined by its Butcher tableau

1
4

4453
2400 ´4347

1600
221
120 ´1917

1600
1123
2400

1
3

3824
2025 ´133

50
742
405 ´179

150
944
2025

1
2

281
150 ´513

200
29
15 ´243

200
71
150

2
3

3808
2025 ´194

75
824
405 ´28

25
928
2025

3
4

1503
800 ´4131

1600
81
40 ´1701

1600
393
800

176
75 ´189

50
58
15 ´189

50
176
75

.

This method is I-stable but not A-stable (see [22]).
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[30] Hervé Ledret. Numerical approximation of PDEs, 2011-2012. https://www.ljll.math.upmc.fr/ledret/
M1ApproxPDE.html.

[31] C. Lubich. On splitting methods for Schrödinger-Poisson and cubic nonlinear Schrödinger equations. Math.
Comp., 77(264):2141–2153, 2008.

[32] C. Lubich and A. Ostermann. Linearly implicit time discretization of non-linear parabolic equations. IMA
Journal of Numerical Analysis, 15(4):555–583, 10 1995.

[33] Y. Saad. Iterative Methods for Sparse Linear Systems. Society for Industrial and Applied Mathematics,
second edition, 2003.

[34] J. Shen and J. Xu. Convergence and error analysis for the scalar auxiliary variable (sav) schemes to
gradient flows. SIAM Journal on Numerical Analysis, 56(5):2895–2912, 2018.

[35] J. A. C. Weideman and B. M. Herbst. Split-step methods for the solution of the nonlinear schrodinger
equation. SIAM Journal on Numerical Analysis, 23(3):485–507, 1986.

(G. Dujardin) Univ. Lille, Inria, CNRS, UMR 8524 - Laboratoire Paul Painlevé F-59000
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