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#### Abstract

In this paper, we consider the problem of distributing the tiles of a dense matrix onto a set of homogeneous nodes. We consider both the case of non-symmetric ( LU ) and symmetric (Cholesky) factorizations. The efficiency of the well-known 2D Block-Cyclic (2DBC) distribution degrades significantly if the number of nodes $P$ cannot be written as the product of two close numbers. Similarly, the recently introduced Symmetric Block Cyclic (SBC) distribution is only valid for specific values of $P$. In both contexts, we propose generalizations of these distributions to adapt them to any number of nodes. We show that this provides improvements to existing schemes (2DBC and SBC) both in theory and in practice, using the flexibility and ease of programming induced by task-based runtime systems like Chameleon and StarPU.


Index Terms-Dense Linear Algebra, LU factorization, Cholesky Factorization, Task-based Runtime Systems, Data Distribution Schemes

## I. Introduction

We consider the problem of allocating a dense matrix to a set of homogeneous compute nodes to perform linear algebra kernels such as LU and Cholesky factorizations. We assume in the following that the matrix is split into regular tiles (or blocks) having all the same size and that these tiles are allocated to nodes. In the case of 2D distributions, we generally use the owner compute rule, which assigns all updates to the node in charge of the associated tile. The goal is then to find a distribution that (i) is load balanced, i.e., in which the amount of work associated with each node is approximately equal over the factorization, and (ii) minimizes the data exchanges induced by the distribution.

In recent years, a lot of work has been done to understand how to distribute a matrix over a set of heterogeneous computational resources, which is a challenging problem. Optimal solutions for a small number of resources have been found, several sophisticated approximation algorithms have been developed, and efficient low cost heuristics for the larger cases have been proposed. The dual problem, in which the matrix induces heterogeneous costs, for example because it is given in Block Low Rank (BLR) form with a compression level that depends on the numerical properties of the block
itself, have also been proposed, in the sparse as well as in the dense case. A review of previous work and existing techniques for those use cases, either heterogeneous resources or workload, is presented in Section II-B

The most simple problem of allocating a dense matrix on a homogeneous set of nodes has not received much attention in the last few years, probably because the 2DBC (2-Dimensional Block Cyclic) distribution seems to provide an efficient, simple and easy to implement solution in regular algorithms implemented using MPI and collective communications. The 2DBC pattern has indeed several qualities, especially when there are $P=r^{2}$ resources: (i) it is perfectly balanced since each node appears exactly once, (ii) it allows to minimize the communications since in each row and each column, exactly $\sqrt{P}$ nodes appear, which is optimal (see Section II-A for a survey on the bounds) and (iii) finally, it is a small pattern, the smallest in which each node appears, which makes it a good candidate for matrices with few blocks and problems in which the size of the trailing matrix decreases over time, such as in LU and Cholesky factorizations.

A first challenge to 2 DBC was brought by the development of 3D and 2.5D algorithms [1], [2]. These algorithms are based on a 3D representation of dense linear algebra algorithms whose complexity is in $O\left(N^{3}\right)$ where $N$ is the size of the matrix (products, dense factorizations). It has been shown that it is possible to generate a smaller communication volume while keeping perfect load balancing, using 3D distribution schemes more complex than 2 DBC . In general, this minimization of communications induces an increase in memory consumption by requiring a replication of some data on several nodes. Nevertheless, the 3D and 2.5D solutions are slice-based and in each slice, a 2DBC distribution is used.

A second challenge to 2 DBC has recently been brought in the case of symmetric problems, such as the multiplication of symmetric matrices (SYRK) or the Cholesky factorization (see Section II-A. In this context, it has been shown that it is possible to design specialized data distribution schemes such as SBC [3] (Symmetric Block Cyclic distribution) which generate strictly less communication than 2DBC, even among

2D data distributions. These communication schemes are typically based on a cyclic distribution, but with a larger pattern in which each node can appear several times.

In addition, the development of task based approaches, available in OpenMP (through the task directive and the depend clause) and in runtime systems like StarPU [4], OmpSs [5] or PaRSEC [6], provides significant simplification of the implementation of linear algebra kernels, even in the context of very irregular distributions. Indeed, in practice, it is enough to specify which node is in charge of which tile. From this information, communications are automatically managed by the runtime, with general purpose strategies to overlap as much as possible communications with computations. Thus, it has been demonstrated [3] that significant increased performance can be obtained when using complex data allocation patterns, compared to those obtained with 2DBC, without significant effort for the implementation. Moreover, the use of the runtime allows to avoid synchronizations between the different steps of a LU or Cholesky factorization, and thus allows to obtain much better performance than MPI-based codes that are usually more synchronized due to implementation issues. Details about the task-based execution model and the runtime system, StarPU, used in this work are provided in Section II-C

In this paper, we are interested in another limitation of classical block cyclic distribution, which is shared by 2 DBC and SBC and which is related to the number of nodes used to carry out a computation. As mentioned above, the 2DBC grid produced for $P=r^{2}$ nodes has many qualities (load balancing, communication minimization, pattern size). The situation is more complex when for example 23 nodes are available. A $23 \times 1$ grid is very unbalanced and the communications on the rows requires sending messages to 22 other nodes. A classical solution is to use 22 nodes instead (in a $11 \times 2$ grid which is still unbalanced) or 21 ( $7 \times 3$ grid, which is better) or even only 20 ( $5 \times 4$ grid). We provide on Figure 1 performance results obtained with the Chameleon library [7], built on top of the StarPU runtime system [4], for the LU factorization. These results show that as expected, the performance per node (Figure 1) increases when the pattern becomes closer to a square. However, these performance gains per node are limited by the fact that fewer nodes are used, so that all these solutions obtain similar results in terms of time to solution, or equivalently, total performance, as shown on Figure 1 In practice, being able to run a factorization on any number of nodes is of great practical interest. Indeed, for example, the platform on which we are doing our experiments contains 44 nodes each with 36 Intel Xeon Skylake Gold 6240 cores. Given already present reservations, it is common that the number of available nodes is not of the form $P=r^{2}$. In general, in this case, users reserve fewer nodes than are actually available, as in the example above, but in the form $P=r \times c$ where $r$ and $c$ are of the same order of magnitude. In the following, we show that it is possible to use any number of nodes without sacrificing on the efficiency per node.

The goal of this paper is to build distribution patterns that


Fig. 1: Sample results for LU factorization of matrix $A$ of size $m \times m, m=50,000$ to 200,000 , distributed using 2DBC with different pattern shapes.
can be used on an arbitrary number of nodes, while keeping good properties in terms of communications. Our approach is to build larger patterns, in which each node may appear several times. This allows us to explore a larger solution space than plain 2 DBC , and we propose several new solutions, in both the non-symmetric and symmetric contexts.
We first study the non-symmetric case, where we propose a systematic way to construct, for all possible values of $P$, a perfectly balanced pattern of size $b(b-1) \times P$, where $b=$ $\lceil(P /\lceil\sqrt{( } P)\rceil)\rceil$ (so that $b(b-1)$ is of order $P$ ), in which $[\sqrt{P}]$ nodes appear in each row and in each column. This pattern is therefore optimal in terms of load balancing (each node appears exactly $P-1$ times in the pattern) and in terms of communications (any pattern on $P$ nodes require at least $[\sqrt{P}]$ nodes per row and per column). The pattern is larger in general than the 2DBC pattern, but it is valid for all values of $P$.

We then consider the case of distributions tailored to symmetric problems. The SBC distribution (Symmetric Block Cyclic) was introduced recently [3]. It is valid for specific values of $P$, of the form either $a^{2} / 2$ for an even integer $a$, or $a(a-1) / 2$ for any integer $a$. SBC induces a communication volume lower by a factor of $\sqrt{2}$ than 2DBC, but however remains within a factor of $\sqrt{2}$ of the lower bound [8]. In this paper, we propose an extension of this symmetric distribution to all possible values of $P$. Unlike for the non-symmetric case, we failed to build an elegant, optimal and valid distribution scheme for all $P$. Instead, we propose GCR\&M, a greedybased heuristic that builds an efficient pattern for a given $P$ and a pattern size $S \times S$. The solutions found are not optimal, but yield better performance than SBC on average, with the additional benefit that GCR\&M is able to provide solutions for all values of $P$.

The rest of this paper is organized as follows. In Section $\Pi$ we survey the literature on lower bounds on communications induced by different linear algebra kernels, on task based runtime systems and on data distributions in the dense case and the sparse case, with homogeneous or heterogeneous
resources. In Section III we introduce the model and notations used to evaluate the quality of data distributions and guide the design of more efficient ones, regarding total running time. In Section IV, we show how to build, in the nonsymmetric case, a generic data distribution scheme that is valid for any number of nodes, while providing an optimal overall communication volume. An experimental evaluation using the Chameleon library shows that the theoretical reduction of the volume of communications induced by our distributions actually translates into a reduction of the execution time of the factorization operation. In Section $V$, we consider the symmetric case, and we propose an algorithm that, despite not being optimal, allows us to build efficient distribution schemes for any number of nodes. Finally, we provide concluding remarks in Section VI.

## II. RELATED WORK

## A. Lower Bounds on Communications

Research work regarding theoretical communication lower bounds for linear algebra operations deals both with the twolevels memory setting, where the machine considered features one fast and limited memory of size $M$ and one slow unlimited memory, and the parallel setting. All bounds obtained for sequential schedule in the first setting can then be extended to the parallel case assuming that data is fairly distributed among all nodes, i.e. $M=\mathcal{O}\left(\frac{m^{2}}{P}\right)$ for a matrix of size $m \times m$.

The first results on communications lower bound were obtained for classical matrix multiplication, $C=A \cdot B$, by Hong and Kung in [9] in the two-levels memory setting: the volume of communications between the two levels of memory is $\Omega\left(\frac{m n k}{\sqrt{M}}\right)$ where matrices $A, B$ and $C$ are of respective size $m \times k, k \times n, m \times n$. This result was extended to the parallel case by Irony et al. [10]: assuming a fair distribution of data among nodes, the minimum volume of communications per node to perform matrix multiplication is $\Omega\left(\frac{m^{2}}{\sqrt{P}}\right)$. They proved that, under the same assumption, using the 2 DBC distribution and the owner computes rule, as implemented in the ScaLAPACK library [11], is asymptotically optimal. Furthermore, the volume of communication per node is actually minimum, equals to $\frac{2 m^{2}}{\sqrt{P}}$, if $P$ is a perfect square. The results regarding the lower bounds were then extended to Cholesky factorization in [12] and later to almost all direct linear algebra applications in both dense and sparse case in [13]: for such operations, the minimum volume of communication required is $\Omega\left(\frac{\text { \# arithmetic operations }}{\sqrt{M}}\right)$.

More recent approaches manage to provide an explicit coefficient for the dominant term of lower bound formulas. In [14] Olivry et al. develop a tool called IOLB, that performs automatic DAG analysis to derive lower bounds on communications. It improves bounds for several kernels in the twolevels memory setting:

- $\frac{m n k}{\sqrt{M}}$ for GEMM operation $(C=A \cdot B$ with $A m \times k$ and $B k \times n$ )
- $\frac{1}{2} \frac{m^{2} n}{\sqrt{M}}$ for SYRK operation $\left(C=A \cdot A^{T}\right.$ with $A m \times n$ )
- $\frac{1}{3} \frac{m^{3}}{\sqrt{M}}$ for LU factorization ( $A=L \cdot U$ with $A m \times m$ )
- $\frac{1}{6} \frac{m^{3}}{\sqrt{M}}$ for Cholesky factorization $\left(A=L \cdot L^{T}\right.$ with $A$ $m \times m$ )
Another work from Kwasniewski et al. [2] use explicit enumeration of data reuse to derive an improved bound for LU factorization: it requires at least $\frac{2}{3} \frac{m^{3}}{\sqrt{M}}$ communications for a matrix of size $m \times m$. They also present a parallel algorithm, COnfLUX, based on 2DBC distribution. Under the assumption of fair distribution of data among nodes, this algorithm is optimal: it generates no more than $\frac{m^{2}}{\sqrt{P}}+\mathcal{O}\left(\frac{m^{2}}{P}\right)$ communications per node.

Regarding symmetric kernels, improved bounds for the twolevels memory setting are presented in [8]: the authors show that SYRK operation requires at least $\frac{1}{\sqrt{2}} \frac{m^{2} n}{\sqrt{M}}$ and Cholesky $\frac{1}{3 \sqrt{2}} \frac{m^{3}}{\sqrt{M}}$. Sequential algorithms matching those bound are also presented. In the parallel setting, an improved distribution based on the same ideas called SBC is developed in [3] which take advantage of the symmetry of the input to reduces the communications. This cyclic distribution ensures a good load balancing and is shown to outperform the 2DBC distribution for Cholesky factorization and SYRK operation. However it does not match the communication lower bounds and is only available for specific values of the number of nodes: $P=\frac{r^{2}}{2}$ or $P=\frac{r(r-1)}{2}$.

Simultaneous development was carried out to deal with the case where extra memory is available. Then multiple replications of the input matrix can be used. The 3D version of 2DBC distribution has been proven optimal regarding communications for matrix multiplications in [10]. In [15] Solomonik et al. detail the continuum between 2D and 3D distributions and present 2.5D algorithms for matrix multiplication and LU factorization, both based on replicated 2DBC distributions, that are asymptotically optimal. COnfLUX and COnfCHOX [2] can also make use of data replication and be extended to 2.5 D versions.

## B. Heterogeneous Resources

The problem of designing alternative placement strategies has been considered in the case of heterogeneous resources. In this framework, in the most general situation, we are given $P$ resources of relative speeds $v_{1}, \ldots, v_{P}$ and the goal is to allocate tiles to these different resources in a way that balances the load (each node receives a number of tiles proportional to its speed) and minimizes the volume of communications.

To minimize communications in the context of matrix product, the original matrix is partitioned into $P$ rectangles, whose areas are proportional to the relative speeds of processors, and such that the sum of all rectangle perimeters is minimal. Indeed, using Cannon-type algorithms for multiplying matrices, the volume of data exchanged by a node at each step is proportional to its perimeter. This approach was initially proposed in [16] and [17]. It led to developments in two orthogonal directions, one concerned with solving the optimal problem for a small number of resources [18]-[20] and the other concerned with the design of approximation
algorithms [21]-[23]. A survey on the results obtained with these different approaches has been proposed in [24].

Nevertheless, partitioning algorithms focus on the case of the product of matrices and do not consider symmetric problems and factorizations. Moreover, because of the additional difficulty introduced by heterogeneity, they usually have to rely on approximation algorithms that perform worse in the homogeneous case than 2DBC distributions.

A very similar problem arises when trying to balance heterogeneous workloads among identical resources. Such situations occur when considering compressed or sparse matrices. In those case, the 2 DBC distribution is again the de facto standard although several improvements are actively developed to overcome its limitations regarding load balancing. Those solutions are based on alternative distributions [25], making use of mixed-precision arithemtic [26] or data sparsity [27].

## C. Task-based Execution Model

To perform linear algebra operations in a parallel and distributed way, several recent libraries rely on the task-based execution model, provided by OpenMP (through the task directive and the depend clause) and by runtime systems such as StarPU [4], OmpSs [5] or PaRSEC [6]. In this model, the application is responsible for allocating the computations while the management of data and task dependencies during the execution is delegated to a dedicated runtime system. This provides a high level of abstraction to the end user and flexibility to the libraries developed according to this model. At the platform level, only the distribution of data among nodes must be provided. This allows to easily implement any data distribution, as irregular as it may be. Besides, during the execution, it removes the need of synchronizations used to ensure the correctness of the algorithm. This allows a better overlap of inter-node communications with computations and results in higher performance.

In this paper, we use the Chameleon [7] linear algebra library which provides tiled implementations of many classical dense operations, including LU and Cholesky factorizations. Chameleon follows the task-based execution model: the computations are abstracted as a Directed Acyclic Graph (DAG) of tasks whose dependencies are handled automatically by the underlying runtime system. The distribution of tasks to nodes follows the owner computes rule, i.e. each node performs all the tasks modifying the tiles it owns. For a given data distribution, when performing an operation, the Chameleon library submits the corresponding tasks to the runtime system along with the access mode (read and/or write) associated to each input and output tile. From this description of data dependencies, the runtime system then infers task dependencies and the necessary inter-node communications. Though it can be backed by several runtime systems, we use the Chameleon library in combination with StarPU. At the level of one node, Chameleon and StarPU apply dynamic scheduling strategies to distribute the tasks among workers, and are thus able to manage heterogeneous ressources (CPU
cores and GPUs). Each elementary task assigned to a node is performed sequentially by a worker (a CPU core or a GPU).

The current implementation of Chameleon library does not make use of complex collective communication schemes: each inter-node communication uses a point-to-point MPI communication operation, i.e. each tile is sent to its destination as a separate message. Hence, the total number of messages is proportional to the communication volume. Besides, as computations and communications take place asynchronously, the latency is overlapped with computations. Therefore, we use the volume of communication rather than the total number of messages as the value of interest when analyzing data distributions.

## III. Model and Notations

In this work, we design unusual and irregular distribution patterns, with the goal to build patterns that reduce the communication volume for LU and Cholesky factorizations. In this section, we analyze the communication volume induced by an arbitrary pattern when replicated onto the entire matrix to define a communication cost metric for an arbitrary pattern.

Let us assume that a $m \times m$ matrix $A$ is distributed by following a pattern $\mathcal{G}$, of dimension $r \times c$. To avoid any ambiguity, we use tile to denote a position in the matrix, and cell to denote a position in a pattern. A pattern completely defines the data distribution of the matrix: for all $(i, j) \in\{1, \ldots, m\}^{2}$, the tile at position $(i, j)$ is owned by the node which is present in the cell $(i \bmod r, j \bmod c)$ in $\mathcal{G}$. Then the set of nodes in a row or column of $A$ is the same as the set of nodes in the corresponding row or column of $\mathcal{G}$.

## A. Case of $L U$ factorization

To complete the analysis, we denote by (i) $x_{i}$ the number of different nodes on row $1 \leq i \leq r$ and by (ii) $y_{j}$ the number of different nodes on column $1 \leq j \leq c$.

First, let us analyze the communications scheme in the case of the LU factorization $A=L \cdot U$ where $A$ is $m \times m$ and $L$ and $U$ are respectively lower and upper triangular matrices. We assume that $A$ is distributed according to a cyclic distribution using $P$ nodes. Its values are overwritten by $L$ and $U$ during the operation. An illustration with a 2 DBC distribution with $m=12$ and $P=6$ is depicted on the left of Figure 2. The replicated pattern is of size $r \times c$, with $(r, c)=(2,3)$.

Let us analyze the data dependencies during iteration $\ell$ of the right looking variant of the algorithm: the factorized tile $(\ell, \ell)$ is needed to perform solve operations (TRSM) on all tiles on column $\ell$ and row $\ell$; then the update operation (GEMM) on tile $(i, j)$ with $(i, j) \in\{\ell+1, \ldots, m\}^{2}$ requires both tiles $(i, \ell)$ and $(\ell, i)$. With the owner computes rule, this means that each node owning a tile in column $\ell$ of $A$ sends it to all other nodes on the same row to the right, and each node owning a tile in row $\ell$ sends it to all other nodes on the same column below, as illustrated by the black zones on the left of Figure 2

There are $x_{i}$ different nodes on a row $i$ of the pattern (respectively $y_{j}$ on a column $j$ ) and one among them is the sender. Hence, for each replicated pattern, the volume
of communications generated is $\underbrace{\sum_{i=1}^{r} x_{i}-1}_{\text {row-wise }}+\underbrace{\sum_{j=1}^{c} y_{j}-1}_{\text {column-wise }}$. The pattern is replicated $\frac{m-\ell}{r}$ times vertically and $\frac{m-\ell}{c}$ times horizontally over the trailing submatrix of $A$. Assuming that $\ell \leqslant m-\max (r, c)$ at least one full pattern appears both vertically and horizontally. Therefore the total number of communications at iteration $\ell$ is $Q_{l}^{\mathrm{LU}}=(m-\ell)\left(\frac{1}{r} \sum_{i=1}^{r}\left(x_{i}-\right.\right.$ 1) $+\frac{1}{c} \sum_{j=1}^{c}\left(y_{j}-1\right)$ ). If we denote by $\bar{x}$ and $\bar{y}$ the average values of $x_{i}$ and $y_{j}$, so that $\bar{x}=\frac{1}{r} \sum_{i=1}^{r} x_{i}$, and the total volume of communication over the complete factorization is given by

$$
\begin{equation*}
Q^{\mathrm{LU}}(\mathcal{G})=\frac{m(m+1)}{2}(\bar{x}+\bar{y}-2) \tag{1}
\end{equation*}
$$

As soon as $\ell>m-\max (r, c)$, the trailing matrix of $A$ becomes smaller than a full pattern, either vertically or horizontally. If $\ell>m-r$, the term of the first sum in Equation 1 is not $x_{i}$ but the number of different nodes on row $i$ of the pattern allocated to the last $m-\ell$ columns of matrix $A$, which is smaller than $x_{i}$, and similarly if $\ell>m-c$ for $y_{j}$. Equation 1 therefore overestimates the row-wise communications for the last $c$ iterations, respectively columnwise communications for the last $r$ iterations, because the domains where elementary operations are performed shrinks as iterations progress. Besides, partial pattern replication may occur at the edges of the matrix if $m$ is not a multiple of $r$ (and/or $m$ is not a multiple of $c$ ) which would change one term of each sum in Equation 11 In either case, it modifies the non-dominant parts of the total communication estimate and can therefore be neglected.

## B. Case of Cholesky factorization

The case of Cholesky decomposition is depicted on the right of Figure 2 Since $A$ is symmetric, only half of it is needed; we assume that it is the lower triangular part. In this case, during iteration $\ell$, tiles of column $\ell$ are sent to all nodes along the same row to the right, and along the column with the same index. We denote such a set of tiles as a colrow:

Definition 1 (colrow): given a square pattern or a square matrix, we denote as colrow $i$ the union of the column $i$ and of the row $i$ of the pattern or matrix.

In addition, for a square pattern $\mathcal{G}$, we denote by $z_{i}$ the number of nodes belonging to colrow $i$ of $\mathcal{G}$.

In the case of Cholesky factorization, tiles are sent along a colrow instead of a row or a column. Furthermore, when the pattern $\mathcal{G}$ is square, a colrow of the matrix always corresponds to exactly one colrow of the pattern. If this is the case, the previous reasoning to compute the number of communications at a given iteration remains valid if applied with the number of different nodes in a colrow, i.e. $z_{i}$ for colrow $i$ of the pattern. The number of communications generated at a given iteration for this kernel is therefore given by

$$
\begin{equation*}
Q^{\mathrm{Chol}}(\mathcal{G})=\frac{m(m+1)}{2}(\bar{z}-1) \tag{2}
\end{equation*}
$$

The same restrictions apply as for LU factorization regarding domain shrinking and partial model replications.

## C. Communication cost metric

In both cases (Equations 1 and 2, neither the multiplicative factor $\frac{m(m+1)}{2}$ nor the additive -1 depend on the pattern. In the following, we thus aim at designing patterns $\mathcal{G}$ that minimize the following metric $T(\mathcal{G})$, which we call communication cost

$$
T(\mathcal{G})= \begin{cases}\bar{x}+\bar{y} & \text { for LU factorization } \\ \bar{z} & \text { for Cholesky factorization, if } r=c\end{cases}
$$

In addition, in order to enforce a good load balancing of the computations, we require that the patterns are balanced, i.e. that all nodes appear the same number of times in the pattern. Note that contrarily to the 2 DBC pattern, we allow a node to appear several times in the pattern.

## IV. GENERALIZED 2DBC

We introduce G-2DBC (for Generalized 2DBC), which extends the original 2DBC distribution to any number of nodes, maintaining the good properties in terms of communication volume of the square 2DBC distribution with $P=r^{2}$ nodes. First, we show in Section IV-A how to build the pattern. Then, in Section IV-B, we prove some properties associated with G-2DBC. We then provide a comparative evaluation of the cost of G-2DBC and 2DBC in terms of communication in Section IV-C Finally experimental results illustrating the performance of G-2DBC are presented in Section IV-D.

## A. Pattern Construction

In order to approximate a square pattern, we first build a quasi-square pattern with $P$ cells (if $\exists r, P=r^{2}$ ) or slightly more. We use the following definitions:

$$
a=\lceil\sqrt{P}\rceil, \quad b=\left\lceil\frac{P}{a}\right\rceil, \quad \text { and } c=a b-P
$$

By construction, we can first observe that $0 \leq c<a$. Indeed, $\frac{P}{a} \leq b<\frac{P}{a}+1$ so that $P \leq a b<P+a$ and $0 \leq c<a$. We can now define an incomplete $b \times a$ pattern $\mathcal{I P}$ which contains the elements from 1 to $P$ and whose $c$ elements of the last row are left undefined. An example for $P=10$ is given on the left of Figure 3

From $\mathcal{I P}$, we now build $b-1$ different $b \times a$ patterns $\mathcal{P}_{i}$, for $1 \leq i \leq b-1$. For a given $1 \leq i \leq b-1$, the pattern $\mathcal{P}_{i}$ is a copy of $\mathcal{I P}$, where the undefined elements are replaced with the last $c$ elements of row $i$ in $\mathcal{I P}$. These $c$ elements are thus present twice in $\mathcal{P}_{i}$.

Additionally, we also build a last pattern of size $b \times(a-c)$, denoted $\mathcal{L P}$, which consists of the $a-c$ first columns of $\mathcal{I P}$.

Finally, the complete G-2DBC pattern $\mathcal{P}$ has size $b(b-1) \times$ $P$, and is built as follows. The first $b$ rows of $\mathcal{P}$ contain $b-1$ copies of $\mathcal{P}_{1}$, followed by a copy of $\mathcal{L P}$. This leads to a total of $a *(b-1)+a-c=a b-c=P$ columns. The following rows of $\mathcal{P}$ are built in the same way, successively using copies of $\mathcal{P}_{2}, \ldots, \mathcal{P}_{b-1}$. The result pattern for $P=10$ can be seen on the right of Figure 3


Fig. 2: Communication scheme using 2 DBC distribution for $m=12$, using $P=6$ nodes laid out as a $2 \times 3$ pattern. Left: LU factorization; solid black rectangles highlight two tiles of $A$ sent by nodes 3 and 5 at iteration $\ell=3$ and the corresponding sets of receiver nodes. Right: Cholesky factorization; one tile of $A$ is sent by node 3 at iteration $\ell=3$ to receiver nodes in its colrow, as highlighted by the solid black shape. This communication scheme comes from the symmetry of $A$ as illustrated by the dashed black rectangle.


Fig. 3: Example of the G-2DBC pattern for $P=10$, thus $a=4, b=3$ and $c=2$. Left: incomplete pattern $\mathcal{I P}$. Right: full G-2DBC pattern.

## B. Pattern Properties

We first show that the pattern $\mathcal{P}$ is well balanced: each node appears exactly $b(b-1)$ times.

Lemma 1: In the G-2DBC pattern $\mathcal{P}$ defined above, each node is assigned to exactly $b(b-1)$ cells.
Proof: We distinguish the nodes in $\mathcal{L P}$ and the others.
(i) Nodes in $\mathcal{L P}$ appear exactly once in $\mathcal{L P}$ and in each of the patterns $\mathcal{P}_{i}$. Furthermore, the pattern $\mathcal{P}$ contains exactly $b-1$ copies of $\mathcal{L P}$ and $b-1$ copies of each $\mathcal{P}_{i}$. Hence, a node in $\mathcal{L P}$ appears $b(b-1)$ times $\mathcal{P}$.
(ii) Let us now consider a node that does not appear in $\mathcal{L P}$, and denote by $u$ its row in $\mathcal{I P}$. This node appears in exactly two cells of $\mathcal{P}_{u}$, and in exactly one cell in each $\mathcal{P}_{i}$ for $i \neq u$. Therefore, this node appears in exactly $2(b-1)+(b-2)(b-$ $1)=b(b-1)$ cells in $\mathcal{P}$.

Let us now analyze the communication cost $T(\mathcal{P})$ of this pattern. For this purpose, let us compute the number of
different nodes that appear in each row and each column of $\mathcal{P}$. By construction, in each row of $\mathcal{P}$, exactly $a$ different nodes are present, so that $\bar{x}=a$. In terms of columns, the situation differs depending on whether the column is part of $\mathcal{L P}$ or not. A column of $\mathcal{L P}$ contains exactly $b$ different nodes, there are $a-c$ such columns, and the complete pattern contains $b$ copies of each of these columns (one as a column of $\mathcal{L P}$, and $b-1$ as copies of the $\mathcal{P}_{i}$ ). A column not in $\mathcal{L P}$ contains $b-1$ different nodes, since the $c$ undefined cells of $\mathcal{I P}$ are filled with nodes already present in the column. There are $c$ such columns, and they are copied $b-1$ times in pattern $\mathcal{P}$.

In total, the pattern $\mathcal{P}$ has $P$ columns, so that the average number of nodes per column in $\mathcal{P}$ is

$$
\bar{y}=\frac{1}{P}(\overbrace{b \cdot(a-c) \cdot b}^{\text {columns in } \mathcal{L P}}+\overbrace{(b-1) \cdot c \cdot(b-1)}^{\text {columns not in } \mathcal{L P}}) .
$$

We can thus provide a bound on the total cost of the G2DBC pattern.

Lemma 2: For any $P$, the Generalized 2DBC pattern $\mathcal{P}$ with $P$ nodes has a total cost $T(\mathcal{P})$ bounded by $2 \sqrt{P}+\frac{2}{\sqrt{P}}$.

Proof: By definition, $T(\mathcal{P})=\bar{x}+\bar{y}$. The above considerations yield $\bar{x}=a$ and $\bar{y}=\frac{1}{P}\left(b^{2}(a-c)+(b-1)^{2} c\right)$. We start by
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Fig. 4: Total cost $T$ of G-2DBC and the best 2DBC for varying values of $P$.
bounding $\bar{y}$, using $a b-c=P$ :

$$
\begin{aligned}
\bar{y} & =\frac{b^{2} a-2 b c+c}{P} & & =\frac{b(a b-c)-c b+c}{P} \\
& =b\left(1-\frac{c}{P}\right)+\frac{c}{P} & & \text { we now replace } b=\frac{P+c}{a}: \\
& =\frac{(P+c)(P-c)}{a P}+\frac{c}{P} & & =\frac{P^{2}-c^{2}}{a P}+\frac{c}{P} \\
& \leqslant \frac{P}{a}+\frac{c}{P} . & &
\end{aligned}
$$

Let us write $a=\sqrt{P}+\mu$, where $0 \leq \mu<1$. Then,

$$
\begin{aligned}
& \frac{\mu^{2}}{a}=\frac{(a-\sqrt{P})^{2}}{a}=a-2 \sqrt{P}+\frac{P}{a}, \quad \text { hence } \\
& a+\frac{P}{a}=2 \sqrt{P}+\frac{\mu^{2}}{a}
\end{aligned}
$$

We can now bound $T(\mathcal{P})=\bar{x}+\bar{y} \leqslant a+\frac{P}{a}+\frac{c}{P}$ :

$$
\begin{aligned}
T(\mathcal{P}) & \leqslant 2 \sqrt{P}+\frac{\mu^{2}}{a}+\frac{c}{P} \\
& \leqslant 2 \sqrt{P}+\frac{2}{\sqrt{P}}
\end{aligned}
$$

The last inequality holds because $\mu<1, a \geq \sqrt{P}$, and $c \leq$ $a-1 \leq \sqrt{P}$.

As a comparison, the square 2 DBC pattern for $P=p^{2}$ obtains a cost exactly equal to $2 \sqrt{P}$. In addition, we can remark that if $c=0$ (i.e. if $P=p^{2}$ or if $P=p(p+1)$ ), the G-2DBC pattern reduces to the standard 2DBC pattern.

## C. Evaluation of G-2DBC

We provide on Figure 4 a representation of the $\operatorname{cost} T(\mathcal{P})$ of the G-2DBC pattern, compared to the standard 2DBC pattern. For each value of $P$, we display the cost of the best available

| $P$ | 2DBC |  | G-2DBC |  |
| :---: | :---: | :---: | :---: | :---: |
|  | dim. | $T$ | dim. | $T$ |
| 16 | $4 \times 4$ | 8 |  |  |
| 20 | $5 \times 4$ | 9 |  |  |
| 21 | $7 \times 3$ | 10 |  |  |
| 22 | $11 \times 2$ | 13 |  |  |
| 23 | $23 \times 1$ | 23 | $20 \times 23$ | 9.261 |
| 30 | $6 \times 5$ | 11 |  |  |
| 31 | $31 \times 1$ | 31 | $30 \times 31$ | 11.194 |
| 35 | $7 \times 5$ | 12 | $30 \times 35$ | 11.857 |
| 36 | $6 \times 6$ | 12 |  |  |
| 39 | $13 \times 3$ | 16 | $30 \times 39$ | 12.615 |

(a) LU factorization

| $P$ | SBC |  | GCR\&M |  |
| :---: | :---: | :---: | :---: | :---: |
|  | dim. | $T$ | dim. | $T$ |
| 21 | $7 \times 7$ | 6 |  |  |
| 23 |  |  | $22 \times 22$ | 6.045 |
| 28 | $8 \times 8$ | 7 |  |  |
| 31 |  |  | $31 \times 31$ | 7.065 |
| 32 | $8 \times 8$ | 8 |  |  |
| 35 |  |  | $15 \times 15$ | 7.4 |
| 36 | $9 \times 9$ | 8 |  |  |
| 39 |  |  | $27 \times 27$ | 7.926 |

(b) Cholesky factorization

TABLE I: Dimensions and cost of the patterns used for the experimental evaluation. The rows highlighted in grey represent the experimental test cases.

2DBC pattern, using all possible ways to write $P$ as $P=r c$, and the cost of the corresponding G-2DBC pattern. As we can see, the cost of G-2DBC closely follows the $2 \sqrt{P}$ value, and allows to significantly improve the volume of communications over 2DBC for many values of $P$.

## D. Experimental Performance Evaluation of G-2DBC

We now present sample results of experiments to test out the connection between the patterns cost and the actual performance of the associated cyclic distribution. We perform LU factorization on four test cases, using $P=23,31,35$ and 39 nodes. Apart from the case $P=35$, they correspond to situations where there is no satisfying 2DBC pattern using all the resources: to limit the cost of communications, we must use a 2 DBC distribution with fewer nodes. On the other hand, for those situations, G-2DBC provides solutions using all the available nodes with a significantly lower communication cost.
For each case ( $P=23,31,35,39$ ), we compare the execution time with the G-2DBC distribution using all nodes and one or several 2DBC distributions using a reasonably similar number of nodes, smaller or equal to $P$. The dimensions and communication cost of the patterns used are detailed in Table Ia We observe the global and per-node performance in terms of GFlop/s. Figures 5 and 6 show the performance evolution according to the matrix size for the test cases $P=23$ and $P=39$. To illustrate the performance of both method in terms of strong scaling, sample results for all values of $P$ and a matrix of size $N=200,000$ can be seen on Figure 7 a.
This experiment was made with the Chameleon library version 1.1.0, backed by the StarPU runtime version 1.3.8. Chameleon relies on the Intel MKL 2020 implementation of BLAS routines and makes use of Open MPI version 4.0.3. In our experimental setting, we bound one MPI process per node.


Fig. 5: Results for LU factorization using a maximum of $P=$ 23 nodes.


Distribution $\rightarrow$ G-2DBC $(\mathrm{P}=39) \rightarrow 2 \mathrm{BBC} 13 \times 3(\mathrm{P}=39) \rightarrow 2 \mathrm{CBC} 6 \times 6(\mathrm{P}=36)$
Fig. 6: Results for LU factorization using a maximum of $P=$ 39 nodes.

One StarPU instance is also running on each node, and uses one core to perform the scheduling and another core to handle the MPI communications. All the operations are performed in double precision on a cluster of 44 nodes, each with 36 Intel Xeon Skylake Gold 6240 cores, for a total of 1512 cores. The nodes are connected with a $100 \mathrm{~Gb} / \mathrm{s}$ OmniPath network.

Experiments have been performed on randomly generated matrices whose sizes range from 50,000 to 300,000 . They are divided into tiles of size $500 \times 500$, which is the smallest size for which individual cores perform kernels with enough efficiency so that single node performance is close to the peak. For each matrix size, 5 experiments have performed. Each dot represents the average result over those 5 runs while the shaded zone represents the minimum and maximum range of values.

In both test cases on Figures 5 and 6, we observe that G2DBC distribution consistently achieves a higher raw performance for all tested matrix sizes. More precisely, for $P=23$, 2DBC using all the nodes performs poorly because of the tall and narrow shape of the pattern used, $23 \times 1$, which induces many communications. Its global throughput is even smaller than the version using only 16 nodes laid out as a perfect square, though the trend seems to reverse for larger

(a) LU factorization


(b) Cholesky factorization

Fig. 7: Strong-scaling results using an input matrix of size $N \times N, N=200,000$.
matrix sizes. On the other hand, G-2DBC shows better global performance for all matrix sizes, which immediately translates into smaller running time. On a per-node basis, its performance is comparable to the 2 DBC distribution using 21 nodes with a $7 \times 3$ pattern. The observations are quite similar for $P=39$ : despite using all the available nodes, the performance of the second 2DBC distribution is hindered by the rectangular shape of its $13 \times 3$ pattern which generates many communications. As in the previous case, it is less efficient than its square-pattern counterpart using 36 nodes. G-2DBC consistently achieves the highest throughput of all three distributions for all matrix sizes and manages to reach the same per-node efficiency than 2DBC with a $6 \times 6$ patterns while using roughly $10 \%$ more resources.

On Figure 7a, we can analyze the performance for both distributions for a fixed matrix size $(N=200,000)$, when
the number of nodes used varies. We can make similar observations: as expected, 2 DBC performs poorly when forced to use 23,31 and, to a lesser extent, 39 nodes. On the contrary, in those cases, G-2DBC solutions reach significantly higher performance. In the case $P=35$ where the 2DBC pattern is reasonably square, we can observe that G-2DBC distribution manages to achieve roughly the same performance.

As a conclusion, those experiments illustrate that G-2DBC distribution enables to efficiently use all available resources in parallel while not sacrificing on the number of inter-node communications thanks to its almost periodic and square pattern. Indeed, even if the G-2DBC pattern is significantly larger $(22 \times 23$ for G-2DBC with $P=23$ against $4 \times 5$ for 2 DBC for $P=20$ ), it is in fact itself quasi-periodic since it is built from 20 quasi-copies of the $5 \times 5$ incomplete pattern $\mathcal{I P}$ defined in SectionIV-A. The workload between the processors in the trailing matrix remains very well balanced, even if the pattern is larger. This allows to achieve higher global performance than 2DBC distribution for specific values of the number of nodes $P$ and in turn translates into faster global execution of the operation.

## V. Data Distributions for Symmetric Matrices

In this section, let us consider the symmetric case and search for patterns to generalize the SBC distribution. A mentioned above, in the symmetric case it is necessary to use square patterns, of size $r=c$. Having a balanced pattern of size $r$ imposes a strong constraint on $r$ : since there are $r^{2}$ cells to distribute among $P$ nodes, a balanced pattern would require that $r^{2}$ is a multiple of $P$. To soften this constraint, we use a property of the diagonal cells of the pattern: each diagonal cell belongs to a unique colrow. It can thus be assigned to any node on its colrow without changing the communication cost, and its different replicas on the complete matrix might even be assigned to different nodes as long as these nodes belong to the colrow of the pattern. It is thus possible to design incomplete patterns, where the diagonal cells remain undefined, and assign them only when the pattern is replicated on the complete matrix. This can be done greedily, by successively assigning undefined tiles to the least loaded node among those present in the colrow. This is a generalization of the extended version of SBC (see Section III-C in [8]).

Still, there are limitations to the possible values of $r$. The load balancing procedure above can only be performed successfully if each node is assigned at most $\frac{r^{2}}{P}$ cells, otherwise one node would be assigned too many tiles even without receiving any undefined tile. The number of non-diagonal cells to assign is $\frac{r(r-1)}{P}$, so that at least one node receives $\left\lceil\frac{r(r-1)}{P}\right\rceil$ cells. Thus, a balanced pattern exist if and only if

$$
\begin{equation*}
\left\lceil\frac{r(r-1)}{P}\right\rceil \leq \frac{r^{2}}{P} \tag{3}
\end{equation*}
$$

## A. Greedy ColRow \& Matching Algorithm

Our greedy algorithm, Greedy ColRow \& Matching (GCR\&M), has two phases. The first phase assigns colrows to


Fig. 8: First phase of GCR\&M algorithm, line 8, node $p$ was already assigned colrows 5,8 and 10 . Colrow 2 is preferred over colrow 3 for the next assignment to $p$, since it covers more new cells.
nodes, trying to balance the load between them. In this process however, it may happen that the colrow assignment allows several nodes to be assigned the same cell. Then, the second phase of the greedy algorithm applies a matching algorithm to perform the assignment of cells to the nodes.

```
Algorithm 1: Greedy ColRow \& Matching Algorithm
    Input: Number of nodes \(P\), Pattern Size \(r\)
    \(\mathcal{U} \leftarrow\{(i, j) \mid 1 \leq i \neq j \leq r\}\)
    for \(i \leftarrow 1 \ldots r\) do
        \(\mathcal{A}[i \bmod P] \leftarrow\{i\}\)
    while \(\mathcal{U} \neq \emptyset\) do
        \(p \leftarrow\) least loaded node
        for each colrow \(r\) do
            \(\mathcal{C}[r] \leftarrow \mathcal{U} \cap\{(r, i) \mid i \in \mathcal{A}[p]\}\)
        \(b \leftarrow \operatorname{argmax}_{r}(\operatorname{Card}(\mathcal{C}[r]))\) (tie-break: lowest usage)
        \(\mathcal{A}[p] \leftarrow \mathcal{A}[p] \cup\{b\}\)
        remove \(\mathcal{C}[b]\) from \(\mathcal{U}\)
    Compute a matching between all cells and \(\left\lfloor\frac{r(r-1)}{P}\right\rfloor\)
        duplicates per node
    12 Compute a matching between unassigned cells and 1
        duplicate per node
    3 if unassigned cells \(c=(i, j)\) remain then
        Assign \((i, j)\) to the least loaded node \(p\) s.t. \(\mathcal{A}[p]\)
        contains \(i\) or \(j\)
```

a) First phase: The first phase of the GCR\&M algorithm computes an assignment $\mathcal{A}$ of colrows to nodes, so that $\mathcal{A}[p]$ is the set of colrows on which node $p$ can appear. A cell $(i, j)$ is covered by a node $p$ if $p$ can appear on this cell, i.e. $i$ and $j$ are both in $\mathcal{A}[p]$. In Algorithm 1 , the set $\mathcal{U}$, defined line 1 . contains all uncovered cells.

The algorithm starts by assigning one node to each colrow, in a round robin way if $P<r$, as shown line 3 The rest of the assignment is performed with a greedy procedure: as long as an uncovered tile remains, we assign an additional colrow to the least loaded node. The colrow is chosen so as to maximize the number of newly covered cells (see line 8, and


Fig. 9: Effect of random choices and pattern size for $P=23$.
the example provided in Figure 8). In case of equality, the least used colrow is selected (the one which appears in the lowest number of $\mathcal{A}[p] \mathrm{s}$ ). Further ties are broken randomly. When a colrow is selected, the set of covered cells is updated.
b) Second phase: The first phase of the algorithm provides an assignment of colrows to the nodes, and could also be used to obtain an assignment of cells. For example, one could assign a cell to the first node that covers it. However, this does not guarantee a good load balancing. To solve this, the second phase of the GCR\&M algorithm uses a bipartite graph matching approach. We build a bipartite graph with all cells on one side, and $k$ copies of each node on the other side, where $k=\left\lfloor\frac{r(r-1)}{P}\right\rfloor$. There are edges between a cell and all copies of all nodes that cover this cell. A bipartite matching algorithm is used to perform an assignment of cells to nodes.

The reasoning behind this choice of $k$ is the following: the total number of copies of nodes is lower than the number of cells, so that in a perfect matching all nodes receive $k$ cells. Using $k^{\prime}=\left\lceil\frac{r(r-1)}{P}\right\rceil$ would result in more copies of nodes than cells, so that all cells would be assigned. However, there would be no guarantee on the load balance between nodes: it could happen that many nodes receive $k^{\prime}$ cells, and some nodes receive few or even zero cells.

Hence, this first matching assigns $k$ cells per node but may leave some cells unassigned. Another matching procedure is performed next, between all unassigned cells and a single copy per node. This ensures that all nodes have at least $\left\lfloor\frac{r(r-1)}{P}\right\rfloor$ and at most $\left\lceil\frac{r(r-1)}{P}\right\rceil$ cells. If some cells remain unassigned after both matching procedures, each remaining cell is assigned greedily to the least loaded node $p$ that can cover it by adding only one colrow to $\mathcal{A}(p)$ (see line 14 .

## B. Evaluation of GCR\&M

GCR\&M is defined in Algorithm 1 for a given pattern size $r$; it depends on random choices made when breaking ties. Our evaluation takes into account these two parameters in the following way. For each value of $P$, we apply Algorithm 1 for all values of $r \leq 6 \sqrt{P}$ which satisfy Equation 3. The algorithm is run 100 times with different random seeds. For
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Fig. 10: Total cost $T$ of the symmetric and non-symmetric patterns for varying values of $P$.
each value of $P$, we keep the pattern with the lowest cost. These thresholds ( $6 \sqrt{P}$ and the number of re-executions) are sufficient in practice to obtain good patterns.
The effect of the pattern size on the quality of the solution is presented on Figure 9 for $P=23$. This figure shows the pattern cost, computed with Equation 2, as a function of $r$ and for different random choices. We can see that it is not trivial to find the best value of $r$; in particular, a larger pattern size does not always give better results. We can also notice that for a fixed pattern size $r$, the random choices made when breaking ties have a significant impact on the quality of the pattern. Further studies would be necessary to better understand these phenomena. However, since the patterns depend only on the number of processors, and typically not on the size of the matrix, obtaining the set of points of Figure 9 for a given value of $P$ can be done once and for all; furthermore it only takes a few seconds on a laptop. The results presented below for GCR\&M are therefore based on such an enumeration of random choices and pattern sizes.

We now perform a theoretical evaluation of GCR\&M by providing on Figure 10 a comparison of the cost of all patterns for the symmetric case. As before, for each value of $P$ the plot shows the cost of the best pattern of each type for this value of $P$. Note that for 2 DBC and $\mathrm{G}-2 \mathrm{DBC}$, the symmetric cost is equal to the non-symmetric cost minus 1: indeed, the number of nodes on a colrow is the sum of the number of nodes on some column and on some row, minus 1 for the intersection. The plot shows the SBC pattern, whose cost grows as $\sqrt{2 P}$ for its basic version, and $\sqrt{2 P}-0.5$ for the extended version. The GCR\&M algorithm obtains patterns with a cost either similar to SBC, or even lower in many cases, with a lower limit that we empirically observe to be $\sqrt{3 P / 2}$.

We can provide an intuition for this limit. Let us consider a regular pattern in which each node is present on $v$ colrows,
and is assigned $l$ non-diagonal cells. For example, on the SBC pattern, $v=2$ and $l=2$. If such a regular pattern contains $P$ nodes, then its size $r$ satisfies $r(r-1)=P l$, so that $r \sim \sqrt{P l}$. In addition, since each node is present on $v$ colrows, we can compute the total number of nodes present on the colrows: $\sum_{i} z_{i}=P v$. Thus, $\bar{z} \sim \frac{P v}{\sqrt{P l}}=\frac{v}{\sqrt{l}} \sqrt{P}$.

As mentioned, for SBC we have $v=2$. The next possible value for $v$ is $v=3$, in which case the maximum possible number of non-diagonal cells is $v(v-1)=6$. A regular pattern with these values would have a communication cost $T \sim \frac{3}{\sqrt{6}} \sqrt{P}=\sqrt{\frac{3 P}{2}}$. The results obtained by GCR\&M show that it is able to produce patterns where most of the nodes obtain an assignment of cells with a similar efficiency as what can be done with $v=3$.

## C. Experimental Performance Evaluation of GCR\&M

Like for the LU factorization, we present an experimental evaluation of the solutions provided by GCR\&M algorithm. We consider the Cholesky factorization in the same four test cases with a total number of available nodes $P=23,31,35$ and 39. To the best of our knowledge, since the Cholesky factorization is a symmetric operation, the best static allocation strategy regarding the number of communications is SBC. In all four cases, since there exists no SBC distribution using all the available nodes, it is necessary to use fewer nodes. The number of nodes, pattern size and associated communication costs used for this experiment are gathered in Table Ib, All experiments are carried out using the same experimental setting as for LU factorization, described in Section IV-D.

Sample results for the test cases $P=31$ and $P=35$ are illustrated on Figures 11 and 12, which report the performance for different input matrix sizes. In the case $P=31$, the best SBC distribution uses 28 nodes laid out in a $8 \times 8$ pattern. We can observe that the raw performance using GCR\&M distribution using all 31 nodes is higher than its SBC counterpart for all tested matrix sizes. GCR\&M distribution achieves up to $11 \%$ higher throughput than SBC for the largest matrix size $N=300,000$. Regarding the performance per node, the results of GCR\&M distribution is however slightly worse than SBC, though the gap between the two strategies reduces as large matrix sizes are considered.

Similar trends can be observed on Figure 12 for the case $P=35$ : in this configuration, the SBC distribution uses 32 nodes. We can notice that the communication cost of the GCR\&M pattern is significantly smaller than that of the SBC pattern, 7.4 compared to 8 , as detailed in Table Ib Using all available nodes while generating $7.5 \%$ less communications, the GCR\&M distribution yields better raw performance than its SBC counterpart for all tested matrix sizes.

Figure 7b shows performance results of both methods for all considered values of $P$ for a matrix size $N=200,000$. We can observe that the strong scaling trends of performance for both strategies are very similar. This is actually a relevant indicator of the interest of GCR\&M allocation strategy as it allows to fill the gap between two neighboring SBC distributions while achieving the expected performance. For example, GCR\&M


Fig. 11: Results for Cholesky factorization using a maximum of $P=31$ nodes.


Fig. 12: Results for Cholesky factorization using a maximum of $P=35$ nodes.
performance for $P=35$ is almost what could be expected if SBC allocations were available for any number of nodes and would evolve linearly with $P$.

In this section, we present results only for specific values of $P$ to showcase the interest of GCR\&M method. However, as shown on Figure 10, the procedure detailed in Algorithm 1 generates patterns that achieve a communication cost close to or better than SBC for any number of nodes.

## VI. Conclusion

In this paper, we propose improved distribution schemes for performing the LU and Cholesky factorizations on homogeneous distributed nodes. In the non-symmetric case, we propose a generalized version of the standard Block-Cyclic pattern, which can be applied to any number of nodes while retaining the communication efficiency of square 2D BlockCyclic patterns. In the symmetric case, we propose GCR\&M, a greedy heuristic which also produces patterns for any number of nodes. These patterns can be seen as a generalization of the recently introduced Symmetric Block-Cyclic pattern, and achieve an even better communication efficiency in many cases. An experimental evaluation shows that these patterns can be used within a task-based linear algebra library such as

Chameleon, to achieve improved performance when using all possible available nodes.

This work opens several perspectives. The question of whether it is possible to find an explicit description of an efficient pattern in the symmetric case (instead of relying on a heuristic) remains open. It would also be interesting to assess how large a pattern needs to be to obtain good communication efficiency, or to explore the tradeoff between pattern size and communication efficiency. Note that the computational cost of this pattern is not a problem, since we do not need to compute the patterns at each execution. On the contrary, one could imagine to provide in a database containing, for each possible value of $P$, a very efficient pattern for the symmetric case. Another avenue of research could be to extend these results to the case of heterogeneous nodes.
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