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A B S T R A C T   

In the design and synthesis of energy systems, mathematical tools such as optimization algorithms are often used. 
While using them, environmental indicators are increasingly used as optimization criteria to exploit the possible 
environmental benefits of these systems. The problem is that the high number of environmental indicators poses 
a problem for optimization algorithms in terms of convergence, computational time and visualization. In this 
paper, this problem is addressed through a many-objective search of solutions using a state-of-the-art evolu-
tionary algorithm, NSGA-III. Furthermore, the performance of this algorithm is tested using different settings in 
the PCA-based objective reduction framework. The original 14 indicators are reduced to seven, four, three and 
two, which reveal important insights about the use of NSGA-III, objective reduction and a combination of the 
two. It was found that by using objective reduction, the performance of NSGA-III can be further improved in 
terms of the quality of solutions and computational time. However, beyond a certain point, further objective 
reduction leads to a trade-off between solution quality and computational time. For this case study, the best 
quality solutions were obtained in the PCA reduction procedure when the CUT value was maintained at 99.99% 
without additional reduction in the last step, using a correlation matrix. The algorithms were applied to a real-life 
sizing case study involving hydrogen production from polymer-electrolyte-membrane (PEM) water electrolysis, 
for which the demand is furnished by the electricity spot market, solar photovoltaics (PV) or wind turbine in 
Marseille, France. These results will be useful for future applications of many-objective optimization and 
objective reduction. They will also be practical for including environmental indicators in the many-objective 
search for solutions.   

1. Introduction 

1.1. Background and motivation 

Due to the urgency regarding ever-increasing environmental im-
pacts, it is necessary to take that into account while designing our sys-
tems. Thus, while using optimization algorithms, it is also necessary to 
include environmental indicators as optimization objectives, so that the 
environmental benefits of systems are sufficiently exploited. This be-
comes especially relevant for energy systems, owing to their large 
contribution to global warming impact [1]. It also becomes important 
that the impact transfer is curbed as much as possible while designing 
new energy systems. 

While designing energy systems in the literature, the environmental 
criteria are often left out. Falahi et al. reviewed optimization methods in 

solar and wind-based hybrid energy systems [2]. They found that 
environmental criteria were considered only in a quarter of reviewed 
studies. Sharma et al. also report that environmental criteria are insuf-
ficiently included in the commercially available hybrid energy design 
software [3]. 

Life Cycle Assessment (LCA) is commonly used to assess the envi-
ronmental performance of energy technologies [4]. It takes into account 
all the materials, processes and environmental exchanges taking place 
during the complete lifetime of a product. The environmental impact of 
products is then calculated regarding different indicators, such as global 
warming potential, acidification, eutrophication, etc. This methodology 
thus ensures a fair comparison between different products satisfying the 
same function while avoiding impact transfer to another life cycle phase 
or indicator. 
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1.2. Optimization studies that include LCA indicators 

The number of optimization studies that include LCA indicators as 
objectives are gradually increasing. Owing to the added complexities 
with higher objectives in optimization, only a limited number of LCA 
indicators are typically included. 

The earliest examples of LCA indicators in optimization are found in 
the late 1990s when Azapagic et al. used the E-constraint method to 
simultaneously optimize production, cost, and global warming potential 
to manage a chemical process chain [5]. Zhang et al. also used the same 
method to assess various system configurations in microgrids [6]. They 
included global warming potential and acidification potential as two 
environmental indicators. Yue et al. proposed a hybrid LCA/many- 
optimization framework to include greenhouse gas emissions in the 
decision-making of biomass supply chains in the UK [7]. Antipova et al. 
included six environmental indicators with other conventionally used 
indicators, such as cost, to investigate alternatives for the retrofitting of 
buildings [8]. More recently, van de Paer et al. included three LCA in-
dicators, along with cost, to investigate future energy scenarios in 
Switzerland [9]. 

Evolutionary algorithms (EA) have also been used to include LCA 
indicators as optimization objectives. Gerber et al. used a genetic algo-
rithm in the process design of a biomass plant that utilizes wood chips to 
generate synthetic natural gas and heat/electricity [10]. They used 
thermodynamic design as the technical constraint, and cost and Eco- 
Indicator 99 as an aggregated environmental indicator to search for 
acceptable solutions. Ahmadi et al. used NSGA-II, a Pareto-based genetic 
algorithm for the eco-design of a conventional water production process 
[11]. Three objectives were included in the main optimization loop for 
this purpose: water quality indicator, cost, and an aggregated environ-
mental score. The design of hybrid energy systems, similar to the ones in 
this paper, was done by Nagarpurkar et al. using genetic algorithms [12]. 
They included CO2 emissions with the techno-economic design of 
microgrids in the United States. Luo et al. optimized the operation 
strategy of distributed energy systems using NSGA-II. They included CO2 
emissions as an objective [13]. The sizing and operation of pharma-
ceutical batch plants were optimized by Dietz et al. while using genetic 
algorithms [14]. They included aggregated environmental impact and 
cost as the optimization criteria. 

1.3. The problem with including LCA indicators as optimization objectives 

It was seen that although LCA indicators have been included in 
optimization studies, only a limited number of them are usually 
included. It is important to include most of them to avoid impact 
transfer. It could be argued that these indicators could be aggregated 
into a single environmental indicator, or endpoint indicators could be 
used instead. When the former is done, there is a risk of ruling out so-
lutions that are optimal in the original objective space. Since the ob-
jectives disproportionately contribute to the final impact, the 
dominance structure of the original problem is distorted. This was 
demonstrated by Antipova et al.: they found that using the total Eco- 
Indicator 99 alone favored only one group of indicators [15]. It resul-
ted in the optimization algorithm omitting one set of otherwise optimal 
solutions. 

On the other hand, the LCA indicators are numerous, and they are 
increasing with every update. For instance, the recently updated impact 
assessment methods ReCiPe2016 and IMPACT World + have more than 
15 midpoint indicators [16,17]. This poses convergence problems for 
optimization algorithms. 

1.4. NSGA-III as an optimization algorithm 

Along with EA, there has been an increased interest in Particle 
Swarm Optimization (PSO). Baghaee et al. used multi-objective PSO to 
size a micro-grid system including wind, PV, electrolyzer, fuel cells, and 

hydrogen storage [18]. PSO is claimed to be easier to implement than EA 
but it is complex to visualize and represent when dealing with 3 +
optimization parameters [19]. The performance comparison between 
the two techniques is found to be problem dependent in the literature. 
Hassan et al. concluded that PSO outperforms EA in computational ef-
ficiency for nonlinear problems. The comparative performance was 
better for PSO when nonlinear problems were unconstrained with 
continuous design variables [20]. Whereas, other studies observed that 
EA performed better than PSO in terms of the computational time and 
convergence [21,2]. 

In this paper, we use EA for many-objective optimization. They are 
relatively robust and can handle a variety of different problem types: 
non-linear, continuous/discrete, and even black-box models [22]. 
Another advantage is that its computations can be run in parallel, thus 
multiple computers can be deployed to solve a large problem. 

Amongst them, NSGA-III is one of the state-of-the-art evolutionary 
algorithms for many-objective optimization [23]. It was first introduced 
in 2014 in response to the convergence problems mentioned in the 
previous subsection [24]. Its performance in terms of convergence and 
diversity for up to 15 objectives was also demonstrated [25]. Another 
key advantage of this algorithm is the preferential search of the Pareto 
front. Due to its reference-points-based approach, it inherently searches 
for preferred points. It becomes convenient with a high number of ob-
jectives since the size of the Pareto front becomes large and not all parts 
could be of interest. As a result, post-Pareto processing to select 
particular solutions for decision-making might not be necessary. 

1.5. Objective reduction techniques to improve performance 

The life cycle impact indicators are observed to be highly correlated 
in the literature [26,27]. Even though NSGA-III seems like a sound al-
gorithm to deal with a high number of objectives in optimization, its 
performance in terms of convergence and calculation time could be 
further improved by leveraging the correlations. This is called ’objective 
reduction’ in the literature [28]. Objective reduction techniques indeed 
improve the performance of various evolutionary algorithms in terms of 
lower computational time and better quality results in the literature 
[29–32]. Additionally, the visualization of a high number of indicators 
can be substantially improved using correlations between them. 

1.6. Content and contribution to the literature 

An important contribution of this paper is obtaining insights into the 
influence of objective reduction procedures on many-objective optimi-
zation. It was found that objective reduction indeed improved both: the 
optimization time required and the quality of solutions obtained. 
However, objective reduction beyond a certain point might distort the 
structure of the original Pareto front. It thus informs about the trade-off 
between computational time and solution quality. It also warns against 
arbitrary reduction in indicators using pre-defined settings, as a small 
amount of variance left out might have a large influence on the Pareto 
front. 

For obtaining the above conclusions, the PCA objective reduction 
procedure is tested with different settings. The original 14 indicators are 
reduced to two, three, four, and seven indicators. It was found that, for 
this case study, when reducing indicators to seven, there were im-
provements in computational time, convergence, and diversity of solu-
tions. The seven indicators corresponded with the following setting in 
the PCA reduction framework of Saxena et al.: threshold value (CUT) of 
99.99% and skipping the last step of additional reduction of indicators 
[33]. Where CUT is the cumulative contribution of the retained principal 
components for indicator reduction. Other settings reduced the in-
dicators to less than seven which improved the computational time but 
reduced the quality of the solutions obtained. 

Another contribution of this paper is that the objective reduction 
techniques are combined with NSGA-III. To the best of our knowledge, 
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this has not been done and, consequently, its performance with or 
without objective reduction was unknown. Even though the preliminary 
estimates and the literature point in a positive direction, the perfor-
mance needs to be verified and quantified. In this paper, the perfor-
mance of NSGA-III is thus tested with and without leveraging the 
correlations on a sizing problem of a hydrogen production plant. This 
real-life case study involves PEM electrolyzers, for which the demand is 
furnished by the electricity grid, solar PV, or wind turbine in Marseille, 
France. 

Thus, the case study is described in the following section. Then, in 
the third section, algorithms, the objective reduction technique, and the 
research approach is described. Results are outlined in Section four, 
followed by discussions and conclusions. 

2. Problem description 

2.1. Overview 

This section describes the overall function of fitness evaluation. As 
described above, the case study is the sizing of a plant producing 
hydrogen using (PEM) electrolysis of water in Marseille, France. The 
electricity is supplied by the grid, photovoltaics, and/or wind turbine. 
The aim is to determine the size of each technological component while 
taking into account the technical, economic, and environmental in-
dicators. Fitness is thus evaluated in terms of these indicators. The 
design variables are, therefore, the sizes of solar PV, wind turbine, PEM 
electrolyzer, and the number of hydrogen storage tanks. 

2.2. Fitness function 

The fitness for the technical and economic indicators is evaluated 
using the hybrid energy simulation software, Odyssey. Whereas the 
fitness for environmental indicators is evaluated by LCA methodology 
using Brightway2[34]. The Odyssey software is developed by the French 
Commission of Atomic and Alternative Energies [35]. It can be used to 
optimize system design and energy management. It has high-precision 
models for each technology and calculates the operation of each 
component for each time step, for one year. This then enables the esti-
mation of the techno-economic indicators for the project lifetime. The 
operation details and energy flows of each component are imported to 
Python and used to calculate LCA indicators using Brightway2 [34]. The 
case study as visualized in the Odyssey software can be seen in Fig. 1 and 
the computational structure with NSGA-III can be seen in Fig. 2. 

2.3. Fitness or performance indicators 

The indicators to quantify fitness or system performance are dis-
cussed in this paragraph. These indicators are also the optimization 
objectives in this paper. The technical indicator is the unsatisfied 
hydrogen demand, which can be expressed as the percentage of the total 
mass-based hydrogen demand that the system was unable to satisfy 
during the project’s lifetime. The economic indicator is the levelised cost 
(€) per kg of hydrogen. For LCA, 13 midpoint indicators from IMPACT 
World + are selected [17]. These are outlined in Table S1 in supple-
mentary material along with their abbreviations. The main reason for 
this selection was that they were recently updated according to the 
developments in the impact pathways. 

2.4. Constraints or Operating rules 

Grid electricity is used if the electricity price is less than 50 €/MWh. 
The electrolyzer is operated at maximum power during this time. 
However, if local sources of PV or wind are available, subject to local 
conditions, the use of their electricity is preferable. Thus, there are 4- 
time series that vary in steps of five minutes for one year: hydrogen 
demand, grid electricity price, wind power production, and PV power 
production. To account for the potential mismatch between hydrogen 
production and demand, storage tanks are included as well. 

2.5. Inputs to the integrated model 

The model or the fitness function is further described in this sub-
section in terms of the inputs and data sources. The economic inputs are 
for the demonstration of the approach only, and they are based on the 
default values found in the literature. Project lifetime is assumed to be 
20 years as it is the often-used value for similar energy projects. A 
summary of the model inputs is presented in Table S2 in supplementary 

Fig. 1. Representation of the case study in Odyssey.  

Fig. 2. Computational structure for the search of solutions including technical, economic, and LCA indicators.  
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material and is also described below: 

2.5.1. Electrolyser 
data can be seen in Tables S3 and S4 in supplementary material, 

which is based mainly on the literature [36,37]. The stack lifetime is 
assumed to be 90,000 h. 

2.5.2. Solar PV 
production data is taken from the freely available database renew-

able.ninja [38]. For the location of Marseille, France, the capacity factor 
is 0.19. The LCA model for solar PV is taken from the database Ecoinvent 
v3.6 for multi-Si technology, updated according to more recent indus-
trial data [39]. 

2.5.3. Wind 
production data is taken from renewable.ninja also [40]. The LCA 

inventory is from the literature and is available online [41,42] for 
adaptation as a Python notebook. It is a parameterized model that cal-
culates a detailed inventory using a limited amount of parameters such 
as turbine size, type (offshore or onshore), etc. 

2.5.4. Hydrogen storage tanks 
are operated within a range of 30–60 bar. Pressure cannot be drop-

ped below 30 due to technical constraints. The environmental impact of 
storage was not included since the goal of the case study was a 
demonstration of a global approach rather than a calculation of the exact 
environmental impact. Ideally, it should indeed be included. 

2.5.5. Other LCA inputs 
The LCA boundary selected is cradle to grave. It includes as many 

impacts as possible throughout the project’s lifetime, including raw 
material extraction, fabrication of components, use phase, and transport 
until end-of-life. For transport, the default values used in the market 
mixes are used. 

The geographical preference for all activities is selected in terms of 
increasing the geographical area around France (e.g. France, neigh-
boring countries, Europe, Global). These preferences are coded in 
Brightway2 to select the activities in Ecoinvent v3.6 closest to the 
desired geographical scope. 

For end-of-life, only the recycling of materials for which the activities 
are available in Ecoinvent v3.6 (metals and plastics) are included [43]. 
The system is credited for recycling by avoiding the production of virgin 
materials. The recycling rate is set at 50% and the rest of the materials 
are either landfilled or incinerated. 

3. Materials and methods 

3.1. Genetic algorithm: NSGA-III 

A simplified illustration of the algorithm is provided in Fig. 3. It is 
briefly described in this subsection using the original paper [24] and its 
implementation in this paper using the DEAP framework in Python [44]. 

The first step is the specification of reference points which essentially 
dictates the preferred Pareto points to be searched. Reference points in 
NSGA-III are specified in terms of the objectives either as a uniform 
spread or as a set of preferential points. These points lie between 0 and 1, 
representing the minimum and maximum value of each objective 
respectively. 

If a uniform spread of reference points is desired, an approach from 
Das et al. is proposed by the authors of NSGA-III [45]. It involves placing 
points on a normalized hyperplane with an intercept  = 1 on each axis. 
The number of points (H) is calculated as 

H =
(NOBJ + P̂ − 1)!
P̂!× (NOBJ − 1)!

(1) 

Fig. 3. The NSGA-III operating scheme in this paper.  

Fig. 4. Reference point distribution illustrated for three dimensions. (Left) For 10-axis partitions. (Right) Using a layering approach when the number of objec-
tives increases. 
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where, P̂ is the number of axis partitions and NOBJ is the number of 
objectives. For example, for three objectives with 10 axis partitions, 66 
reference points are obtained, shown on the left in Fig. 4. Any other 
preferential set of points can also be decided instead. 

These reference points increase exponentially with the number of 
objectives. For instance, when the number of objectives is increased to 
10, the number of reference points becomes 92,378. To keep this in 
check, the authors propose decreasing the number of axis partitions but 
using multiple layers at different scales. For example, on the right in the 
same Figure, the layering approach in three dimensions is shown when 
the objectives increase. 

Then, a pseudo-random population is initialized, meaning random 
individuals (system configurations) within the search range. For 
example, for a solar PV size range of 0–8 MW, random sizes between this 
range are generated for the individuals in the first generation. Often the 
population size is slightly higher than the number of reference points. 
Offsprings from the parent population are produced by applying cross-
over and mutation operators. The fitness or performance indicators of 
each individual in the two populations are then evaluated. 

Then, the next generation is selected from the parents and offspring. 
This step is probably the most complex part of the algorithm. With the 
increase in objectives, the number of non-dominated solutions increases 
exponentially. In NSGA-III, individuals are first sorted into levels of non- 
domination. In simple terms, the non-dominated solutions are filled 
first, then the algorithm goes to the second-best level until the number of 
selected members is equal to or more than the population size. If the size 
of the population is equal to the number of individuals in the selected 
levels, no further steps are required, and the next generation can be 
started. 

However, often this is not the case, especially when the number of 
objectives increases and a large number of individuals become non- 
dominated. Selection is to be made amongst individuals at a particular 
non-domination level such that the population size remains constant 
throughout the evolutionary process. For this, individuals are differen-
tiated according to their diversity, using the reference points. All other 
individuals in the higher domination levels are discarded. The algorithm 
then proceeds to the next step and so on until the termination criterion is 
satisfied. The selection step ensures that well-converged and diverse 
solutions are obtained. This is also the stage where the previous gener-
ation algorithms, NSGA-II and SPEA2, struggled. 

The Pareto front is updated at each generation from the population 
by retaining only the non-dominated members. The population size re-
mains constant, but the number of Pareto front members usually in-
creases with generations. 

3.2. Objective reduction using principal component analysis (PCA) 

PCA is one of the techniques often utilized in the literature for 
objective reduction. It is a statistical tool that is used for the analysis of 
complex data, or more specifically, the identification of redundant 
variables that do not add new information but complicate the data. It 
allows the transformation of co-related variables into a set of ordered, 
uncorrelated variables, known as principal components (PCs). PCs can 
be ranked according to their ability to explain the variance in the data 
set [31]. In many practical problems, only a few PCs explain most of the 
variance in the entire set. In the context of LCA, each PC is a combination 
of original impact indicators. Once the PCs explaining the maximum 

variance are identified, indicators making the maximum contribution in 
them can be selected. 

The following are the steps to reduce the number of objectives, as per 
the authors [31,33], outlined in Fig. 5. The first step is the calculation of 
a correlation matrix of the LCA indicators. As the name suggests, it 
contains correlation coefficients between every combination of in-
dicators. Eigenvectors and eigenvalues of the matrix are then calculated. 
The first PC is then the eigenvector corresponding to the highest 
eigenvalue. The second PC is the eigenvector with the second highest 
eigenvalue and so on. Next, only the PCs which explain the maximum 
variance are retained. As mentioned previously, the threshold cut value 
to retain the principal components is pre-defined (CUT). When the cu-
mulative explained variance of the retained principal components ex-
ceeds the CUT value, additional PCs are not analyzed. Generally, the 
recommended value is 99.7%, but for problems with a high number of 
redundant indicators, Saxena et al. demonstrated that even values as low 
as ≈ 68% could be used to explain most of the variance in the original 
objectives [33]. 

Impact indicators in the retained PCs are then selected according to 
two rules as per Saxena et al. [33]:  

1. Objectives with the most negative and most positive values are 
chosen  

2. If all objectives have the same sign, two objectives with the highest 
values are chosen 

Then, in the final step, the selected indicators are further reduced ac-
cording to the correlation coefficients between them. For this step, 
Saxena et al. introduced quantifiable parameters to facilitate this step 
such as a correlation threshold and a selection score [33]. 

3.2.1. PCA settings for optimization 
To apply the above-described procedure in this paper, the optimi-

zation is run for five generations to obtain a sample set. Then, two set-
tings in the procedure are varied: the threshold value of retaining 
principal components (CUT) and the last step of reducing additional 
indicators using a correlation matrix. This was done to find the influence 
of these two settings on the final results. Changing the two above steps 
changes the number and the type of indicators retained for the optimi-
zation. Based on them, insights about these settings for future use could 
be obtained. 

In the first instance, the CUT value is maintained at 99.99% and all 
the steps in Fig. 5 are followed. This resulted in the selection of two 
indicators even when the procedure was repeated three times: freshwater 
ecotoxicity and ionizing radiations. This was only repeated three times 
since the quality of solutions obtained was significantly worse for this 
instance. 

In the second instance, the CUT value is decreased to 95% without 
additional reduction using a correlation matrix. This allows for retaining 
more indicators since poor quality of solutions for the first instance. This 
value was also used in the other investigations in the literature [32,46] 
according to the first proposal of the PCA reduction framework [31]. 
This resulted in the retention of three to four indicators. 

In the third instance, gaining experience from the results, the CUT 
value is maintained at 99.99% without any further correlation-based 
reductions. A summary of the retained indicators for all simulation 
runs can be seen in Table 1. An elaboration of the reduction procedure 
using sample calculation for the first and second instances can be found 

Fig. 5. An illustration of the methodology to select indicators using PCA heuristics as proposed in the literature [31,33].  
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in Section 1 in the supplementary material. 

3.3. Comparing the algorithms 

As previously mentioned, the performance of NSGA-III is compared 
with and without the indicator reduction techniques. Thus, the original 
set of indicators is 14, and they were reduced to between two to seven as 
seen above. The performance of the algorithms is then estimated by 
comparing the quality of the Pareto front in terms of convergence and 
diversity, using a hypervolume indicator. Furthermore, the minimum 
objective values are also recorded for the number of evaluations. A 
comparison schematic can be seen in Fig. 6. 

3.3.1. Hypervolume indicator 
Hypervolume indicator is widely used to measure the quality of so-

lutions proposed by many-objective optimization in terms of their 
convergence and diversity [47]. The former means its closeness to the 
optimal set, while the latter means the spread of solutions in the entire 

objective space [48]. It quantifies this by measuring one single value: the 
portion of space in all objectives covered by a set of solutions. The space 
is measured with respect to a non-ideal point. This point is generally 
between 5–50% worse than the worst point expected in the set [49]. 
Hypervolume indicator is especially useful in practical problems when 
the exact Pareto front is not known. 

For example, consider two solution sets with two points each: A and 
B. Fig. 7 shows the space covered by the respective solution sets in the 
two objective spaces if the goal is to minimize the two objectives f1 and 
f2. As the solutions become widely distributed (diversity) or closer to the 
ideal point (convergence), the space covered by them increases. The 
hypervolume calculation algorithm proposed by While et al., available 
online, is used in this paper [48]. 

3.3.2. Definition of reference points 
Reference point, and consequently population size selection, is 

important for analyzing the performance of the three instances since it 
will directly influence the number of function evaluations for each 
generation and thus the time required for each simulation run. As seen in 
Eq. 1, since the number of objectives (NOBJ) are fixed, axis partitions (P̂) 
are needed for defining the number of uniformly distributed reference 
points. The higher the number of partitions, the better it is, since more 
diverse solutions for each objective can be obtained. This number then 
decides the number of reference points and consequently the population 
size. Following the authors, the population size is slightly higher than 
the reference points [24]. 

The population size is also important since it should be large enough 
to ensure that sufficiently different individuals are present in generation 
zero. Thus, firstly a minimum population size is decided to be 80. 

For two objectives, 72 axis partitions result only in 73 reference 
points and minimum population size. Then, for three objectives, 11 axis 
partitions can be afforded which results in 78 reference points. The axis 
partitions are reduced for four objectives to get 84 reference points. 
From seven objectives onwards, layering is needed since even with P̂=5, 
H becomes 462. Thus, for two layers, one outer layer with three-axis 
partitions and a second inner layer with two-axis partitions are 
selected. For 14 objectives, P̂ for the outer layer has to be reduced to 
two; otherwise H = 665. It cannot be reduced further since, as seen in 
Fig. 4, for P̂=1 only the extreme points of each objective are selected. An 
overview of the different instances is provided in Table 1. 

4. Results 

4.1. Hypervolume indicator 

The hypervolume indicator value for optimization runs with 
different numbers of reduced objectives is shown in Fig. 8. As previously 
mentioned, it signifies both the convergence and diversity of solutions. It 
is considered that the higher the indicator value, the better the quality of 

Table 1 
Reference points, population size, and indicators retained for the different simulation runs.  

instance Original objectives CUT  ¼ 99.99% (1st 

instance) 
CUT  ¼ 95% without 

additional reduction of 
indicators (2nd instance) 

CUT  ¼ 99.99% without additional 
reduction of indicators (3rd instance) 

No. of objectives 
(NOBJ) 

14 2 4 3 7 

Axis partitions (P̂) 2,2 72 6 11 3,2 
Layer scale 1,0.5 1 1 1 1,0.5 
No. of reference 

points (H) 
210 73 84 78 112 

Population size 212 80 92 84 120 
Indicators for 

search 
Cost, FS, W, IO, Oz, CC, Min, FWA, TER, PM, 
POF, HT non can, HT can, FW eco 

IO, Fw eco IO, HT can, 
POF, W/CC 

IO, W, 
HT can 

Cost, Oz, CC, Min, PM, HT can, FW eco 

No. of simulation 
runs 

5 3 5 5  

Fig. 6. A comparison scheme for testing the performance of different optimi-
zation cases . 

Fig. 7. The hypervolume calculation principle [50].  
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the solutions. It is calculated for the Pareto solutions obtained after each 
generation for each simulation run. As outlined, it was calculated for all 
14 objectives, even if objectives were temporarily omitted during the 
optimization. The anti-ideal point for the indicator calculation corre-
sponds to approximately 30% worse objective values than the maximum 
obtained in the preliminary simulation runs. 

It can be seen that for all five runs, optimizing with the reduced seven 
objectives has a better quality of solutions than the original 14 objec-
tives. This can be seen with the higher hypervolume indicator for the 
former case. Optimizing with 14 indicators struggled to reach a similar 
hypervolume value, even for the same amount of generations or more 
than twice the number of evaluations (see figures S1 and S2 in supple-
mentary material). 

As the indicators were reduced beyond seven, the solution quality or 

the hypervolume was also reduced. The hypervolume indicator with 
four indicators is almost the same as or slightly less than with the 14 
objectives. For further reduction in indicators, the hypervolume indi-
cator value was considerably less. 

It should be noted that the comparison of hypervolume is fair with 
respect to the number of evaluations since the number of evaluations for 
each generation differs depending on the number of objectives opti-
mized (see Table 1). For example, optimization with 14 objectives re-
quires approximately two times more function evaluations than with 
seven objectives, due to having twice the population size. In any case, 
the above observations do not change even when a comparison is made 
with respect to the number of generations. 

4.2. 2D plots of the Pareto front 

In this section, we take a look closer at the Pareto solutions obtained 
to draw further insights into their quality. The Pareto solutions provided 
by the different simulation runs are plotted on four bi-dimensional 
graphs. These are all Pareto-optimal solutions in the ’n’ objective 
space. Where ’n’ depends on the number of objectives (four, seven, and 
14), it can be seen in the graph legends. These Pareto solutions were 
plotted for all 14 objectives in bi-dimensional plots at the end of 300 
generations, but only four graphs are presented here. The number of 
individuals in the Pareto here is 3615, 8781, and 9951, for four, seven, 
and 14 objectives, respectively. 

In Fig. 9, the Pareto solutions obtained by one simulation run of 14 
and seven objectives can be seen, while in Fig. 10, a comparison is made 
between four and seven objective runs. An optimization with two ob-
jectives will give a single curve of points. Here, since the solutions 
optimal in higher dimensions are plotted in two dimensions, the Pareto 
curves are thicker. The same reason also explains the different shapes of 
these curves as compared to a 2-dimensional Pareto curve. 

Fig. 8. Hypervolume indicator for different simulation runs.  

Fig. 9. Distribution of the Pareto front obtained using 14 and seven objectives shown in four figures of 2-dimensional plots.  
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Fig. 10. The distribution of the Pareto front obtained using seven and four objectives shown in four figures of 2-dimensional plots.  

Fig. 11. The standardized minimum value of objectives versus the number of evaluations for different simulation runs.  
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In both Figures, the superior distribution of solutions obtained with 
seven objectives can be seen. Hence, it also validates the higher hyper-
volume indicator obtained for this instance. The comparatively worse 
distribution obtained with 14 objectives (with noticeable empty spaces 
in the plots) is likely due to the less distributed reference points in NSGA- 
III. To limit the size of the population and consequently the number of 
evaluations, a layering approach was used to specify reference points. As 
mentioned, a population for the next generation amongst the non- 
dominated members is selected after assigning each individual to a 
reference point. Then, the Pareto front is updated using this population 
if it is non-dominated compared to the individuals already present. Thus, 
it is likely that, due to insufficiently distributed reference points, the 
spread of solutions obtained also follows a similar trend. It should be 
noted that the optimization with 14 objectives has a higher number of 
evaluations and a higher number of Pareto-optimal points. Irrespective 
of this, it struggles to uniformly distribute the points, as can be seen in 
Fig. 9. Despite having a high number of points, they leave a noticeable 
space in the plots. 

To analyze the importance of having a good distribution in many- 
objective optimization, consider the ionizing radiation versus cost plot 
in Fig. 9. Hypothetically, if optimization was made with respect to 14 
objectives, and a practitioner wants to propose a solution with ionizing 
radiation around 1000 Bq C-14 eq and cost between €10-€12, they 
cannot, since there are not many orange points in that region. 

For optimization with seven objectives, despite the lower number of 
Pareto-optimal points, they seem to be better distributed. Here too, a 
layering approach was used for reference point distribution. The number 
of reference points is decreased to half as compared to the original 
search space, but they are better distributed in the reduced seven 
objective space. Thus, better-distributed solutions in the reduced space 
could be found. Furthermore, since the seven objectives considered were 
highly correlated with the rest of the seven temporarily omitted objec-
tives, the search provides a better distribution of solutions in all 
objectives. 

On the other hand, the worse quality of solutions obtained with four 
objectives, as compared to seven objectives, is likely due to the 3% 
variance left out. The four objectives correspond to two PC retention, 
and in the PCA reduction procedure that explains 97% of the cumulative 
variance. As a result, 3% of the variance of the original objective space is 
not explained in this instance. Thus, solutions optimal in the higher 
dimensional space might have been discarded when optimizing with 
four objectives. The inferior performance is likely due to this reason, 
even though they have a high distribution of reference points. 

The optimization instance with two reduced objectives obtained 
from PCA resulted in the worst performance. This was expected due to 
its low hypervolume indicator value. The most probable reason is that 
two objectives fail to capture the variance of the original problem, thus 
distorting the Pareto front. The 2-dimensional plots for two and seven 
objectives can be found in Figure S3 in the supplementary material. All 
of the observations seen above regarding the distribution of points are 

the same for the multiple optimization runs. 

4.3. Evaluations to reach a minimum value of indicators 

In terms of searching the minimum value of each objective, these 
values were found relatively quickly for all instances with (seven and 
four) objectives being slightly faster. The minimum value of indicators 
in the Pareto was about the same for all simulation runs, except for the 
two objective cases. A comparatively lower value for some indicators, 
such as cost, was not reached, even after 300 generations for this 
instance. 

A standardized minimum value of Pareto solutions for four objec-
tives, plotted for the number of evaluations, is illustrated in Fig. 11. The 
minimum value of the objectives is standardized by dividing by the anti- 
ideal point used for hypervolume. Such standardization is important 
since LCA indicators show a difference in magnitude of up to 1012 be-
tween them. Thus, a small difference in indicators with high magnitude 
may seem significant and vice versa. 

Since the performance of the two objective cases was considerably 
worse, and to ease the visualization, it is not plotted here. However, the 
same figures including it can be found in Figure S4 in the supplementary 
material. 

In most indicators, such as cost, freshwater ecotoxicity, and mineral 
resource depletion, fewer objectives lead to a relatively faster search of 
the minimum objective value, while in others, such as ionizing radia-
tions, no difference is found. However, it should be noted that finding 
minimum points might not reflect optimal solutions or a satisfactory 
distribution of Pareto points for decision-making. For all simulation 
runs, there was a negligible change in the hypervolume and the in-
dicators after around 200 generations, hence the simulations were run 
for a maximum of 300 generations each. 

5. Discussion 

5.1. Objective reduction using PCA 

The important observation to highlight here is objective reduction 
after a certain point might significantly distort the original Pareto front. 
The CUT value of 99.99% without additional reduction in the last step 
(see Fig. 5) gave the best quality solutions in terms of convergence and 
diversity. This adds new information to the proposed framework from 
Saxena et al. [33]. They recommend a low CUT value, and additional 
reduction using a correlation matrix is recommended for problems with 
a high number of redundant indicators. Since LCA indicators are also 
highly correlated, these steps were followed, and only two indicators 
were retained. 

However, out of all of the simulation runs, the worst quality solutions 
were obtained in this case (1st instance). Considerably better solution 
quality in terms of convergence and diversity is obtained with three, 
four, and seven objectives. While it might be true that two indicators 
explain the majority of the variance, a small amount of variance left out 
in the indicators resulted in much worse solutions. Thus, objective 
reduction after a certain point might significantly distort the original 
Pareto front. 

The other observation is that LCA can indeed be considered a prob-
lem with a high number of redundant indicators, meaning that the 
number of reduced objectives explaining most of the variance is much 
smaller than the original objective set. This was also observed in other 
investigations [26,32,51]. 

5.2. Performance of NSGA-III 

It was found that NSGA-III struggles to provide a uniform distribu-
tion of solutions with 14 objectives, even though its capabilities have 
been demonstrated in other investigations in the literature with an 
equivalent or higher number of objectives. It shows that the 

Table 2 
Estimation of computational time using many-processing for the different 
number of objectives.   

NSGA-III 
with 14 

objectives 

NSGA-III 
with 

reduction to 
7 objectives 

NSGA-III 
with 

reduction to 
4 objectives 

NSGA-III 
with 

reduction to 
2 objectives 

Time required 
for 200 
generations 
on 8 cores 
(Intel i7, 7th 

gen) 

13 hours 7.5 hours 5.8 hours 5 hours 

Quality of 
solutions 

++ +++ ++ +
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performance of algorithms is problem-dependent, which was also 
highlighted in the literature [23]. Nevertheless, NSGA-III performed 
well with most problems, and no one algorithm has the best perfor-
mance with all types of problems (ibid.). The issue here is likely due to 
the inadequate distribution of the reference points due to the high 
number of objectives. The number of reference points could be 
increased, but it will lead to an exponential increase in computational 
time. For example, increasing axis partitions from [2,2] to [3,2] in 
Table 1 leads to 665 reference points for 14 objectives. This will result in 
three times the computational time. 

5.3. Performance of NSGA-III with reduced objectives 

The best quality solutions were found when NSGA-III was run with 
the seven reduced objectives. This was verified using the hypervolume 
indicator values and the distribution of Pareto-optimal points. The 
probable reason behind this is the best trade-off was obtained between a 
good distribution of the supplied reference points to NSGA-III, and 
enough indicators retained to explain the variance of the original 14 
objective problems. 

If the objectives were reduced further, a corresponding decrease in 
the quality of solutions was noticed. For optimization with less than 
seven objectives, a lower hypervolume indicator was obtained than for 
the ones found with the original 14 objective optimizations. The worst 

Fig. 12. Visualization of selected Pareto-optimal solutions. Above there are 25 arbitrary selected pareto optimal solutions with four indicators. The correlations of 
rest of the 10 indicators are shown below. 
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solution quality was obtained when the problem was simplified to two 
objectives. 

5.4. Time comparison 

As mentioned before, hybrid energy simulations are computationally 
expensive. For this case, one simulation takes around nine seconds to 
complete on one core. The majority of the time is used by the energy 
simulation model (≈8s) while the LCA model on Brightway2 takes the 
rest (≈1s). The latter can be further reduced using aggregated pre- 
samples [52]. Estimation of the time required is made in Table 2, 
using the population size calculated in Table 1 as the approximate 
number of evaluations in each generation. The time required to generate 
samples at five generations of 14 objectives is not included for reduced 
objectives. The quality of the obtained solutions above is qualitatively 
rated. 

Objectives when reduced to seven in the case study give the best 
quality solutions overall and in less time than the 14 objectives. If ob-
jectives are reduced further, a trade-off between the time required and 
the solution quality could be seen. The time required can be further 
reduced using more processing power by utilizing other computers on 
the network. This is often done both in our laboratory and in the 
literature. 

5.5. Visualization 

The solutions of interest from the Pareto front can be selected using 
the bi-dimensional plot or filtered using indicator values (e.g. < 3 CO2- 
eq/kg H2). For visualization, one of the optimization runs with seven 
objectives is selected, since the best quality of solutions were obtained in 
these runs. The objectives are standardized with respect to the maximum 
value and grouped according to their correlations. Correlated objectives 
can be seen below in Fig. 12, while above there are 25 arbitrarily 
selected Pareto-optimal solutions, such that only one indicator from 
each group below is displayed (when the mouse hovers over the tool, 
additional information about each solution is displayed). It can be 
observed that the high correlations between the indicators can also help 
in the visualization of the solutions. A practitioner can thus base their 
decision on limited indicators while having an overview of all the other 
indicators. 

5.6. Comparison with techno-economic optimization 

A comparison between the Pareto solutions for seven objective 
search (orange points) is made with two objective techno-economic 
search (blue points) in Fig. 13. As expected, it can be seen that not all 
solutions that are optimal in the techno-economic-LCA objectives are 
Pareto-optimal in the 2-dimensional techno-economic plane. As a result, 
in the status quo when a search is made with only two objectives, and the 
system is sized for techno-economic objectives, it is not possible to 
search for solutions with higher environmental efficiency. For example, 
all the blue points have a climate change indicator of approx 4.6 kg CO2- 
eq/kg H2. The maximum sizing of wind and PV is 0 and 50 kW respec-
tively. If, for instance, climate change impact is desired to be decreased, 
arbitrary sizing of wind or PV has to be manually done. In this case, non- 
optimal solutions will likely be obtained, whereas, for Pareto-optimal 
solutions, an objective value can only be improved if at least one of 
the other objectives is made worse. 

Theoretically, all the blue points should also be a part of the orange 
points in the Figure above. Some overlap at the bottom can be seen 
already. This can be improved in the future by modifying the reference 
points. 

6. Conclusions 

This paper explored an approach to take into account a high number 
of LCA indicators to avoid impact transfer during the many-objective 
search for Pareto optimal solutions for energy systems. For this pur-
pose, the genetic algorithm NSGA-III was combined with PCA-based 
objective reduction which gives important observations for its use. 

With the original 14 indicators, NSGA-III struggled to provide a 
uniform distribution of Pareto-optimal solutions. The objective reduc-
tion did improve the performance of the optimization search in terms of 
both: the quality of solutions and computational time. However, it was 
also found that a reduction in objectives beyond a certain point led to a 
reduction in computational time but also a deterioration in the quality of 
Pareto solutions obtained. The best quality solutions were obtained 
when the original 14 indicators were reduced to seven. This corresponds 
to the following setting in the PCA reduction framework: CUT value 
maintained at 99.99% without additional reduction using a correlation 
matrix. 

More research is needed to determine whether the same settings in 
the PCA framework also give better solution quality for other problems. 

Fig. 13. Comparison of tech-eco optimization and with LCA. The black point is solution number 20 in Fig. 12.  
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Nonetheless, the important conclusion here is against the use of rec-
ommended settings in the framework of Saxena et al., as it might 
oversimplify and significantly distort the original Pareto front [33]. 
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