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Abstract

Stochastic differentiable approximation schemes are widely used for solving high dimen-

sional problems. Most of existing methods satisfy some desirable properties, including con-

ditional descent inequalities [44, 27], and almost sure (a.s.) convergence guarantees on the

objective function, or on the involved gradient [47, 26]. However, for non-convex objective

functions, a.s. convergence of the iterates, i.e., the stochastic process, to a critical point is

usually not guaranteed, and remains an important challenge. In this article, we develop a

framework to bridge the gap between descent-type inequalities and a.s. convergence of the

associated stochastic process. Leveraging a novel Kurdyka-Łojasiewicz property, we show con-

vergence guarantees of stochastic processes under mild assumptions on the objective function.

We also provide examples of stochastic algorithms benefiting from the proposed framework

and derive a.s. convergence guarantees on the iterates.

Keywords. Stochastic processes, Kurdyka-Łojasiewicz properties, stochastic gradient descent,

proximal algorithms

MSC. 65K05, 90C26, 90C15, 90C53.

1 Introduction

In this work, we aim at solving problem

minimize
x∈H

F (x), (1.1)

*This work was supported by the European Research Council Starting Grant MAJORIS ERC-2019-STG-850925 and

by the Royal Society of Edinburgh.
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where F : H → R is a continuously differentiable function defined on a finite-dimensional real

Hilbert space H. We consider a generic stochastic process (xk)k∈N to solve (1.1) on a probabilistic

space (Ω,F ,P). Generating (xk)k∈N typically results from a stochastic approximation scheme [43,

20]. Celebrated examples are often based on stochastic gradient descent (SGD) algorithms, where

(xk)k∈N arises from a gradient descent scheme with the gradient of F being replaced by stochastic

approximations.

The objective of this work is to develop a new framework, based on Kurdyka-Łojasiewicz (KL)

theory [30, 6], to derive almost sure (a.s.) convergence guarantees of the stochastic process

(xk)k∈N, when F is not convex.

When (1.1) is solved using a deterministic scheme, the main advantage of KL condition lies in

its ability to promote interesting asymptotic behavior when F is non-necessarily convex. In this

context, KL has been used to prove convergence of proximal point algorithms [1, 2], of simple

splitting algorithms such as the forward-backward algorithm and its variants [2, 16, 7, 22, 12, 42,

8, 9], as well as other algorithms based on the majorization-minimization principle [15, 13, 11].

A natural question is to investigate the transfer of the proof techniques from the deterministic

setting, to the stochastic setting, for asymptotic analysis including a.s. convergence of stochastic

processes. Such an extension is quite challenging, mainly due to the dynamics of the functions

involved in KL conditions, that cannot be controlled in a stochastic environment. Although KL

inequality has already been invoked for L1 or L2 convergences of some stochastic schemes [24],

to the best of our knowledge, no generalized KL inequality has been developed yet in this context.

Hence, no asymptotic analysis including a.s. convergence of the stochastic processes has been

properly formalized and completed. In particular, the authors of [35] mention that a stochastic

formulation of the KL inequality would enable to study the accumulation points of the process,

without however providing any theoretical results.

In this paper, we investigate the conditions that a stochastic process (xk)k∈N minimizing F

must satisfy to ensure its a.s. convergence to a critical point, under the KL inequality. To this

aim, we design a new KL condition for differentiable functions, that can be used in a stochastic

setting. Using this new framework, we furthermore derive conditions to ensure the convergence of

processes generated by a few generic stochastic schemes based on SGD and proximal iterations. In

particular, we show that our conditions enable to ensure the convergence of some state-of-the-art

SGD algorithms [50, 17, 36], stochastic proximal-gradient algorithms (also known as forward-

backward) [17, 25, 34], and stochastic proximal algorithms [48].

The remainder of the paper is organized as follows. Our general stochastic framework is de-

scribed in section 2. In this section, we introduce general assumptions, and give preliminary

results, including a first convergence result in a simplified setting. In section 3 we provide a de-

terministic extension of the uniformized KL property introduced in [1, Lemma 6]. We then use

this extension to design a KL condition that can be used in a stochastic setting. In section 4, using

the stochastic KL inequality introduced in section 3, we show the a.s. convergence of a family of

stochastic processes (xk)k∈N to a critical point. Finally, in section 5 and section 6, we apply the

results of section 4 to exhibit conditions for convergence of SGD and stochastic proximal-based
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algorithms, respectively, in a non-convex context.

Notation Let (H, 〈·|·〉) be a finite dimensional Hilbert space. ‖ · ‖ denotes the canonical norm

associated with H. For any subset E ⊂ H, the distance function to this set is denoted by dist(·, E) =

infx∈E ‖ · −x‖. Bold letters as x are used for deterministic vectors, while straight bold letters as

x are used for stochastic vectors. Similarly, x is used for denoting a deterministic scalar variable,

while straight x denotes a stochastic scalar variable. Upper-case letters are used for functions. The

variable F (x) denotes the stochastic value of function F evaluated at the stochastic variable x. We

work on the probability space (Ω,F , P ). We remind that a condition holds almost surely (a.s.) if

it holds on a probability-one event of F . We denote by E[·] the expectation operator, and E[·|G]
the conditional expectation operator regarding a generic sub sigma-algebra G ⊂ F . Let ∇F be the

gradient of F . Then we denote by zer∇F the set of zeros of ∇F , i.e., the set of critical points of F .

Finally, we introduce χ∞, the set of accumulation points of sequence (xk)k∈N. So χ∞ is a random

variable from Ω to the set of subsets of H.

2 General assumptions and preliminary results

In this section, we introduce the probabilistic setting and assumptions used in the remainder of

this work.

2.1 Assumptions

The following generic assumptions will guide us throughout the remainder of this work.

Assumption 2.1 F is coercive and continuously differentiable.

Assumption 2.2 Let (xk)k∈N be a stochastic process.

(i) The sequence (F (xk)k∈N)k∈N converges a.s. to a random variable F∞. In addition, F∞ is

finite a.s.

(ii) (∇F (xk))k∈N almost surely converges to 0N .

These assumptions are very common, and are satisfied by a wide range of stochastic algorithms.

The first assumption is standard in the field of differentiable optimization and notably ensures

that F admits at least one global minimizer [4]. Assumption 2.2 is usually satisfied by classical

schemes. Indeed, convergence of (F (xk)k∈N)k∈N and (∇F (xk))k∈N are often obtained easily in

both deterministic [40], and stochastic [44, 20] settings. Note that Assumption 2.2(ii) necessitates

the almost sure convergence of the gradient to zero. This condition is verified in particular by

stochastic schemes with a conditional strong growth condition, see for instance [50, 32].
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2.2 Preliminary results

We will now give some preliminary results, with the aim to link the different sets related to con-

vergence of (xk)k∈N and (F (xk))k∈N.

Proposition 2.3 Under theorem 2.1 and theorem 2.2, we have

(i) (xk)k∈N is a.s. bounded.

(ii) χ∞ is a.s. non empty and compact.

(iii) χ∞ ⊂ zer∇F a.s.

(iv) (dist(xk, χ
∞))k∈N converges a.s. to 0.

Proof.

According to theorem 2.2, there exists a set Λ ⊂ Ω of probability one where, for all ω ∈ Λ,

lim
k→+∞

F (xk(ω)) < +∞, (2.1a)

lim
k→+∞

‖∇F (xk(ω))‖ = 0. (2.1b)

Inequality (2.1a) implies that (F (xk(ω)))k∈N is a bounded sequence. According to Assumption 2.1,

F being coercive, (xk(ω))k∈N is also bounded. It follows that the set of cluster points χ∞(ω) is non

empty, bounded and closed in H, hence compact.

Let ω ∈ Λ. We will now show that χ∞(ω) ⊂ zer∇F . Let x∞ ∈ χ∞(ω). There exists a subse-

quence
(
xψ(k)(ω)

)
k∈N

converging to x∞ as k → +∞. Moreover, from (2.1b), (∇F (xψ(k)(ω)))k∈N
converges to 0N . Since, according to theorem 2.1, the gradient of F is continuous, we thus obtain

∇F (x∞) = 0N , and hence x∞ ∈ zer∇F .

We now show that (iv) holds. By contradiction, if (dist(xk(ω), χ
∞(ω))k∈N does not converge to

0, then there exist ε > 0 and a subsequence (xψ1(k)(ω))k∈N such that

(∀k ∈ N) dist
(
xψ1(k)(ω), χ

∞(ω)
)
> ǫ (2.2)

Since (xk(ω))k∈N is bounded, (xψ1(k)(ω))k∈N is also bounded. So the set of cluster points of

(xψ1(k)(ω))k∈N is non-empty and included in χ∞(ω). Thus, there exists another subsequence

(x(ψ1◦ψ2)(k)(ω))k∈N and x
′
∞ ∈ χ∞(ω) such that∥∥x(ψ1◦ψ2)(k)(ω)− x

′
∞

∥∥ −→
k→+∞

0. Hence, dist
(
x(ψ1◦ψ2)(k)(ω), χ

∞(ω)
)

−→
k→+∞

0, which contradicts

(2.2) and thus concludes the proof.

Proposition 2.4 Under theorem 2.1 and theorem 2.2,
{
ω ∈ Ω

∣∣
F∞(ω) ∈ F (zer∇F )

}
is a probability-one set.
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Proof. According to theorem 2.2 and Proposition 2.3, there exists a set Λ
′ ⊂ Ω of probability one

where, for every ω ∈ Λ
′

, lim
k→+∞

F (xk(ω)) = F∞(ω), χ∞(ω) 6= ∅, and χ∞(ω) ⊂ zer∇F .

Then, for every ω ∈ Λ
′

, there exist a vector x∞ ∈ χ∞(ω) and a subsequence
(
xψ(k)(ω)

)
k∈N

such

that xψ(k)(ω) −→
k→+∞

x∞, and F (xψ(k)(ω)) −→
k→+∞

F∞(ω). In addition, since F is continuous, we

deduce that F (xψ(k)(ω)) −→
k→+∞

F (x∞).

Hence F∞(ω) = F (x∞) ∈ F (χ∞). Using the fact that χ∞(ω) ⊂ zer∇F , we then obtain

F∞(ω) ∈ F (zer∇F ), which concludes the proof.

The next theorem is a first convergence result occurring in the particular case when zer∇F is

at most countable, i.e., if it is either countable or finite.

Theorem 2.5 Assume that theorem 2.1 and theorem 2.2 are verified and that (‖xk+1 − xk‖)k∈N
converges a.s. to 0. If zer∇F is at most countable, then sequence (xk)k∈N almost surely converges to

a point belonging to this set.

Proof. Since χ∞ is compact a.s. and (‖xk+1 − xk‖)k∈N converges a.s. to 0, then, according to the

Ostrowski’s Lemma [41, 26.1], we can deduce that χ∞ is connex a.s.. Moreover, χ∞ is a.s. non

empty, and at most countable as contained in zer∇F . We thus deduce that χ∞ is a.s. reduced to

a singleton {x∗}, where x∗ ∈ zer∇F . Since (xk)k∈N is a.s. bounded, it converges a.s. to x∗, hence

concluding the proof.

3 KL theory as a baseline of improvement

When zer∇F is neither countable nor finite, there is a lack of information on the curvature of F

to ensure the convergence of the general stochastic scheme to a critical point. The use of non-

convex functions has encouraged the development of alternative theoretical tools, in particular in

a deterministic context. One of the most famous is the class of KL inequalities [30, 6] enabling

interesting gradient properties.

To this aim, we first need to introduce some notation.

For every ζ ∈ (0,+∞], we denote by Φζ the set of concave functions ϕ : [0, ζ) 7→ R+ such that

ϕ(0) = 0, ϕ is continuous in 0, ϕ ∈ C1((0, ζ)), and, for every s ∈ (0, ζ), ϕ′(s) > 0. The link between

Φζ (for ζ > 0) and Φ+∞ is described through the following proposition.

Proposition 3.1 Let ζ ∈ (0,+∞). Any function ϕ of Φζ admits a bounded extension ϕ̃ belonging to

Φ+∞.

Proof. Let ϕ ∈ Φζ . Since ϕ′ is positive, it follows that ϕ is an increasing function. Then l1 =

lims→ζ− ϕ(s) exists and lies in [0,+∞]. Moreover the concavity and differentiability of ϕ with

ϕ(0) = 0 ensure that, for every s ∈ (0, η), ϕ(s) 6 sϕ′(0). Passing to the limit thus gives l1 6 ηϕ′(0)

and then l1 < +∞.
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Moreover, since ϕ′ is decreasing on (0, ζ) (due to the concavity of ϕ) and positive, we conclude

that l2 = lims→ζ− ϕ′(s) exists and lies in [0,+∞).

Finally, we deduce that there exists a function ϕ̃ : [0,+∞) → R+ defined as

(∀s ∈ [0,+∞)) ϕ̃ =




ϕ(s) if s ∈ [0, ζ),

l1 + l2ζ
(
1− ζ

s

)
otherwise.

(3.1)

ϕ̃ belongs to Φ+∞ and is bounded.

3.1 Extension of the uniformized KL theorem

In this section we extend classical KL results for differentiable functions. To this aim, we first recall

the generic definition of differentiable functions satisfying KL, as introduced in, e.g., [1, 7].

Definition 3.2 [KL inequality] A differentiable function f : RN → R satisfies the Kurdyka-

Lojasiewicz property on E ⊂ H, if for every x̃ ∈ E, there exists a neighbourhood V of x̃, ζ > 0 and

ϕ ∈ Φζ such that ‖∇f(x)‖ϕ′(f(x)− f(x̃)) > 1, for every x ∈ V satisfying 0 < f(x)− f(x̃) < ζ.

One major result following the KL inequality is the uniformized KL property introduced in [7,

Lemma 6]. This extended KL condition has been used to prove convergence of deterministic

algorithms in a non-convex setting, especially when considering block alternating approaches [7,

18].

Theorem 3.3 [Uniformized KL property] Let C be a compact set in H and f : H → R be a continuous

function constant on C, satisfying the KL property on C. Then, there exist (ε, ζ) ∈ (0,+∞)2 and

ϕ ∈ Φζ such that

(∀x ∈ C)(∀x ∈ H) ‖∇f(x)‖ϕ′(f(x)− f(x)) > 1, (3.2)

when dist(x, C) < ε and 0 < f(x)− f(x) < ζ.

We propose an extension of theorem 3.3 to apply KL on a finite union of compact sets, for

functions that are piecewise constant on this union. This result will be instrumental to prove a.s.

convergence of stochastic processes. To this aim, we introduce an additional notation. Let C be a

non-empty subset of H and f : H → R be a function that is constant on C. Then we denote by fC
the value taken by f on C, i.e., for every x ∈ C, f(x) = fC .

Theorem 3.4 [Extended uniformized KL property] Let C =
⋃I
i=1Ci be a union of I ∈ N∗ non-empty

disjoint and compact subsets (Ci)16i6I of H, and f : H → R be a differentiable function satisfying the

KL property on C. We also suppose that f is constant on every Ci, for i ∈ {1, . . . , I}, with respective

values fC1
, . . . , fCI

. Then, there exist (ε, ζ) ∈ (0,+∞)2 and ϕ ∈ Φζ such that

(∀i ∈ {1, . . . , I})(∀x ∈ H) ‖∇f(x)‖ϕ′(f(x)− fCi
) > 1 (3.3)

with dist(x, C) < ε and 0 < f(x)− fCi
< ζ.
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Proof. Without loss of generality we consider that fC1
6= · · · 6= fCI

.

We start by applying the uniform KL property to C1, . . . , CI . For every i ∈ {1, . . . , I}, there

exist (εi, ζi) ∈ (0,+∞)2 and ϕi ∈ Φζi such that for every x ∈ H verifying dist(x, Ci) < εi and

0 < f(x)− fCi
< ζi we have

‖∇f(x)‖ϕ′
i(f(x)− fCi

) > 1. (3.4)

Let ζ̃ = υminj 6=i |fCi
− fCj

| with υ ∈]0, 1/2[. We have ζ̃ > 0. In addition, using the continuity of f ,

for every i ∈ {1, . . . , I}, there exists ε̃i ∈]0, εi[ such that, for every x satisfying dist(x, Ci) < ε̃i, we

have

|f(x)− fCi
| < ζ̃. (3.5)

Let δ ∈]0, 1[ and ε = δmin16i6I ε̃i. Then

{x ∈ H | dist(x, C) < ε} ⊂
I⋃

i=1

{x ∈ H | dist(x, Ci) < ε̃i} . (3.6)

We now show that (3.3) is satisfied for ε as defined above, ζ = min(ζ1, . . . ζI , ζ̃) and ϕ =∑I
i=1 ϕi ∈ Φζ . Let x ∈ H and i ∈ {1, . . . , I} be such that dist(x, C) < ε and 0 < f(x) − fCi

< ζ.

For every j ∈ {1, . . . , I} \ {i}, since ζ 6 ζ̃, using the definition of ζ̃, we have 0 < |f(x) − fCi
| 6

v|fCi
− fCj

|. Since that v ∈]0, 1/2[, we obtain

|f(x)− fCj
| = |(f(x)− fCi

) + (fCi
− fCj

)|
>

∣∣ |fCi
− fCj

| − |f(x)− fCi
|
∣∣ = |fCi

− fCj
| − |f(x)− fCi

|
> (1− v)|fCi

− fCj
| > v|fCi

− fCj
|

> ζ̃. (3.7)

Then dist(x, Cj) > ε̃j (otherwise this contradicts the continuity property of f in (3.5)). So, as

dist(x, C) < ε, (3.6) necessarily implies that x belongs to the union of sets
⋃I
j=1 {x ∈ H | dist(x, Cj) < ε̃j}.

This leads to dist(x, Ci) < ε̃i and we finally deduce that dist(x, Ci) < εi (since ε̃i 6 εi). In ad-

dition, since ζ 6 ζi, we have 0 < f(x) − fCi
< ζi, and we can apply once more the uniform KL

property at Ci (i.e., (3.4) is verified). Since ϕ′
1, . . . , ϕ

′
I are all positives, we thus deduce that

‖∇f(x)‖ϕ′(f(x)− fCi
) = ‖∇f(x)‖

I∑

j=1

ϕ′
j(f(x)− fCi

)

> ‖∇f(x)‖ϕ′
i(f(x)− fCi

) > 1.

This completes the proof.

3.2 A stochastic KL property

Motivated by the results presented in the previous subsection, we make the following assumption

on function F .
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Assumption 3.5

(i) F satisfies the KL property on zer∇F , the set of critical points of F .

(ii) There exist I ∈ N∗ non-empty disjoint compact subsets C1, . . . , CI of H, such that zer∇F =⋃I
i=1 Ci.

Note that assuming that F satisfies the KL property on zer∇F (i.e., theorem 3.5(i)) is common

in non-convex optimization. As emphasized, e.g., in [6], the KL inequality is satisfied for a wide

class of functions, and in particular by real analytic, semi-algebraic1 and log-exp functions. In ad-

dition, theorem 3.5(ii) is a condition that will be used for the a.s. convergence of (xk)k∈N, through

the existence of a uniformized KL function with respect to all the trajectories of the process.

Let

Π = lim inf
k→+∞

{ω ∈ Ω | F (xk(ω)) > F∞(ω)} . (3.8)

We then deduce the following properties.

Proposition 3.6 Assume that theorem 2.1, theorem 2.2 and theorem 3.5 hold. Then, over the set Π,

there exist a bounded ϕ ∈ Φ+∞ and an a.s. finite positive discrete random variable K such that, for ev-

ery k > K,

‖∇F (xk)‖ϕ′(F (xk)− F∞) > 1 a.s.

Proof.

Let us consider

C =
⋃

ω∈Θ∩Π

χ∞(ω) (3.9)

where

Θ =
{
F (xk) →

k→+∞
F∞

}⋂{
χ∞ ⊂ zer∇F

}

⋂{
dist(xk, χ

∞) →
k→+∞

0
}⋂{

F∞(Ω) ⊂ F (zer∇F )
}

(3.10)

is a probability-one set, owing to theorem 2.2, theorem 2.3 and theorem 2.4. The continuity of ∇F

(theorem 2.1) also ensures that zer∇F is closed and then C ⊂ zer∇F , where C denotes the closure

of set C. Considering J =
{
i ∈ {1, . . . , I} | C ∩ Ci 6= ∅

}
, it follows that C = C∩zer∇F =

⋃
i∈J C∩Ci,

where, for every i ∈ J, the set C ∩Ci is non-empty, bounded and closed. Moreover, for every i ∈ J,

we have F (C ∩ Ci) = {FCi
}.

According to theorem 3.5, since F satisfies the KL property on zer∇F , we can apply theo-

rem 3.4. As a consequence there exist εC > 0, ζC > 0 and ϕC ∈ ΦζC , such that, for every x ∈ H and

i ∈ J satisfying dist(x, C) < εC and 0 < F (x)− FCi
< ζC,

‖∇F (x)‖ ϕ′
C(F (x)− FCi

) > 1. (3.11)

1A function is semi-algebraic if its graph is a finite union of sets defined by a finite number of polynomial inequalities.
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According to theorem 3.1, ϕC has a bounded extension ϕ̃C belonging to Φ+∞. Then, ϕ̃C also

satisfies, for any x ∈ H and i ∈ J such that dist(x, C) < εC and 0 < F (x)− FCi
< ζC ,

‖∇F (x)‖ ϕ̃′
C(F (x)− FCi

) > 1. (3.12)

Considering this, we now define the positive discrete random variable

K = min
{
l ∈ N∗ | (∀p > l) dist(xp, C) 6 εC and 0 < F (xp)− F∞ < ζC

}
. (3.13)

The latter is finite over Θ∩Π. In addition, according to Assumption 3.5, for every ω ∈ Θ∩Π, there

exists i ∈ J such that F∞(ω) = FCi
, and (3.12) finally leads to

(∀ω ∈ Θ ∩Π) (∀k > K(w)) ‖∇F (xk(ω))‖ ϕ̃′
C (F (xk(ω)) − F∞(ω)) > 1. (3.14)

The fact that P(Θ ∩Π) = P (Π) concludes the proof.

In [35, Assumption 3.9, C.2], the authors have highlighted that the construction of a stochastic

KL inequality was based on the set C as introduced in (3.9) without however going further in the

reasoning. In addition, in [35, 21], the authors assumed the existence of a uniformized function

with respect to all trajectories to enable their convergence results to hold.

4 An almost sure convergence result based on KL theory

In this section, we give conditions that a stochastic process must satisfy to ensure its convergence

to a critical point of F . To this aim, we introduce additional notations that will be used in the re-

mainder of this work. We associate the initial probabilistic space (Ω,F ,P) with a filtration (Fk)k∈N.

Moreover, for a given k ∈ N and subject to existence, we denote by E(.|Fk) the conditional expec-

tation operator associated with the sub sigma-algebra Fk. We also denote by F ∗ the minimal value

of F .

4.1 Main assumption and summability criterion

The following assumption is the backbone of our convergence theorem, given in section 4.2.

Assumption 4.1 Let (xk)k∈N be a stochastic process.

(i) (F (xk))k∈N and
(
‖∇F (xk)‖2

)
k∈N

are two Fk-measurable and integrable processes.

(ii) There exist (uk)k∈N, (vk)k∈N, (rk)k∈N, (sk)k∈N, (tk)k∈N five non-negative deterministic se-

quences and (wk)k∈N a non-negative Fk-measurable integrable process, such that

+∞∑

k=0

uk < +∞, inf
k∈N

vk > 0,

+∞∑

k=0

rk < +∞,

+∞∑

k=0

tk < +∞,

+∞∑

k=0

wk < +∞ a.s, (4.1)
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and such that, for every k ∈ N, we have

E[F (xk+1)− F ∗|Fk] 6 (1 + uk)(F (xk)− F ∗)− vk‖∇F (xk)‖2 +wk a.s., (4.2)

and

E[‖xk+1 − xk‖ | Fk] 6 rk
√

F (xk)− F ∗ + sk‖∇F (xk)‖+ tk a.s.. (4.3)

theorem 4.1(i) is a common assumption, satisfied in particular when the randomness appear-

ing at iteration k ∈ N is independent from what happened during the previous iterations. In

theorem 4.1(ii), condition (4.2) ensures that (F (xk))k∈N is a quasi-supermartingale [44]. Addi-

tionally, (4.3) ensures that the norm difference between consecutive iterates is upper bounded,

relatively to the norm of the gradient of F . In practice, these two inequalities often imply an un-

derlying assumption on the nature of the stochastic phenomenon at stake. Note that theorem 4.1

is slightly stronger than theorem 2.2, as emphasized by the next proposition.

Proposition 4.2 If theorem 2.1 and theorem 4.1 are satisfied, then theorem 2.2 holds.

Proof. Condition (4.2) and the fact that F is bounded from below (since it is coercive) allows us to

invoke the Robbins-Siegmund Lemma [44] which directly ensures that theorem 2.2 is verified with∑+∞
k=0 vk‖∇F (xk)‖2 < +∞ a.s.. The fact that inf

k∈N
vk > 0 then directly gives lim

k→+∞
‖∇F (xk)‖ = 0

a.s..

Before going further, we need to introduce additional notation. Let (pk)k∈N be the positive

sequence defined by

(∀k ∈ N) pk =

k∏

i=0

(1 + ui), (4.4)

where (ui)i∈N is defined in theorem 4.1(ii). Let, for very k ∈ N∗,

Lk : H× Rk → R

(x, w0, . . . , wk−1) 7→ (F (x)− F ∗)p−1
k−1 −

∑k−1
i=0 wip

−1
i

(4.5)

Defining such a function enables to handle a supermartingale where the conditional decrease is

only relative to the gradient, instead of the quasi-supermartingale appearing in condition (4.2).

In this context, for every k ∈ N∗ and (w0, . . . , wk−1) ∈ Rk, Lk(·, w0, . . . , wk−1) plays the role of a

Lyapunov function which can be use to get an equivalent formulation of (4.2).

Lemma 4.3 Let (xk)k∈N be a stochastic process, and let (wk)k∈N be an integrable Fk-measurable

non-negative process satisfying (4.1). Let also (vk)k∈N be a non-negative deterministic sequence satis-

fying (4.1), and let (pk)k∈N be the sequence defined in (4.4). Condition (4.2) is equivalent to

(∀k ∈ N∗) E[Lk+1(xk+1,w0, . . . ,wk)|Fk]
6 Lk(xk,w0, . . . ,wk−1) −

vk
pk

‖∇F (xk)‖2 a.s.. (4.6)
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Proof. For every k > 1, x ∈ H and (w0, . . . , wk−1) ∈ Rk, we have

F (x)− F ∗ = pk−1

(
Lk(x, w0, . . . , wk−1) +

k−1∑

i=0

wip
−1
i

)
.

Using this equality, for every k > 1, (4.2) is then equivalent to

pk

(
E[Lk+1(xk+1,w0, . . . ,wk)|Fk] +

k∑

i=0

wip
−1
i

)

6 (1 + uk)pk−1

(
Lk(xk,w0, . . . ,wk−1) +

k−1∑

i=0

wip
−1
i

)
− vk‖∇F (xk)‖2 + wk a.s.

Dividing this inequality by pk = pk−1(1 + uk) > 0, we obtain

E[Lk+1(xk+1,w0, . . . ,wk)|Fk]

6 Lk(xk,w0, . . . ,wk−1)−
( k∑

i=0

wip
−1
i −

k−1∑

i=0

wip
−1
i

)
− vk

pk
‖∇F (xk)‖2 +wkp

−1
k a.s. (4.7)

The equivalence between (4.7) and (4.6) then follows from the fact that
∑k

i=0 wip
−1
i −∑k−1

i=0 wip
−1
i =

wkp
−1
k .

Remark 4.4 Let k ∈ N∗ and (wi)06i6k−1 be defined as in theorem 4.1(ii). If the a.s. finite limit

F∞ of (F (xl))l∈N exists, then the a.s. finite limit Lk,∞ of process (Lk(xl,w1, . . .wk−1))l∈N exists as

well, and is given by

Lk,∞ = (F∞ − F ∗)p−1
k −

k−1∑

i=0

wip
−1
i . (4.8)

In the case when F∞ exists, we define, for every γ > 0, the following set of events:

Ξγ =

{
ω ∈ Ω

∣∣∣∣ (∀k > 1) F∞(ω) < F (xk(ω))

and
∣∣Lk,∞ − E[Lk+1,∞|Fk]

∣∣ 6 γ
vk
pk

‖∇F (xk(ω))‖2
}
. (4.9)

In the remainder, to obtain summability and convergence results, we will assume that there

exists γ ∈ (0, 1) such that P(Ξγ) = 1. Intuitively, this assumption means that F∞ must a.s. be

a lower bound of process (F (xk))k∈N. The second inequality in (4.9) indicates that, at iteration

k ∈ N, the error on the identification of Lk,∞ (equivalently, of F∞) is upper bounded by the

squared norm of ∇F .
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Proposition 4.5 Suppose that theorem 2.1, theorem 3.5 and theorem 4.1 hold. Moreover, assume

that
(
skpkv

−1
k

)
k∈N

is a non-increasing sequence and that there exists γ ∈ (0, 1) such that P(Ξγ) = 1.

Let ϕ ∈ Φ+∞ be a bounded function, and

Γϕ :=

+∞∑

k=1

skpk
vk

(
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)

− ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk] − E[Lk+1,∞|Fk]

))
. (4.10)

Then Γϕ < +∞ a.s..

Proof.

According to theorem 4.2, theorem 2.2 holds, so, for every k ∈ N∗, Lk,∞, the a.s limit of process

(Lk(xl,w0, . . . ,wk−1))l∈N∗
exists and is given by (4.8). According to theorem 3.5 and theorem 2.4,

F∞ belongs to a finite set. In addition, according to theorem 4.1, (F (xk))k∈N and (wk)k∈N are

integrable. Thus, for every k ∈ N∗, Lk+1(xk+1,w0, . . . ,wk) and Lk+1,∞ are integrable, and hence

E [Lk+1(xk+1,w0, . . . ,wk)|Fk] and E[Lk+1,∞|Fk] are well-defined.

On the one hand, there exists γ ∈ (0, 1) such that P(Ξγ) = 1. Using the definition of Ξγ , we

therefore have E[Lk+1,∞|Fk]−Lk,∞ > −γ vkpk ‖∇F (xk)‖2 a.s.. Combining this inequality with (4.6),

we obtain, for every k > 1,

Lk(xk,w0, . . . ,wk−1)− Lk,∞

−
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)
> (1− γ)

vk
pk

‖∇F (xk)‖2 a.s.. (4.11)

Since 1− γ > 0, we deduce that

(∀k ∈ N) Lk(xk,w0, . . . ,wk−1)− Lk,∞

> E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk] a.s.. (4.12)

On the other hand, following the definitions (4.5) and (4.8) with P(Ξγ) = 1, for every k ∈ N∗,

the two random variables in (4.12), (Lk(xk,w0, . . . ,wk−1)−Lk,∞) and (E [Lk+1(xk+1,w0, . . . ,wk)|Fk]−
E[Lk+1,∞|Fk]) are a.s. non-negative. Let ϕ ∈ Φ+∞ be bounded. Then, the function

ϕ can be applied to the a.s. positive random variables (Lk(xk,w0, . . . ,wk−1) − Lk,∞) and

(E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]).

Furthermore, ϕ being an increasing function, (4.12) leads to

(∀k ∈ N) ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)

> ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)
a.s., (4.13)
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and consequently Γϕ is a.s. well-defined, non-negative as an infinite sum of a.s. non-negative

terms. We can subsequently take the expectation of these quantities, and use the monotone con-

vergence theorem [31] to obtain

E [Γϕ] =

+∞∑

k=1

skpk
vk

E

[
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)

− ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk] − E[Lk+1,∞|Fk]

)]
. (4.14)

Since ϕ is bounded, we can use the linearity of the expectation, leading to

E [Γϕ] =
+∞∑

k=1

skpk
vk

E

[
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)]

− skpk
vk

E

[
ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)]
. (4.15)

Using the inverse conditional Jensen’s inequality [31] applied to ϕ gives

ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)

= ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞|Fk]

)

> E

[
ϕ
(
Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞

)
|Fk

]
. (4.16)

Taking the expectation E of these quantities leads to

E

[
ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)]

> E

[
E

[
ϕ
(
Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞

)
|Fk

]]

= E

[
ϕ
(
Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞

)]
. (4.17)

Combining (4.15) with (4.17), and since
(skpk

vk

)

k∈N
is non-increasing, we obtain

E [Γϕ] 6

+∞∑

k=1

skpk
vk

E

[
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)]

− skpk
vk

E

[
ϕ
(
Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞

)]

6

+∞∑

k=1

skpk
vk

E

[
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)]

− sk+1pk+1

vk+1
E

[
ϕ
(
Lk+1(xk+1,w0, . . . ,wk)− Lk+1,∞

)]
. (4.18)

From (4.18), since ϕ is an increasing and bounded function on R+, we deduce that

0 6 E [Γϕ] 6
s1p1
v1

E

[
ϕ
(
L1(x1,w0)− L1,∞

)]
< +∞. (4.19)

Hence Γϕ admits a finite expectation and consequently is a.s. finite.
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4.2 Main result

Theorem 4.6 Under theorem 2.1, theorem 3.5 and theorem 4.1, if
(
skpkv

−1
k

)
k∈N

is a non-increasing

sequence and if there exists γ ∈ (0, 1) such that P(Ξγ) = 1, then

(i)
∑+∞

k=1 ‖xk+1 − xk‖ < +∞ a.s.,

(ii) the sequence (xk)k∈N converges a.s. to a critical point of F .

Proof. According to theorem 4.2, theorem 2.2 holds. In addition, since Ξγ ⊂ Π, where Π is defined

in (3.8), and P(Ξγ) = 1, we have P(Π) = 1. Thus theorem 3.6 can be applied, and there exist

ϕ ∈ Φ+∞ and an a.s. finite non-negative discrete random variable K such that

(∀k > K) ‖∇F (xk)‖ϕ′(F (xk)− F∞) > 1 a.s.. (4.20)

According to the definitions of Lk and Lk,∞ in (4.5) and (4.8), respectively, we have

(∀k ∈ N∗) F (xk)− F∞ = pk−1

(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)
, (4.21)

where (w0, . . . ,wk−1) are defined in theorem 4.1(ii). Hence (4.20) rewrites

(∀k > K) ‖∇F (xk)‖ϕ′
(
pk−1

(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

))
> 1 a.s.. (4.22)

According to (4.4), (pk)k∈N is lower-bounded by 1. Then, since ϕ is concave, hence ϕ′ is decreasing,

and we have

(∀k > K) ‖∇F (xk)‖ϕ′
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)
> 1 a.s.. (4.23)

In addition, owing to the concavity of ϕ, for every (a, b) ∈ R2, we have ϕ(a) − ϕ(b) >

ϕ′(a)(a − b). So, for every k > K, taking a = Lk(xk,w0, . . . ,wk−1) − Lk,∞ and b =

E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk] in (4.23), we obtain

ϕ (Lk(xk,w0, . . . ,wk−1)− Lk,∞)

− ϕ (E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk])
> ϕ′(Lk(xk,w0, . . . ,wk−1)− Lk,∞)

×
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

−
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

))
a.s. (4.24)

Since Proposition 4.5, holds, we can use inequality (4.11). Hence, injecting successively (4.11)

and (4.23) in (4.24) leads, for every k > K, to

ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)

− ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

)

> (1− γ)
vk
pk

‖∇F (xk)‖2ϕ′ (Lk(xk,w0, . . .wk−1)− Lk,∞)

> (1− γ)
vk
pk

‖∇F (xk)‖ a.s. (4.25)
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Combining (4.3) with (4.25) almost surely gives, for every k > K,

E[‖xk+1 − xk‖|Fk] 6 (1− γ)−1v−1
k skpk

(
ϕ
(
Lk(xk,w0, . . . ,wk−1)− Lk,∞

)

− ϕ
(
E [Lk+1(xk+1,w0, . . . ,wk)|Fk]− E[Lk+1,∞|Fk]

))

+ rk
√
F (xk)− F ∗ + tk. (4.26)

Using Proposition 4.5, the summability of (rk)k∈N and (tk)k∈N, and the fact that
(√

F (xk)− F ∗
)
k∈N

a.s. converges to
√
F∞ − F ∗, the right hand side term in (4.26) is a.s. summable. Then, since

K is also a.s. finite, we can deduce that
∑+∞

k=1 E[‖xk+1 − xk‖|Fk] < +∞ a.s.. Finally, since

(‖xk+1 − xk‖)k∈N is a positive sequence, we can apply Levy’s sharpening of Borel-Cantelli Lemma

[37, Ch.1, Th.21], leading to
∑+∞

k=1 ‖xk+1 − xk‖ < +∞ a.s.. It then follows that (xk)k∈N is a.s. a

Cauchy sequence. Moreover, according to Proposition 2.3, (xk)k∈N a.s. has a critical point of F as

an accumulation point. Hence (xk)k∈N a.s. converges to this critical point.

5 Stochastic gradient schemes

In the previous sections we have presented a general framework to show convergence of the iter-

ates of stochastic schemes for solving (1.1) in a non-convex context, when F satisfies theorem 2.1

and theorem 3.5. In this section we give examples of stochastic gradient algorithms satisfying

theorem 4.1, hence with convergence guaranteed by theorem 4.6.

A wide class of stochastic gradient schemes for solving (1.1) are of the form of

(∀k ∈ N) xk+1 = xk − αkUkfk, (5.1)

where, for every k ∈ N, fk ∈ H usually denotes a stochastic approximation of the gradient of F at

xk, αk ∈ (0,+∞) is the step-size (also called learning rate), and Uk : H → H is a stochastic self-

adjoint linear operator usually used as preconditioner (e.g., stochastic Newton or quasi-Newton

schemes). Algorithms of the form of (5.1) include variants of the popular SGD [50, 46, 19, 29]

as well as schemes incorporating second-order information like stochastic Hessian approximations

[52, 36], or more generally preconditioned SGD algorithms [33].

5.1 Conditions on the approximated gradient

Let (Fk)k∈N be the canonical filtration, i.e., for every k ∈ N we have Fk = σ(x0, . . . xk).

For every k ∈ N, fk in (5.1) aims at approximating the true gradient ∇F (xk). In general, it is

assumed to be integrable, and that there exist three non-negative deterministic sequences (ak)k∈N,

(bk)k∈N, and (ck)k∈N such that

E[‖fk‖2 | Fk] 6 ak(F (xk)− F ∗) + bk‖∇F (xk)‖2 + ck a.s.. (5.2)
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This condition is very generic, and is satisfied by multiple schemes from the literature. For instance,

in [51, 28], condition (5.2) is satisfied when (ak)k∈N, (bk)k∈N, and (ck)k∈N are constant, equal to

a > 0, b > 0 and c > 0, respectively. When, in particular a = 0, and c = 0, condition (5.2) is

equivalent to the conditional strong growth condition [50]:

(∀k ∈ N) E[‖fk‖2 | Fk] 6 b‖∇F (xk)‖2 a.s.. (5.3)

A relaxed case, only assuming a = 0, has also been investigated in [5, 10]. Finally, condition (5.2)

also extents those of [17], in the differentiable case, where, for every k ∈ N, ak = 0, but without

assuming that (bk)k∈N and (ck)k∈N are constant.

5.2 Conditions on the step-size

In (5.1), (αk)k∈N is a positive sequence playing the role of step-sizes. When they are chosen to be

constant, it has been shown in [50] that theorem 4.1 is verified if the unknown gradients (fk)k∈N
satisfy the strong growth condition (5.3). If this condition is not satisfied, in particular for non-

constant step-sizes, but a more general condition holds (e.g., (5.2)), (αk)k∈N must be decreasing

to ensure the robustness of the perturbation on the induced variance [10].

5.3 Conditions on the preconditioning operator

In (5.1), (Uk)k∈N is a sequence of stochastic preconditioning self-adjoint linear operators, with an

a.s. uniformly bounded spectrum, i.e., there exist two positive sequences (µk)k∈N and (νk)k∈N such

that

(∀k ∈ N)(∀x ∈ H) µk‖x‖2 6 〈x | Ukx〉 6 νk‖x‖2 a.s. (5.4)

The most famous class of preconditioning matrices for gradient descent schemes is the Quasi-

Newton one. In this context, for every k ∈ N, Uk is chosen to be an approximation of the Hessian

of F evaluated at the current iterate xk (assuming that F is twice-differentiable). The celebrated

quasi-Newton BFGS method is one of them. The convergence behavior of (F (xk))k∈N has been

studied in [52] in a non-convex and stochastic setting. However, to the best of our knowledge, the

a.s. convergence of the sequence of iterates (xk)k∈N has not been studied yet in the literature.

5.4 A general framework for convergence of SGD algorithms in a non-convex con-

text

In this section, we link the noisy gradient condition (5.2) to the descent conditions of theorem 4.1.

In particular, we show that under mild conditions on the parameters involved in (5.1), (5.2) and

(5.4), theorem 4.6 holds.
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Proposition 5.1 Let F be a β-Lipschitz differentiable function, for some β > 0, and let (xk)k∈N be a

process verifying (5.1), (5.2), and (5.4) with respect to (Fk)k∈N. Assume that

inf
k∈N

µk > 0,

+∞∑

k=0

αkνka
1/2
k < +∞,

+∞∑

k=0

αkνkc
1/2
k < +∞, (5.5)

and that one of the two following statement holds:

(i) The sequence (fk)k∈N is conditionally unbiased, i.e., for every k ∈ N,

E[fk|Fk] = ∇F (xk) a.s.; and

inf
k∈N

αk

(
µk −

αkβν
2
kbk

2

)
> 0. (5.6)

(ii) The sequence (fk)k∈N verifies

+∞∑

k=0

αkν
2
k

µk
‖E[fk|Fk]−∇F (xk)‖2 < +∞ a.s. (5.7)

and there exists ̺ ∈ (0, 1) such that

inf
k∈N

αk

(
̺µk −

αkβν
2
kbk

2

)
> 0. (5.8)

If the sequence (Uk)k∈N is chosen to be adapted to (Fk)k∈N (i.e., for every k ∈ N, Uk is Fk-
measurable), then (xk)k∈N satisfies theorem 4.1.

Proof. Following a similar proof as for [14, Lemma 2], it can be shown that the conditional

expectations of all manipulated random variable are well-defined and satisfy theorem 4.1(i). To

show that theorem 4.1(ii) is satisfied, we need to show that both conditions (4.2) and (4.3) hold.

To this aim, we will first derive generic inequalities. F being β-Lipschitz differentiable, we can

apply the descent lemma [4], and we obtain

(∀k ∈ N) F (xk+1) 6 F (xk)− αk〈∇F (xk) | Ukfk〉+
α2
kβ

2
‖Ukfk‖2. (5.9)

Subtracting F ∗ in (5.9), and passing to the conditional expectation lead to

(∀k ∈ N) E[F (xk+1)− F ∗ |Fk]

6 E

[
F (xk)− F ∗ − αk〈∇F (xk) | Ukfk〉+

α2
kβ

2
‖Ukfk‖2

∣∣∣ Fk
]

a.s.

= F (xk)− F ∗ − αk〈∇F (xk) | UkE[fk|Fk]〉+
α2
kβ

2
E
[
‖Ukfk‖2|Fk

]
a.s., (5.10)

where the equality is obtained using the linearity of the conditional expectation, and the Fk-
measurability of F (xk), ∇F (xk) and Uk, for all k ∈ N. Moreover, from (5.2) and (5.4), it follows

that, for every k ∈ N,

E
[
‖Ukfk‖2|Fk

]
6 ν2kE

[
‖fk‖2|Fk

]

6 ν2kak
(
F (xk)− F ∗

)
+ ν2kbk‖∇F (xk)‖2 + ν2kck a.s.. (5.11)
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Injecting (5.11) in (5.10) gives, for every k ∈ N,

E[F (xk+1)− F ∗|Fk] 6
(
1 +

α2
kβν

2
kak

2

)(
F (xk)− F ∗

)

− αk〈∇F (xk) | UkE[fk|Fk]〉
α2
kβν

2
kbk

2
‖∇F (xk)‖2 +

α2
kβν

2
kck

2
. (5.12)

We will now first show that condition (4.3) is verified in both cases (i) and (ii). We will then

show that (4.2) is also satisfied, using separately case (i) or case (ii).

According to the scheme in definition (5.1), we have

(∀k ∈ N) E[‖xk+1 − xk‖2|Fk] = α2
kE[‖Ukfk‖2|Fk]. (5.13)

Hence, injecting (5.13) in (5.11), we obtain for all k ∈ N

E[‖xk+1 − xk‖2|Fk] 6 α2
kν

2
kak(F (xk)− F ∗) + α2

kν
2
kbk‖∇F (xk)‖2 + α2

kν
2
kck a.s.. (5.14)

Using the conditional version of Jensen’s inequality [31] leads to

(∀k ∈ N) E[‖xk+1 − xk‖|Fk]
6

√
E[‖xk+1 − xk‖2|Fk]

6

√
α2
kν

2
kak(F (xk)− F ∗) + α2

kν
2
kbk‖∇F (xk)‖2 + α2

kν
2
kck

6 αkνka
1/2
k

√
F (xk)− F ∗ + αkνkb

1/2
k ‖∇F (xk)‖+ αkνkc

1/2
k a.s. (5.15)

Let, for every k ∈ N, rk := αkνka
1/2
k , sk = αkνkb

1/2
k , and tk = αkνkc

1/2
k . Sequences

(rk)k∈N, (sk)k∈N, (tk)k∈N are non-negative, and the summabilities of (rk)k∈N and (tk)k∈N are due to

(5.5). Hence (4.3) is satisfied.

We now distinguish case (i) from case (ii) to show that condition (4.3) is also satisfied.

Case (i): Since (fk)k∈N is conditionally unbiased in (5.12), we obtain, for every k ∈ N,

E[F (xk+1)− F ∗|Fk]

6

(
1 +

α2
kβν

2
kak

2

)(
F (xk)− F ∗

)

− αk〈∇F (xk) | Uk∇F (xk)〉+
α2
kβν

2
kbk

2
‖∇F (xk)‖2 +

α2
kβν

2
kck

2

6

(
1 +

α2
kβν

2
kak

2

)(
F (xk)− F ∗

)

− αkµk‖∇F (xk)‖2 +
α2
kβν

2
kbk

2
‖∇F (xk)‖2 +

α2
kβν

2
kck

2

=

(
1 +

α2
kβν

2
kak

2

)(
F (xk)− F ∗

)

− αk

(
µk −

αkβν
2
kbk

2

)
‖∇F (xk)‖2 +

α2
kβν

2
kck

2
a.s. (5.16)
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where majoration of 〈∇F (xk) | Uk∇F (xk)〉 directly comes from (5.4). Majoration in (5.16) has

the same structure as in (4.2), where, for every k ∈ N,

uk :=
α2
kβν

2
kak

2
, vk := αk

(
µk −

αkβν
2
kbk

2

)
, wk :=

α2
kβν

2
kck

2
. (5.17)

Moreover, thanks to (5.5) and (5.6), we deduce that (uk)k∈N, (vk)k∈N, (wk)k∈N are non-negative

sequences, and that
∑

k uk < +∞, infk vk > 0, and
∑

k wk < +∞. Hence condition (4.2) is

satisfied under condition (i).

Case (ii): Using (5.4) and the Cauchy-Schwarz inequality, we have, for every k ∈ N,

〈∇F (xk) | UkE[fk|Fk]〉
= 〈∇F (xk) | Uk∇F (xk)〉+

〈
∇F (xk) | Uk

(
E[fk|Fk]−∇F (xk)

)〉

> µk‖∇F (xk)‖2 −
∥∥∇F (xk)

∥∥ ∥∥Uk

(
E[fk|Fk]−∇F (xk)

)∥∥

> µk‖∇F (xk)‖2 − νk‖∇F (xk)‖ ‖E[fk|Fk]−∇F (xk)‖. (5.18)

We consider inequality ab 6 a2c + b2/(4c), that holds for any a > 0, b > 0 and c > 0. Let k ∈ N,

and take a = ‖∇F (xk)‖, b = ‖E[fk|Fk] − ∇F (xk)‖, c = (1 − ̺)µkν
−1
k . Then, for every k ∈ N, we

have

‖∇F (xk)‖ ‖E[fk|Fk]−∇F (xk)‖

6
(1− ̺)µk

νk
‖∇F (xk)‖2 +

νk
4(1 − ̺)µk

‖E[fk|Fk] −∇F (xk)‖2. (5.19)

Combining this inequality with (5.18) leads to

(∀k ∈ N) 〈∇F (xk) | UkE[fk|Fk]〉

> ̺µk‖∇F (xk)‖2 −
ν2k

4(1− ̺)µk
‖E[fk|Fk] −∇F (xk)‖2. (5.20)

Injecting (5.20) in (5.12), we obtain

E[F (xk+1)− F ∗|Fk]

6

(
1 +

α2
kβν

2
kak

2

)(
F (xk)− F ∗

)
− αk

(
̺µk −

αkβν
2
kbk

2

)
‖∇F (xk)‖2

+
αkν

2
k

4(1 − ̺)µk
‖E[fk|Fk] −∇F (xk)‖2 +

α2
kβν

2
kck

2
a.s.. (5.21)

Let, for every k ∈ N, uk =
α2

k
βν2

k
ak

2 , vk = αk

(
̺µk−αkβν

2

k
bk

2

)
, and wk =

α2

k
βν2

k
ck

2 +
αkν

2

k

4µk(1−̺)
‖E(fk|Fk)−

∇F (xk)‖2. According to (5.5) (5.7) and (5.8), (uk)k∈N, (vk)k∈N, (wk)k∈N are non-negative se-

quences, such that
∑

k uk < +∞, infk vk > 0, and
∑

k wk < +∞ a.s. Hence (4.2) is satisfied under

condition (ii).
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5.5 Application to some state-of-the-art algorithms

In this section we review a few state-of-the-art SGD algorithms of the form of (5.1), those conver-

gence in a non-convex setting is ensured by Proposition (5.1).

5.5.1 SGD with constant stepsize from [50]

The algorithm proposed in [50] consists of an SGD scheme of the form of (5.1), with constant

stepsize. Precisely, for every k ∈ N, αk = α, with α > 0, and without preconditioning matrix, i.e.,

(∀k ∈ N) xk+1 = xk − α fk. (5.22)

The a.s. convergence of the iterates (5.22) can be shown using Proposition 5.1. First, the authors

in [50] show that scheme (5.22) verifies a descent condition in a non-necessary convex setting

assuming that (5.2) holds with, for every k ∈ N, ak = ck = 0 and bk = b, for some b > 0. This

ensures the convergence of (F (xk))k∈N. Second, condition (5.4) is directly satisfied with, for every

k ∈ N, µk = νk = 1. Finally, to the extent that the gradient approximations (fk)k∈N are unbiased,

condition (i) of Proposition 5.1 holds for α ∈
(
0, 2/(Lb)

)
. Hence, according to Proposition 5.1,

Assumption 4.1 is satisfied and the a.s. convergence of (xk)k∈N to a critical point is ensured

by Theorem 4.6.

5.5.2 SGD from [17]

In [17], the authors provide a stochastic version of the forward-backward algorithm for minimizing

the sum of a Lipschitz-differentiable function, with constant β > 0, and a non-necessarily smooth

function, both being convex. Assuming that the non-smooth function is zero, then this algorithm

boils down to an SGD algorithm of the form of (5.1), without preconditioning matrices, i.e.,

(∀k ∈ N) xk+1 = xk − λkγkfk, (5.23)

where, for every k ∈ N, λk ∈]0, 1] and γk ∈ (0, 2/β). By contrast with the usual SGD algorithms, in

[17] the sequence of approximated gradients (fk)k∈N is not supposed to be unbiased, but to verify

the following relaxed condition :

+∞∑

k=0

√
λk‖E[fk|Fk]−∇F (xk)‖ < +∞ a.s.. (5.24)

The a.s. convergence of (xk)k∈N to a minimizer of F is ensured by [17, Thm. 2.1], under few

technical assumptions (including F convex).

Under the same assumptions, using Proposition 5.1 and Theorem 4.6, we can show that (xk)k∈N
a.s. converges to a critical point of F , without needing F to be convex. Indeed, first, [17, Thm.

2.1 - cond. (c)] ensures that (5.2) is satisfied, where ak ≡ 0, (bk)k∈N is a bounded sequence, and
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(ck)k∈N satisfies
∑+∞

k=0 λkck < +∞. Second, condition (5.4) is satisfied with, for every k ∈ N,

µk = νk = 1. Finally, if infk∈N λk > 0, as in [17, Thm. 2.1 - cond. (f)], then (5.24) implies

condition (5.7), hence condition (ii) in Proposition 5.1 holds. Consequently, according to Propo-

sition 5.1, Assumption 4.1 is satisfied and the a.s. convergence of (xk)k∈N to a critical point is

ensured by Theorem 4.6. This result is novel, up to our knowledge. Actually, almost-sure conver-

gence based on sequence (xk)k∈N for stochastic gradient schemes remains scarcely studied in the

non-convex case. Recent results in [23, 14] proposed an alternative proof technique without KL

inequality by constraining the topology of the stationary points of F .

5.5.3 Stochastic quasi-Newton with constant stepsize from [36]

In the case where F is twice differentiable, the author of [36] proposed an alternative version of

the usual stochastic Quasi-Newton algorithm [52] of the form

(∀k ∈ N) xk+1 = xk − ηUkfk, (5.25)

where η > 0 is a constant stepsize. In [36], the authors show that any process generated by

scheme (5.25) satisfies Assumption 2.1. Under the same assumptions, we can show that (xk)k∈N
a.s. converges to a critical point of F , using Proposition 5.1 and Theorem 4.6. First, the authors

of [52] assume that the gradients (fk)k∈N are unbiased and satisfy (5.2), with, for every k ∈ N,

ak = ck = 0 and bk = b, for some b > 0. Second, condition (5.4) is satisfied with, for every k ∈ N,

µk = µ > 0 and νk = ν > 0, since the preconditioning matrix Uk is built to approximate the

Hessian of F at xk and to have a uniformly bounded spectrum. Finally, (i) in Proposition 5.1 is

verified when α ∈
(
0, 2µ/(βbν2)

)
.

6 Stochastic proximal-gradient scheme examples

In this section, we will give examples of stochastic proximal algorithms from the literature satis-

fying theorem 4.1, hence benefiting from the convergence guarantees given in theorem 4.6. Simi-

larly to section 5, we will present a general framework for investigating convergence of stochastic

proximal schemes in a non-convex setting.

We consider the case where problem (1.1) can be written as

minimize
x∈H

F (x) = G(x) +H(x), (6.1)

where F : H → R verifies theorem 2.1 and theorem 3.5, and is expressed as the sum of two

functions G : H → R and H : H →] − ∞,+∞], where G is assumed to be differentiable, and H

is assumed to be convex, proper and lower semi-continuous. In this context, a suitable scheme

to solve (6.1) is to consider a proximal-gradient algorithm (also known as forward-backward,

or ISTA). It alternates, at each iteration, between a gradient-descent step on the differentiable

function and a proximal step on the non-smooth function. The proximity operator of a proper,
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lower semi-continuous, convex function H at a point x ∈ H is denoted by proxH(x), and is

defined as the unique minimizer of H + 1
2γk

‖x− ·‖2 on H [39, 3].

A stochastic proximal-gradient algorithm can be expressed as

(∀k ∈ N) xk+1 = xk + λk (Pk(xk − γkgk)− xk), (6.2)

where for every k ∈ N, gk ∈ H is a stochastic approximation of the gradient of G at xk, γk and λk
are two positive stepsizes, and Pk : H → H is a stochastic approximation of the proximity operator

of H computed at the output of the gradient descent step (xk − γkgk).

The stochastic approximations of the proximity operators can be useful in the context when

the computation of the proximity operator itself is too demanding, e.g., due to the structure of

H (for instance where H is a sum of a very large number of components). A typical example of

operators (Pk)k∈N is the one encountered in federated algorithms [48]. In this context, H reads as

a convex combination H =
∑I

i=1 ωiHi, where I > 1, (ωi)16i6I ∈ (0, 1)I with
∑I

i=1 ωi = 1, and, for

every i ∈ {1, . . . , I}, Hi : H →]−∞,+∞]. Then, the most common choice consists in adopting, at

every iteration k ∈ N, Pk =
∑

i∈Ik
ωi proxγkHi

, where Ik is a random subset of {1, . . . , I}. Another

popular choice of approximation relies on the (deterministic) notion of ǫ-subdifferentiability [49].

Scheme (6.2) can be seen as a stochastic gradient scheme by rewriting it as

(∀k ∈ N) xk+1 = xk − γkλkfk, (6.3)

where, at each iteration k ∈ N, fk = γ−1
k (xk −Pk(xk − γkgk)). Thus, fk can be interpreted as

an estimation of the gradient of the whole function ∇F (xk). In the literature, this viewpoint is

adopted to prove the convergence of some versions of the standard stochastic proximal algorithm

(i.e., when, for every k ∈ N, λk = 1) [38].

6.1 Conditions on the approximations

Let (Fk)k∈N be the canonical filtration as defined in section 5.1. Let y be an integrable random

variable from Ω to H. We assume that approximation sequences (gk)k∈N and
(
Pk(y)

)
k∈N

are

conditionally unbiased, i.e.,

(∀k ∈ N) E[gk|Fk] = ∇G(xk) and E[Pk(y)− proxγkH(y)|Fk ] = 0, (6.4)

and that there exist two deterministic sequences (dk)k∈N and (ek)k∈N such that

(∀k ∈ N) E
[
‖gk −∇G(xk)‖2|Fk

]
6 dk‖∇F (xk)‖2 + ek, (6.5)

E
[
‖Pk(y)− proxγkH(y)‖

2|Fk
]
6 dk‖∇F (xk)‖2 + ek. (6.6)
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6.2 A general framework for convergence of differentiable proximal-gradient algo-

rithms in a non-convex context

In this section we introduce a result to enable the convergence study of proximal-gradient based

methods, for non-convex minimization problems. In order to use the results developed in section 3

and section 4, we will consider differentiable functions G and H.

Proposition 6.1 Let F be of the form of (6.1), where G and H are Lipschitz-differentiable functions,

with respective constants βG > 0 and βH > 0, and H is convex. Let (xk)k∈N be a process generated by

(6.2), satisfying conditions (6.4), (6.5), and (6.6), with respect to (Fk)k∈N. Assume that

inf
k∈N

λkγk > 0, sup
k∈N

λk 6 1, sup
k∈N

γk < 1/βH ,

+∞∑

k=0

e
1/2
k < +∞. (6.7)

Let β = βG + βH , and (ρk)k∈N, (σk)k∈N be two sequences defined as

(∀k ∈ N) ρk = (1− βHγk)
−1 and σk =

γkρk
2

(
(
√
2 + 1)βH + 4βλkρk

)
, (6.8)

with

sup
k∈N

σk + dk

(
σk + λkγ

−1
k β

)
< 1. (6.9)

Then (xk)k∈N verifies theorem 4.1.

Proof. To prove that theorem 4.1 holds, we will use the equivalent form (6.3) of the proximal-

gradient scheme (6.2). Hence the proof will be very similar to the one of theorem 5.1. Precisely,

we consider scheme (5.1), where, for every k ∈ N, αk = γkλk and Uk = I, and the sequence

(fk)k∈N is an approximation of (∇F (xk))k∈N given by

(∀k ∈ N) fk = dk +∆k, (6.10)

dk = γ−1
k

(
xk − proxγkH(xk − γkgk)

)
, (6.11)

∆k = γ−1
k

(
proxγkH(xk − γkgk)−Pk(xk − γkgk)

)
. (6.12)

The first step of the proof consists in giving a majoration of the approximated gradient sequence

(fk)k∈N as a function of the true gradient and the error terms involved in the assumptions.

Since H is differentiable, according to the Fermat’s rule [3] we have

(xk − γkgk)− proxγkH(xk − γkgk) = γk∇H
(
proxγkH(xk − γkgk)

)
. (6.13)

Combining (6.11) and (6.13), it follows that

dk = gk +∇H
(
proxγkH(xk − γkgk)

)
= gk +∇H(xk − γkdk). (6.14)

23



Since ∇F = ∇G+∇H, using the triangular inequality, and the fact that H has a βH -Lipschitzian

gradient

‖dk‖ = ‖∇F (xk) + (gk −∇G(xk)) +∇H(xk − γkdk)−∇H(xk)‖
6 ‖∇F (xk)‖+ ‖gk −∇G(xk)‖+ βHγk‖dk‖. (6.15)

According to the definition of ρk in (6.8), this leads to

‖dk‖ 6 ρk (‖∇F (xk)‖+ ‖gk −∇G(xk)‖) . (6.16)

Combining (6.10) and (6.16) gives

‖fk‖ 6 ρk (‖∇F (xk)‖+ ‖gk −∇G(xk)‖) + ‖∆k‖. (6.17)

Moreover, passing to the square, we also deduce that

‖fk‖2 6 4ρ2k
(
‖∇F (xk)‖2 + ‖gk −∇G(xk)‖2

)
+ 2‖∆k‖2. (6.18)

The second step of the proof aims at establishing stochastic descent properties for the scheme

at stake, to show that conditions (4.2) and (4.3) hold.

First, we apply the descent Lemma [5] to G, using the fact that xk+1 − xk = −γkfk,

G(xk+1) 6 G(xk)− γkλk〈∇G(xk) | fk〉+
βGγ

2
kλ

2
k

2
‖fk‖2, (6.19)

Then, adding H(xk+1) on both sides of (6.19) gives

F (xk+1) 6 G(xk)− γkλk〈∇G(xk) | fk〉+H(xk+1) +
βGγ

2
kλ

2
k

2
‖fk‖2. (6.20)

Since H is convex and differentiable, using again xk+1 − xk = −γkfk, we also have

H(xk+1) 6 H(xk)− γkλk〈∇H(xk+1) | fk〉. (6.21)

Combining (6.20) and (6.21) gives a descent inequality, given by, for every k ∈ N,

F (xk+1) 6 F (xk)−
(
γkλk〈∇G(xk) +∇H(xk+1) | fk〉 −

βGγ
2
kλ

2
k

2
‖fk‖2

)
. (6.22)

Note that, for every k ∈ N, we have

γkλk〈∇G(xk) +∇H(xk+1) | fk〉
= γkλk〈∇F (xk) | fk〉 − γkλk〈∇H(xk)−∇H(xk+1) | fk〉
> γkλk〈∇F (xk) | fk〉 − γkλk

∥∥∇H(xk)−∇H(xk+1)
∥∥ ‖fk‖ (6.23)

> γkλk〈∇F (xk) | fk〉 −
βHγ

2
kλ

2
k

2
‖fk‖2, (6.24)
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where (6.23) is obtained using the Cauchy-Schwarz inequality, and (6.24) using the Lipschitz

continuity of ∇H and (6.3). Hence, since β = βG + βH , we have

γkλk〈∇G(xk) +∇H(xk+1) | fk〉 −
βGγ

2
kλ

2
k

2
‖fk‖2 > γkλk〈∇F (xk) | fk〉 −

γ2kλ
2
kβ

2
‖fk‖2. (6.25)

On the one hand, using (6.18), we obtain

− γ2kλ
2
kβ

2
‖fk‖2 > −γ2kλ

2
kβ

(
‖∆k‖2 + 2ρ2k

(
‖∇F (xk)‖2 + ‖gk −∇G(xk)‖2

))
. (6.26)

On the other hand, using the definition of fk in (6.10), equation (6.14), and the fact that ∇F =

∇G+∇H, we have

〈∇F (xk) | fk〉 = 〈∇F (xk) | dk +∆k〉
= 〈∇F (xk) | ∇F (xk)−∇G(xk)−∇H(xk)

+ gk +∇H
(
xk − γkdk

)
+∆k〉

= ‖∇F (xk)‖2 −
〈
∇F (xk) | ∇H(xk)−∇H

(
xk − γkdk

)〉

+ 〈∇F (xk) | gk −∇G(xk) + ∆k〉. (6.27)

Using the Cauchy-Schwarz inequality and the Lipschitz continuity of ∇H, we obtain

〈∇F (xk) | fk〉 > ‖∇F (xk)‖2 − βHγk‖∇F (xk)‖‖dk‖
+ 〈∇F (xk) | gk −∇G(xk) + ∆k〉

> ‖∇F (xk)‖2 − βHγkρk‖∇F (xk)‖
(
‖∇F (xk)‖+ ‖gk −∇G(xk)‖

)

+ 〈∇F (xk) | gk −∇G(xk) + ∆k〉 (6.28)

=
(
1− βHγkρk

)
‖∇F (xk)‖2 − βHγkρk‖∇F (xk)‖ ‖gk −∇G(xk)‖

+ 〈∇F (xk) | gk −∇G(xk) + ∆k〉.

where (6.28) is obtained using (6.16). For any (a, b, c) ∈ R3
+, we have ab 6 ca2 + b2/(4c). Taking

a = ‖∇F (xk)‖, b = ‖gk −∇G(xk)‖, c = (
√
2− 1)/2, we obtain

〈∇F (xk) | fk〉 >
(
1− βHγkρk

√
2 + 1

2

)
‖∇F (xk)‖2

− βHγkρk

√
2 + 1

2
‖gk −∇G(xk)‖2 + 〈∇F (xk) | gk −∇G(xk) + ∆k〉. (6.29)

Combining (6.25), (6.26), and (6.29), we obtain

γkλk
〈
∇G(xk) +∇H

(
xk+1) | fk

〉
− βGγ

2
kλ

2
k

2
‖fk‖2

> γkλk

(
1− βHγkρk

√
2 + 1

2

)
‖∇F (xk)‖2 − βHλkγ

2
kρk

√
2 + 1

2
‖gk −∇G(xk)‖2

+ γkλk〈∇F (xk) | gk −∇G(xk) + ∆k〉

− γ2kλ
2
kβ

(
‖∆k‖2 + 2ρ2k

(
‖∇F (xk)‖2 + ‖gk −∇G(xk)‖2

))
.
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Using the definition of (σk)k∈N given in (6.8) we thus obtain

γkλk〈∇G(xk) +∇H(xk+1) | fk〉 −
βGγ

2
kλ

2
k

2
‖fk‖2

> γkλk (1− σk) ‖∇F (xk)‖2 − γkλkσk‖gk −∇G(xk)‖2

− γ2kλ
2
kβ‖∆k‖2 + γkλk〈∇F (xk) | gk −∇G(xk) + ∆k〉. (6.30)

Since, for every k ∈ N, ‖∇F (xk)‖2 is Fk-measurable, passing to conditional expectation in

(6.30) and using successively (6.4), (6.5) and (6.6) gives

E

[
γkλk〈∇G(xk) +∇H(xk+1) | fk〉 −

βGγ
2
kλ

2
k

2
‖fk‖2

∣∣Fk
]

> γkλk (1− σk) ‖∇F (xk)‖2 − γkλkσk E
[
‖gk −∇G(xk)‖2

∣∣Fk
]

− γ2kλ
2
kβ E

[
‖∆k‖2

∣∣Fk
]

> γkλk (1− σk) ‖∇F (xk)‖2 − γkλkσk

(
dk‖∇F (xk)‖2 + ek

)

− λ2
kβ

(
dk‖∇F (xk)‖2 + ek

)

= γkλk

(
1− σk

(
1 + dk

)
− λkγ

−1
k βdk

)
‖∇F (xk)‖2

− γkλkek

(
σk + λkγ

−1
k β

)
a.s.. (6.31)

Taking the conditional expectation in (6.22), combining it with (6.31), we obtain

E
[
F (xk+1)

∣∣Fk
]
6 F (xk)− γkλk

(
1− σk

(
1 + dk

)
− λkγ

−1
k βdk

)
‖∇F (xk)‖2

+ γkλkek

(
σk + λkγ

−1
k β

)
a.s.. (6.32)

Let, for every k ∈ N, uk = 0, vk = γkλk

(
1 − σk

(
1 + dk

)
− λkγ

−1
k βdk

)
, and wk = γkλkek

(
σk +

λkγ
−1
k β

)
. We have

∑
k uk < +∞, according to (6.7) and (6.9) we have infk vk > 0, and

∑
k wk <

+∞. Then, inequality (6.32) is of the form of (4.2).

It remains to show that (4.3) holds. According to (6.3) and (6.17), and using Jensen’s inequal-

ity, for every k ∈ N, we have

E[‖xk+1 − xk‖ |Fk]
6 γkλkρk

(
‖∇F (xk)‖+ E

[
‖gk −∇G(xk)‖

∣∣Fk
]
+ γkλkE

[
‖∆k‖

∣∣Fk
]

a.s.

6 γkλkρk

(
‖∇F (xk)‖+

√
E
[
‖gk −∇G(xk)‖2

∣∣Fk
])

+ γkλk

√
E
[
‖∆k‖2

∣∣Fk
]

a.s.

According to conditions (6.5) and (6.6), we then obtain

E[‖xk+1 − xk‖ |Fk]
6 γkλkρk

(
‖∇F (xk)‖+

√
dk‖∇F (xk)‖2 + ek

)
+ γkλk

√
dk‖∇F (xk)‖2 + ek

6 γkλk

(
ρk + ρkd

1/2
k + d

1/2
k

)
‖∇F (xk)‖+ γkλk(ρk + 1)e

1/2
k a.s., (6.33)
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where the last majoration is obtained using identity
√
a+ b 6

√
a+

√
b, that holds for any a, b > 0.

Let, for every k ∈ N, rk = 0, sk = γkλk

(
ρk + ρkd

1/2
k + d

1/2
k

)
, and tk = γkλk(ρk + 1)e

1/2
k . We have

∑
k rk < +∞ and, according to (6.7) and (6.8),

∑
k tk < +∞. Hence, (6.33) is of the form of

condition (4.3).

Hence we conclude that theorem 4.1 holds.

6.3 Application to some state-of-the-art algorithms

The stochastic aspect of process (6.2) enables two types of uncertainties. First, it takes into ac-

count uncertainty arising from stochastic approximations of the gradient of G. Second, it can

handle uncertainty resulting from the use of an approximation of the proximity operator of H.

The combination of these two types of uncertainties in a single scheme has been taken into ac-

count in some works in the literature.

6.3.1 Stochastic FB scheme

The authors of [17] show the a.s. convergence of the iterates of a stochastic FB scheme of the

form of (6.2), assuming that G is convex, and considering the following error on true proximity

operator, i.e.,

(∀k ∈ N)(∀u ∈ H) Pk(u) = proxγkHk
(u) + pk, (6.34)

where (Hk)k∈N are successive convex approximations of H and (pk)k∈N is a conditionally

summable sequence. The latter study generalises those of [45] for which no error term on the

proximal operator was considered.

It is worth noticing that, up to our knowledge, the a.s. convergence of the iterates when G is

non-convex has only been studied when λk = 1 and without any error on the proximal mapping

[25, 34], i.e.,

(∀k ∈ N)(∀u ∈ H) Pk(u) = proxγkH(u). (6.35)

Hence, the general results we presented in section 6.2 ensuring the a.s. convergence of the

iterates when G is non-convex, and allowing stochastic approximations of the proximity operator

of H, appear to be new.
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6.3.2 Stochastic proximal scheme

Let, for every k ∈ N, λk = 1, γk = 1, and let G = 0, and H =
∑I

i=1 ωiHi, where (ωi)16i6I ∈]0, 1[I
with

∑I
i=1 ωi = 1 and, for every i ∈ {1, . . . , I}, Hi Lipschitz-differentiable. Then scheme (6.2)

boils down to a stochastic proximal algorithm of the form of

(∀k ∈ N) xk+1 = Pk(xk). (6.36)

Such algorithm is very similar to the federated-prox algorithm introduced in [48]. In particular, in

[48], the authors propose to choose

(∀k ∈ N)(∀u ∈ H) Pk(u) = prox∑
i∈Sk

ωiHi
(u), (6.37)

where, for every k ∈ N, Sk is a subset of {1, . . . , I}. The authors show that, assuming the functions

(Hi)16i6I satisfy some bounded dissimilarity condition, the expectation of the global objective

function conditionally to the subsets of indices, decreases at each iteration.

The results presented in section 6.2 provide stronger convergence guaranties than in [48], at

the price of slightly stronger assumptions on the choice of (Pk)k∈N.
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[2] Hedy Attouch, Jérôme Bolte, and Benar Fux Svaiter. Convergence of descent methods for

semi-algebraic and tame problems: proximal algorithms, forward–backward splitting, and

regularized gauss–seidel methods. Mathematical Programming, 137(1):91–129, 2013.

[3] Heinz H Bauschke, Patrick L Combettes, et al. Convex Analysis and Monotone Operator Theory

in Hilbert Spaces, volume 408. Springer, 2011.

[4] Dimitri P Bertsekas. Nonlinear Programming. Athena Scientific, 2nd edition, 1999.

[5] Dimitri P Bertsekas and John N Tsitsiklis. Gradient convergence in gradient methods with

errors. SIAM Journal on Optimization, 10(3):627–642, 2000.
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