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† CVN, CentraleSupélec, Inria Saclay, University Paris Saclay, France.
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ABSTRACT

This paper addresses the problem of sparse signal recovery
by deep unrolling approaches. The task of sparse restora-
tion from linearly transformed and noisy observations occurs
in many applied fields, including geoscience, biochemistry,
remote sensing, and biomedical data processing, and was
thoroughly studied in literature. Recently, novel approaches
based on ‘deep unrolling’ or ‘deep unfolding’, have been
introduced. They consist in creating deep neural networks
inspired from iterative algorithms initially built for penalized
loss minimization. The iterations of the algorithm are recast
as neural network layers. The use of deep learning frame-
works ensures an efficient implementation and the possibility
to learn the algorithm native hyperparameters, through the
minimization of a task-oriented loss. However, for a given
application, choosing an adequate iterative scheme to unroll
and fine-tuning the architecture parameters remains a chal-
lenging task. In this work, our goal is to present a comprehen-
sive comparative study of deep unrolled approaches deployed
for sparse signal reconstruction. Three architectures are in-
troduced and compared through a motivating application,
arising in analytical chemistry. A reproducible Github code
is provided.

1. INTRODUCTION

Sparse signal restoration amounts to retrieving original data
from corrupted observations, under the assumption that the
sought solution is a sparse vector characterised by a small
number of nonzero entries. Measurements z ∈ Rm are related
to groundtruth spike signal x ∈ Rn through the model

z = Hx̄+ ε, (1)

where H ∈ Rm×n is a linear operator simulating the acquisi-
tion model, for instance a convolution, and ε ∈ Rm is the re-
alization of a noise, here assumed additive zero-mean i.i.d.
Gaussian. The signal recovery problem consisting of esti-
mating x from z is an inverse problem that was tackled thor-
oughly in literature. A known approach relies on minimizing
a designed objective using iterative algorithms. For instance,
in explicit regularization [1], a cost function composed of a

data fidelity term and a prior term balanced by a regulariza-
tion hyperparameter is minimized. Regularization is incorpo-
rated into the problem to mend the ill-posedness of the prob-
lem, by enforcing sparsity in the recovered estimate. For in-
stance, ℓ1 norm, ℓ0 quasi-norm or their smooth approxima-
tions can be used. Another type of regularization consists in
iterative or implicit regularization [2] in which the implicit
bias of first-order algorithms is exploited to favor desirable
properties of the solution. In this case, the number of iter-
ations plays the role of the regularization parameter. Solv-
ing inverse problems like (1) has also been addressed by su-
pervised learning methods. Common deep networks (such
as CNNs) have been used for deblurring [3], denoising [4],
and signal reconstruction [5]. Such models are trained on
large annotated databases, to learn a mapping between in-
puts (degraded data) and outputs (original data), to be used
on test data. Lately, a new approach called unrolling (or un-
folding), combining model-based and data-driven approaches
has emerged [6]. The basic idea consists in creating deep net-
works inspired from iterative algorithms, such that each layer
mirrors one iteration of the corresponding algorithm. The
benefits are (i) interpretability which contrasts with black-
box mainstream models, (ii) computation speed provided by
deep learning frameworks such as Pytorch and Tensorflow,
(iii) efficiency through supervised and task-oriented tuning of
the algorithm native hyperparameters. Many works have ex-
plored unrolling of various minimiziation algorithms, such as
gradient descent [7], ISTA [8], and proximal interior meth-
ods [9]. In [10], learnt denoisers were involved in a half-
quadratic splitting scheme. Bayesian approaches have also
recently been combined with unrolling in [11] and [12] un-
rolled proximal splitting algorithm for tomographic recon-
struction. The deployment of the unrolling principle involves
several prerequisites that might be application dependent such
as the optimization problem formulation, the algorithm to un-
roll, the parameters to untie, etc. Several recent benchmark
studies have been made in the context of image processing, in-
cluding image restoration [13] and MRI reconstruction [14],
but 1D signal restoration remains scarcely studied in that re-
spect. In this work, we aim to provide a comprehensive com-
parative benchmarking of deep unrolled methods for solving
Problem (1). We introduce three unrolled architectures, re-



lying on distinct optimization problem formulation and res-
olution schemes. The first one relies on a primal-dual algo-
rithm [15] using an ℓ1-based constrained formulation inspired
from the implicit regularization framework. Up to our knowl-
edge, this is the first instance of unrolling such implicit for-
mulation. The next two are inspired from explicit regular-
ization schemes, as more classically done in unrolling: itera-
tive soft thesholding (ISTA) [16] and the half-quadratic (HQ)
algorithm we recently introduced in [17], that addresses a
smoothed penalized least-squares formulation. We compare
the three iterative (i.e., unsupervised) and unrolled (i.e., su-
pervised) implementations on several datasets from an ap-
plicative sparse signal restoration problem arising in mass
spectrometry (MS) [18]. The paper is organized as follows:
in Section 2, we introduce the mathematical notation and def-
initions useful for the rest of the work. Section 3 describes
our construction for the three deep unrolled methods, devis-
ing the algorithms, designing the architectures, and detailing
our strategy to learn the desired hyperparameters for each
approach. Section 4 summarizes our experimental settings,
and presents our comparisons and analysis. Lastly, Section 5
draws conclusions of the work.

2. MATHEMATICAL NOTATION

We adopt convex analysis notations from [19]. Let H be a
Hilbert space, the subdifferential of a function f : H → R
at point x is the set valued operator ∂ f : H → 2H such that
∂ f (x) = {u ∈ H |(∀y ∈ H )⟨y− x|u⟩+ f (x) ≤ f (y)}. The
identity operator on H is denoted by Id. The set of proper,
convex and lower semi continuous (l.s.c) functions is denoted
by Γ0(H ) and the proximity operator is defined for every x ∈
H by prox f (x) = argminu∈H f (u)+ 1

2∥x−u∥2
2. Finally, the

convex conjugate of a function is denoted, for every x ∈ H ,
by f ∗(x) = supu∈H ⟨x|u⟩− f (u). For a given convex closed
non empty set C, ιC is the indicator function defined, for every

x ∈ H , by ιC(x) =

{
0, if x ∈C
+∞ otherwise

. The support function

σC = ι∗C is defined for all x ∈ H by σC(x) = supx′∈C⟨x′|x⟩.
We finally denote by B(z,ρ) the ℓ2 ball of center z and radius
ρ whose expression is B(z,ρ) = {z′ ∈ H | ∥z′− z∥2 ≤ ρ}.

3. PROPOSED METHOD

In this section, we present three unrolled architectures, built
upon primal-dual, ISTA and half-quadratic iterative schemes
to solve (1). For each approach, (i) we formulate the opti-
mization problem to be solved, (ii) we derive the iterative al-
gorithm to solve it, and (iii) we propose the corresponding
unrolled neural network by reinterpreting the algorithm itera-
tions into layers, so allowing us to learn certain hyperparam-
eters.

3.1. Unrolled primal-dual architecture

3.1.1. Problem statement

Let us define x̂ ∈ Rn an estimate of x obtained by solving the
constrained minimization problem

x̂ ∈ argmin
x∈Rn

∥x∥1 s.t. ∥Hx− z∥2 ≤ ρ. (2)

Hereabove, ∥ · ∥1 is ℓ1 norm which aims to enforce a sparsity
prior on the estimated solution and ρ > 0 is a hyperparameter
related to the noise level. In the case of an i.i.d. Gaussian
noise with standard deviation σ , a common setting arising
from the law of large numbers is ρ =

√
nσ . The minimization

problem (2) can be solved using a proximal splitting primal-
dual algorithm [15] which we describe in the next section.
The optimal solution is retrieved by combining the explicit
regularization induced by ρ with the implicit regularization
given by the early stopping of the iterations [20].

3.1.2. Primal-dual algorithm

Problem (2) can be recast into an unconstrained form which
is the primal problem

min
x∈Rn

(
ιB(z,ρ)(Hx)+∥x∥1

)
, (3)

The associated dual problem [15] is

max
y∈Rm

−
(

σB(z,ρ)(y)+∥−H⊤y∥1). (4)

The general saddle point problem is

min
x∈Rn

max
y∈Rm

⟨Hx,y⟩+∥x∥1 −σB(z,ρ)(y). (5)

To solve (5), the primal-dual approach initially proposed in
[15] can be used, leading to Algorithm 1. Convergence of the
sequence (xk)k∈N to a solution of (2) is established, for γ,τ
positive stepsizes verifying γτ ≤ 1

∥H∥2
2
.

Algorithm 1 Primal-dual algorithm
1: Init: Choose τ,γ > 0, (x0,y0) ∈ Rn ×Rm and y0 = y−1.
2: for k = 0,1, . . . do
3: ỹk = 2yk − yk−1
4: xk+1 = proxτ∥·∥1

(xk − τH⊤ỹk)
5: yk+1 = proxγσB(z,ρ)(·)(yk + γHxk+1)

6: end for

We now give explicitly the expressions of the proximity
operators involved in Algorithm 1. First,

(∀x = (xi)1≤i≤n ∈ Rn)

proxτ∥·∥1
(x) = (sign(xi)max(|xi|− τ,0))1≤i≤n . (6)
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Second, using Moreau’s decomposition in [19, Theorem 14.3
(ii)], for every γ > 0,

(∀y ∈ Rm) proxγσB(z,ρ)
(y) = y− γPB(z,ρ)

(
γ
−1y

)
. (7)

Hereabove, PB(z,ρ) is the projection onto the ball B(z,ρ) of
center z and radius ρ ,

(∀y ∈ Rm) PB(z,ρ)(y) =

{
y if y ∈ B(z,ρ)
z+ y−z

∥y−z∥2
ρ if y /∈ B(z,ρ)

.

(8)
Finally, this leads, for every y ∈ Rm, and for every γ > 0, to

proxγσB(z,ρ)
(y)=

{
0, if γ−1y ∈ B(z,ρ)
y− γ(z+ y−γz

∥y−γz∥2
ρ) if γ−1y /∈ B(z,ρ)

.

(9)

3.1.3. Unrolled architecture

To create a deep neural network architecture, unrolling starts
by converting, for a fixed number of layers K, the concerned
algorithm iterations into layers. In our case, the primal and
dual iterations in Algorithm 1 reveal building blocks of feed-
forward network structures. Therefore, we propose the fol-
lowing multi-branch architecture: for k ∈ {0, . . . ,K − 1}, the
primal Lpk and dual L z

dk
branches process respectively the

sequences (xk)0≤k≤K and (yk)0≤k≤K as follows:(
xk+1,yk+1

)
=
(
Lpk(xk,yk,yk−1),L

z
dk
(Lpk(xk,yk,yk−1),yk)

)
.

(10)
For the sake of short notation we denote by L z

k , for k ∈
{0, . . . ,K − 1}, a global layer of our proposed architecture.
It depends on the noisy observation given the dependence of
the dual branch on z. It takes as input the couple (xy,yk) and
returns as output the couple (xk+1,yk+1) except the last layer
which only returns xK . In that case, (10) becomes(

xk+1,yk+1

)
= L z

k (xk,yk) (11)

such that, {
xk+1 = Apk(Wpkxk +bpk)

yk+1 = Adk(Wdkyk +bdk)
. (12)

Here, Apk and Adk are primal and dual activation functions:

(∀x ∈ Rn) Apk(x) = proxτk∥·∥1
(x), (13)

(∀y ∈ Rm) Adk(y) = proxγkσB(z,ρ)(·)(y). (14)

So as to retrieve equivalence with our Algorithm 1, we set
the weight matrices Wpk and Wdk equal to the identity of their
respective ambient space and bias terms are given by

bpk =−τkH⊤ỹk ∈ Rn, bdk = γkHxk+1 ∈ Rm. (15)

As can be seen in equations (13)-(15), we propose to untie
sequences (τk)0≤k≤K−1, (γk)0≤k≤K−1 and (ρk)0≤k≤K−1, allow
them to vary along layers and to learn them automatically. To
this end, we design network architectures which will be reat-
tached to each layer L z

k . We enforce positivity on learnable
parameters through the ReLU activation function

(∀z = (zℓ)1≤ℓ≤m ∈ Rm) ReLU(z) = (max(0,zℓ))1≤ℓ≤m .
(16)

Specifically, let θ = {tk,sk,rk}0≤k≤K−1 be the vector of pa-
rameters to be learned then, for every k ∈ {0, . . . ,K −1},

τk = ReLU(tk), γk = ReLU(gk), ρk = ReLU(rk). (17)

The global layer architecture is showcased on Fig.1. Once
the multi-layer architecture is defined, updating the learn-
able weights is a straightforward task. Let S = {(x̄s,zs) |
s ∈ {1, . . . ,S}} be a training set comprised of S pairs of
groundtruth and degraded data samples. Let the prediction
function be

gz
θ
(xs,0,ys,0) = L z

K−1 ◦ . . .◦L z
k ◦ . . .◦L z

0 (xs,0,ys,0), (18)

(xs,0,ys,0) denoting the primal and dual inputs for the first
layer of the network for sample s. Then, for a predefined loss
ℓ, the optimal hyperparameter setting θ̂ is the solution to the
optimization problem

min
θ

E(θ) =
1
S

S

∑
s=1

ℓ(gzs
θ
(xs,0,ys,0), x̄s). (19)

A common choice for the loss is the mean squared error
(MSE) loss obtained by setting ℓ(x, x̄) = 1

n∥x− x̄∥2. Standard
neural network training algorithms such as stochastic gradient
or Adam can be used to solve the above problem.

3.2. Unrolled ISTA architecture

3.2.1. Problem formulation

Let x̂ be the minimizer of the following regularized cost func-
tion F for estimating x,

x̂ ∈ argmin
x∈Rn

(
F(x) =

1
2
∥Hx− z∥2

2 +χ∥x∥1

)
. (20)

Hereabove, χ is a regularization hyperparameter balancing
the data fidelity term and the non-differentiable ℓ1 norm aim-
ing to promote the sparsity prior.

3.2.2. Algorithm

To solve (20), ISTA [16], summarized in Algorithm 2 can be
used, γ is a stepsize in ]0,2/∥H∥2

2[.
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Fig. 1. Overview of one layer L z
k of the proposed un-

rolled primal dual-algorithm. (Wpk)1≤k≤K , (Wdk)1≤k≤K ,
(bpk)1≤k≤K , (bdk)1≤k≤K , (Apk)1≤k≤K and (Adk)1≤k≤K are
respectively primal/dual weight operators, biases and acti-
vations. (sk)1≤k≤K , (rk)1≤k≤K , and (tk)1≤k≤K are learnable
weights and ReLU is an activation enforcing positivity.

Algorithm 2 ISTA algorithm
1: Init: Choose γ,χ > 0, x0 ∈ Rn.
2: for k = 0,1, . . . do
3: xk+1 = proxγχ∥·∥1

(xk − γH⊤(Hxk − z))
4: end for

3.2.3. Unrolled architecture

As described in Section 3.1.3, after reinterpreting the algo-
rithm initial K iterations as feedforward structures, sequences
(γk)0≤k≤K−1 and (χk)0≤k≤K−1 are untied and learnt by enforc-
ing nonnegativity by using ReLU.

3.3. Unrolled half-quadratic architecture

3.3.1. Problem formulation

Lastly, we propose minimizing a differentiable cost function
to obtain the estimate x̂ of x. The objective function is com-
posed of a data fidelity term and a regularization function bal-
anced by a regularization hyperparameter λ , so yielding

x̂ ∈ argmin
x∈Rn

(
F(x) =

1
2
∥Hx− z∥2

2 +λΨ(x)
)
, (21)

with

(∀x ∈ Rn) Ψ(x) =
n

∑
i=1

ψ(xi). (22)

The i-th component of a vector x in Rn is denoted by xi with
i ∈ {1, . . . ,n} and ψ : R→ [0,+∞) is defined as,

(∀t ∈ R) ψ(t) = δ

(
|t|−δ log

(
|t|
δ

+1
))

. (23)

The above penalty, known as the Fair potential, approximates
the ℓ1 norm, depending on a smoothing hyperparameter δ >
0.

3.3.2. Algorithm

The optimization problem (21) is minimized by a half-
quadratic algorithm [21], given in Algorithm 3. For every
k ∈ N, A(xk) is a symmetric definite positive matrix ensuring
a majorizing property on the curvature of F . Explicit ex-
pressions of ∇F(xk) and A(xk) for Problem (1) can be found
in [17].

Algorithm 3 Half-quadratic algorithm
1: Init: Choose x0 ∈ Rn.
2: for k = 0,1, . . . do
3: Build majorant metric A(xk),
4: xk+1 = xk −A(xk)

−1∇F(xk).
5: end for

3.3.3. Unrolled architecture

As for unrolled HQ, we learn (λk)1≤k≤K according to the
paradigm described in [17].

4. EXPERIMENTAL RESULTS

In this section we present our experimental results through
an application arising from mass spectrometry (MS) [22] sig-
nal restoration. MS is a chemical tool used for detection and
quantification of molecules of interest. It produces spectra
with positively valued peaks distributed according to the iso-
topic distribution and charge of studied molecule. We con-
sider here the problem of deblurring and denoising MS data.

4.1. Datasets

We create two datasets of realistic MS signals, generated us-
ing the Averagine model as in [18]. First, for a given number
of proteins p = 10, a 2000 dimensional signal with p ran-
domly uniformly placed peaks between index 50 and 1950
is created. The associated positive intensities are randomly
defined as the absolute value of a Gaussian realization with
mean 10 and standard deviation 100. This signal is later mul-
tiplied by the MS averagine dictionary gathering isotopic dis-
tribution of a predefined list of atomic mass. This results in
the groundtruth signal x. Model (1) is then used to create the
associated degraded signal z. Matrix H mimicks the convolu-
tion (with circular-padding) with a centered Gaussian shape
with support size 50 and standard deviation 1. For Dataset 1,
the added Gaussian noise ε ∈ Rm is i.i.d., zero mean with
standard deviation σ = 2. From the same set of groundtruth
signals x, we furthermore create Dataset 2, where z is built
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from an i.i.d. zero-mean Gaussian noise with standard devia-
tion σ randomly chosen between 0 and 2. We create respec-
tively training, validation, and test sets of sizes 1000, 200 and
100 for both datasets.

4.2. Iterative methods

We compare unrolled methods described in Section 3 to their
respective iterative optimization approaches. First, we run the
primal-dual algorithm described in Algorithm 1. The step-
sizes γ and τ are tuned following the strategy proposed in [20]
such that τγ = 0.99

∥H∥2
2

and τ = γ . The bound ρ is finetuned man-

ually. Specifically, for Dataset 1, we assume the noise level
to be known, and we tune ρ using a predefined grid of values
including σ

√
n. For Dataset 2, as the noise level is varying,

we propose to estimate it through σ̂(y) = median(|WH y|)
0.6745 as done

in [9] for each degraded observation y with |WHy| the vector
gathering the absolute value of the diagonal coefficients of
the first level of the Haar wavelet decomposition of y. We
then set ρ = σ̂(y)ρ̃ with ρ̃ finetuned through gridsearch. For
initialization we use x0 = y0 = y−1. The set of parameters
providing the lowest MSE on the training set is retained, and
per-used on the test set. For ISTA, we adopt again different
strategies for Dataset 1 or 2. Namely, we directly finetuned χ

for the former, while we set χ = χ̃σ̂(y) with χ̃ to be tuned for
the latter. The last iterative-based method we compare with
is the HQ algorithm [17], in which we employ gridsearch to
determine the described parameters (λ ,δ ).

4.3. Training settings

The mean-squared error (MSE) loss is used for training
all unrolled methods as well as to finetune parameters of
optimization-based methods. In all experiments, training and
validation batch sizes are set to 5. Learnable weights are
tuned through backpropagation using Adam, where the learn-
ing rate (lr) is set according to the experiment to maintain a
stable training. As entry for the multiple architectures, we use
the null vector, namely for unrolled HQ and ISTA, the input is
x0 = 0 and for unrolled primal dual x0 = y0 = y−1 = 0. To set
the number of layers, we train the unrolled architectures for
several choices of K. Then we choose the number of layers
returning a minimal loss on validation set while maintaining
a reasonable training execution time. We summarize in the
table hereafter the learning rate and the number of layers used
for each experiment.

Dataset1 Dataset2
Unrolled ISTA (10−4,14) (10−3,14)

Unrolled Primal Dual (10−4,22) (10−4,16)
Unrolled HQ (10−2,8) (10−2,8)

4.4. Numerical results

Table 1 summarizes all our results. Unrolled architectures
outperform their iterative counterparts in terms of average

restoration quality (MSE). Moreover, Dataset 2 has better re-
sults, since the noise level is lower in average. While iterative
HQ yields the best MSE, its unrolled version is slightly dis-
advantaged. This might show that learning only the regular-
ization parameter was not enough to reach full representation
capacity for the network. In fact, as shown on Fig. 2 (upper
left zoom), unrolled HQ tends to underestimate peak intensi-
ties which is assessed by lower truncated signal-to-noise ratio
(TSNR, [18]) scores. We also study peak detection perfor-
mance of the methods. We define the presence/absence of
peaks using a minimal intensity threshold of 0.8, and com-
pute the F1 score between the ground truth and estimated bi-
nary labels. Iterative methods appear rather good at detecting
peak locations, in particular on Dataset 2. Unrolled HQ is
competitive with other unrolled architectures on this metric.
Inference time of unrolled methods is lower than that of it-
erative methods, since the number of layers is considerably
lower than typical iteration numbers. Among all unrolled ap-
proaches, half-quadratic exhibits the highest execution time,
due to costly matrix inversions.

5. CONCLUSIONS

This work proposes a comprehensive study of three deep un-
rolling approaches for solving a sparse inverse problem aris-
ing in spectroscopy. Our experiments show the competitive-
ness of all unrolling paradigms with respect to their respective
iterative counterparts. Surprisingly, the best iterative method
does not necessarily yield an optimal unrolling architecture,
which confirms previous studies in the field of image process-
ing. The final choice remains highly dataset and task depen-
dent, and benchmarking remains necessary. To that end, we
provide the readers with a reproducible code for the presented
datasets and architectures, available at https://github.
com/GHARBIMouna/Deep-Unrolling.git.
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