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ABSTRACT
In this study, we explore the value of using a recently pro-
posed multimodal learning method as an initialization for
anomaly detection in abdominal ultrasound images. The
method efficiently learns visual concepts from radiological
reports using natural language supervision and constrastive
learning. The underlying requirement of the method is sim-
ply the availability of image and textual descriptions pairs.
However, in abdominal ultrasound examinations, radiologi-
cal reports are associated with several images and describe
all organs observed during the examination. To address this
shortcoming, we automatically construct image and text pairs
using 1) deep clustering for abdominal organ classification on
ultrasound images and 2) natural language processing tools to
extract the corresponding description on the report. We show
that pre-training the model with these constructed pairs yields
representations that better separate normal classes from ab-
normal ones on ultrasound images for the kidneys, compared
to ImageNet-based representations, with a 10% improvement
in macro-average accuracy.

Index Terms— multimodal learning, deep clustering,
natural language processing, ultrasound examinations, kid-
neys

1. INTRODUCTION

In this study, we focus on abnormality detection in abdomi-
nal ultrasound images by considering a binary classification
task (i.e. normal vs. abnormal organ) with access to limited
labeled data. Diseases associated to a given organ may al-
ter its shape, size, contour, position, or textural appearance,
resulting in highly variable differences in ultrasound patterns,
all grouped into a single ”abnormal” category. For this reason,
transferring the model weights from ImageNet[1] pre-training
can result in poor performance, as the features learned on nat-
ural images are not suited to capture the fine-grained visual
features necessary to separate the normal class from the ab-
normal class. Alternatively, in the absence of large number of
annotated datasets, the model can be pre-trained on an unla-
beled set of ultrasound images using self-supervised learning

methods. These image-based self-supervised methods were
proven to enhance performance in specific settings [2, 3, 4].
In the case of abdominal ultrasound, we observed that for
tasks with high inter-class variability, these methods can be
useful. However, on a task such as pathology detection, in
which there is greater similarity between classes, and more
variability within classes, these methods often fail to achieve
better results. More recently, a study [5] proposed the use of
multi-modal pre-training to learn fine-grained representations
required by medical imaging tasks. They argue that medi-
cal reports, as opposed to image labels are often produced by
medical experts in their routine workflow and are therefore
easily accessible. The approach takes advantage of the medi-
cal reports associated to medical images, to learn better latent
representations. The underlying assumption of the method is
simply the presence of pairs of images and text describing the
image. This method was evaluated on four different medi-
cal image classification tasks covering 2 different specialties
with encouraging results. Yet, the considered hypothesis in
which image pairs and a textual description are always avail-
able is not consistent with the abdominal ultrasound setting
in which a textual radiology report describes a set of ultra-
sound images. In this work, we present a method to automat-
ically build pairs of text descriptions and ultrasound images
using deep clustering for images and named entity recogni-
tion for text. We evaluate the pre-trained image encoder on
two criteria: its ability to extract discriminative features for
the anomaly classification task, and its performance when fine
tuning the model on a labeled set. We provide results for the
normal/abnormal kidney detection task in an abdominal ultra-
sound examination.

2. IMAGE AND TEXT PAIRS GENERATION

2.1. Data

During an ultrasound examination, the sonographer performs
a complete scan of the area of interest and takes captures, also
known as freeze frames, of the standard scanning plane views
and potential visible abnormalities. The freeze-frames along
with a textual documentation of the examination form the ul-
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The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

1- Deep Clustering Organ Classification : Kidneys

2- Sentence Extractor : Kidneys
The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

The kidneys [Body Part, Organ, or Organ 
Component] are symmetrical, sonographically 
normal.  Pancreas [Body Part, Organ, or Organ 
Component] and kidneys [Body Part, Organ, or 
Organ Component] without abnormality

Fig. 1. Generation pipeline of Image-Text Kidney pairs for the pre-training set.

trasound examination report. Our dataset consisted of 8011
abdominal ultrasound examinations (nimages = 120, 593)
from 6482 patients with an average of 12.5 images per ex-
amination. The images are not restricted to kidneys, and can
contain other abdominal organs. We show in the following,
how images containing the kidneys are selected among all
images. Likewise we show how the sentences in the report
that describe the kidneys are detected.

3. IMAGE AND TEXT PAIRS GENERATION

3.1. Data Partition

Labeled set

Training set Validation set Test set

Unlabeled set

1,051 examinations
(n = 11,040 images
 n = 1,051 patients) 

6,960 examinations
(n = 109,553 images
 n = 5,431 patients)

873 examinations
(n = 9062 images)

47 examinations
(n = 503 images)

131 examinations
(n = 1475 images)

n = 109,553 images n = 6,960 electronic 
radiology reports

n = 240  
images

n = 603  
images

n = 28,334 
images

n = 81,212 
imagesn = 263 

images
n = 5,152 

images
n = 872 
images

n = 5,891 
electronic 
radiology 
reports

n = 1,069 
electronic 
radiology 
reports

n = 3,910  
images

n = 25,331 
pairs 

8,011 examinations
(n = 120,593 images,
 n = 6,482 patients)

Fig. 2. Data partition. Green boxes are used to indicate that
the images or text refer to the kidneys, red boxes are used for
all other organs.

A subset of 1,051 ultrasound examinations was randomly
selected to constitute the labeled sets of all freeze frames
linked to the examinations. For each image the annotators
had to assign a label, either normal kidneys, abnormal kid-
neys or ”absent” if the image did not contain any kidneys. 873
of those examinations (nimages = 3, 910 images of kidneys)
were assigned to the training set, 47 examinations (nimages =
240 images of kidneys) to the validation set and 131 exam-
inations (nimages = 603 images of kidneys) to the test set.

The remaining 6,960 unlabeled examinations were used to
construct the pre-training set. The image and text data of
the pre-training set were processed in three steps which are
summarized in Figure 2. First images containing the kidneys
are selected, then sentences in the medical report describing
the kidneys are selected. Finally, pairs of image and text are
constructed for the kidneys.

3.2. Clustering U/S Images

Since we are only interested in kidney images in this study, we
use deep clustering to identify a set of clusters linked to this
organ. Specifically, we use the method presented in [6] where
a framework for abdominal organ clustering using unlabeled
ultrasound images is presented. Two different augmentation
schemes (̃.) and (̂.) are applied to all input images before
passing through the CNN. Then a loss term is used to en-
courage both augmented versions of the image to be assigned
to the same class with high probability. Finally, to avoid all
images being assigned to the same cluster, an additional loss
term is introduced to constrain the distribution of the cluster
size to follow a symmetric Dirichlet distribution. This method
achieves reasonable performance with an F1-score weighted
average of 66.75% and an F1-score of 71.5% for the kidney’s
class. All images (n = 87, 696) of our pre-training set are
processed by the deep clustering method, and only images as-
signed to ”Kidney” clusters are kept which amounts to a total
28,334 images from 6,531 examinations.

3.3. Text Data

To select the sentences mentioning kidneys in the medical re-
port, we use a tagging tool based on the Unified Medical Lan-
guage System (UMLS). UMLS is a meta-system that unifies
concepts from several dozen terminologies in the biomedi-
cal domain. Each UMLS concept is assigned a unique con-
cept identifier (CUI), a set of terms (or synonyms), possibly
in multiple languages, and a semantic type. The labeling tool
(QuickUMLS) [7], is a fast, unsupervised biomedical concept
extraction tool from medical texts that works for multiple lan-
guages, including French. Given an unstructured textual med-



 Kidneys of normal size, with good 
parenchymo-sinusal differentiation, 
fine pyelocalic cavities.

Simple cyst of the inferior pole of 
the right kidney infracentimetric

Both kidneys are in the usual lumbar 
position, of normal size and 
echostructure. 
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Fig. 3. Pre-training Pipeline: Images and texts are fed to an image encoder and a text encoder respectively. Each input image and
text are then converted into d-dimensional vector representation using a Linear Layer. An asymmetric Image-to-text contrastive
loss is used for each input modality.

ical report, we first divide it into sentences. For each sentence,
we search for a word related to the semantic type ”Body part,
organ or organ component” and check whether its unique con-
cept identifier refers to kidneys. If so, the sentence is added
to the list of sentences assigned to the organ. A total of 5891
examinations, out of the original 6960 examinations, mention
kidneys in the report.

3.4. Image-Text Pairing

For each image where the abdominal organ clustering pre-
dicted the presence of a kidney, we look if the associated re-
port mentions the kidney. If so, the sentences mentioning the
kidney in the report are all associated with the image. This
means that multiple images from the same examination will
have the same description. Of the 28,334 images, 3003 could
not be linked to any textual description (i.e. the associated ex-
amination did not mention the kidneys), which leaves us with
a final dataset of 25,331 pairs of text and images from 5,513
examinations.

4. JOINT REPRESENTATION LEARNING

Here we detail the model architecture for the renal anomaly
detection task. First, the text and image encoders are trained
jointly to project the data into the same dimensional space
while ensuring coherence between text and image represen-
tations. The image encoder is then fine-tuned on a labeled
dataset of renal ultrasound images.

4.1. Architecture

We base the pre-training approach on a model (ConVIRT)
developed by Zhang et al [5]. The model is composed of a
text encoder and an image encoder. For the image encoder,
we use the ResNet50 architecture. The input images are ran-
domly augmented with different data augmentations: crop-
ping, horizontal flipping, affine transformation, color jitter-
ing and Gaussian blur before passing to the encoder. For the

text encoder, we use the CamemBERT [8] model which is a
state-of-the-art language model pre-trained on a French cor-
pus OSCAR, based on the RoBERTa [9] architecture. Since
the text encoder was pre-trained on generic text, it is essential
to consider words that are specific to the domain on which we
want to refine the model (abdominal ultrasound radiological
reports). To do so, we re-train a word-piece Tokenizer to find
the set of words that minimize the number of tokens needed
to reconstruct the reports in our training set. Each input image
and text are then converted into d-dimensional vector repre-
sentation using a Linear Layer as shown in Figure 3.

4.2. Pre-training Objective Function

The model is trained to predict which image goes with which
description and conversely. This is achieved using two In-
foNCE [10] losses based on the cosine similarity between
the transformed image and text vectors. Let I, T be the d-
dimensional vectors of image and text respectively, and 〈I, T 〉
be the cosine similarity between the two, the objective func-
tion introduced in [5] is as follows:

L =
1

N

N∑
i=1

(λ · LI→Ti + (1− λ) · LT→Ii )

where LI→Ti is a text-to-image contrastive loss, whose
goal is to predict Ii, Ti as the true pair among all possible
descriptions and LT→Ii is an image-to-text contrastive loss,
whose goal is to predict Ii, Ti as the true pair among all pos-
sible images.

LI←Ti = − log exp(〈Ii,Ti〉/τ)∑n
j=1 exp(〈Ii,Tj〉) and LT←Ii = − log exp(〈Ii,Ti〉/τ)∑n

j=1 exp(〈Ij ,Ti〉)

4.3. Fine-tuning Objective Function

We evaluate our pretrained image encoder on the binary clas-
sification task of abnormality detection (normal vs. abnormal



Precision Recall F1-Score support
Baseline ConVIRT Baseline ConVIRT Baseline ConVIRT

Normal Kidneys 0.91 0.92 0.63 0.77 0.74 0.84 427
Abnormal Kidneys 0.49 0.60 0.85 0.84 0.62 0.70 176

accuracy 0.69 0.79 603
macro-average 0.70 0.76 0.74 0.80 0.68 0.77 603
weighted average 0.79 0.83 0.69 0.79 0.71 0.80 603

Table 1. Fine-tuning performance on the 603 images of the test set. The baseline initializes the model weights with those of
the ImageNet pre-training, whereas ConVIRT initializes them with those of the image-text pre-training.

a) ImageNet pre-training b) ConVIRT pre-training

Fig. 4. t-SNE visualizations of encoded image from different pre-training methods. Purple points correspond to images of
healthy kidneys, and yellow to images of abnormal kidneys.

kidneys). Both the CNN weights and the linear head are fine-
tuned on a labeled training set of 3,910 images. We use the
generalized cross entropy loss introduced in [11] to train deep
neural networks with noisy labels.

5. RESULTS

5.1. T-SNE Visualization of Extracted Features during
Pre-training

First we evaluate how joint representation pre-training im-
pacts the resulting image features, in comparison to the same
encoder trained on ImageNet, using t-SNE visualization [12].
t-SNE is a stochastic method for visualizing high-dimensional
data. We use the scikit-learn [13] implementation with the de-
fault parameters. We can see in Figure 4 that joint representa-
tion pre-training helps separate normal classes from abnormal
ones in its encoding low-dimensional space.

5.2. Classification Results after Fine-tuning

In order to quantitatively assess the detection performance of
this approach after fine-tuning, we evaluated the model on the
test cohort presented in Section 3.1. We measured the algo-
rithm’s performance using the precision and recall rates as

well as the F1-score. One can see in Table 1 that the Image-
Text joint pre-traning using ConVIRT yields a 10% improve-
ment in macro-average accuracy compared to the baseline
with ImageNet pre-training. Specifically, we found that for
ImageNet and ConVIRT pre-training, the negative predictive
value (0.91 vs. 0.92) and sensitivity (0.85 vs. 0.84) respec-
tively, were similar. On the other hand, the positive predictive
value (0.49 vs. 0.60) and specificity (0.63 vs. 0.77) respec-
tively, were both higher for ConVIRT compared to ImageNet
pre-training.

6. CONCLUSION

In this study we explored the value of using unstructured radi-
ological reports to pre-train a model to better separate normal
and abnormal kidney ultrasound images. Although a direct
link between images and their descriptions is not provided
in abdominal ultrasound examinations, we were able to build
pairs of images and text using different unsupervised meth-
ods. Finally, we showed that this matching strategy, combined
with conVIRT pre-training, provided a 10% increase in accu-
racy during fine-tuning compared to ImageNet pre-training.
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tiz Suárez, Yoann Dupont, Laurent Romary, Éric de la
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