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ABSTRACT
Evaluating or finding the roots of a polynomial 𝑓 (𝑧) = 𝑓0+· · ·+ 𝑓𝑑𝑧𝑑
with floating-point number coefficients is a ubiquitous problem.

By using a piecewise approximation of 𝑓 obtained with a careful

use of the Newton polygon of 𝑓 , we improve state-of-the-art upper

bounds on the number of operations to evaluate and find the roots

of a polynomial. In particular, if the coefficients of 𝑓 are given with

𝑚 significant bits, we provide for the first time an algorithm that

finds all the roots of 𝑓 with a relative condition number lower than

2
𝑚
, using a number of bit operations quasi-linear in the bit-size of

the floating-point representation of 𝑓 . Notably, our new approach

handles efficiently polynomials with coefficients ranging from 2
−𝑑

to 2
𝑑
, both in theory and in practice.

Evaluating or finding the roots of a polynomial with coefficients

represented as floating-point numbers is widely used. Given two

positive integer bounds𝑚 and 𝜏 , a floating number can be repre-

sented as 𝑎2𝑏 where 𝑎 and 𝑏 are integers with |𝑎 | ≤ 2
𝑚

and |𝑏 | ≤ 𝜏 .
This representation notably allows to use a constant size𝑚 + log

2
𝜏

to represent numbers with different orders of magnitude [6, 14, 22].

In the literature, analysing the complexity for approximating the

roots of a polynomial is usually done by considering a fixed-point

representation for the coefficients ([2, 20, 21, 25] and references

therein). In those analyses, the coefficients are either integers or

represented as fixed-point numbers with a uniform error on all

the coefficients. The drawback of those approaches is that finding

the root of the polynomial 2
𝜏 − 2

−𝜏𝑧 = 0 will require 𝑂 (𝜏) bits
operations where 𝑂 (·) means that we omit the logarithmic factors.

On the other hand, this simple equation can be solved in 𝑂 (log𝜏)
bit operations if we use floating-point arithmetic.

Polynomial where the coefficients have different orders of mag-

nitude appear in several applications. For example, truncating a

series expansion of a generalized hypergeometric function such as

𝑒𝑧 to order 𝑑 may return a polynomial where the 𝑘-th coefficient

has a magnitude in𝛩 (1/𝑘!). The characteristic polynomial of a ma-

trix also has coefficients with different order of magnitude. Solving

multivariate polynomial systems can be done by eliminating vari-

ables and reducing the problem to a univariate polynomial having

coefficients with different orders of magnitude [1].

Some work in the literature address the problem of handling

large orders of magnitudes for the root-finding problem, notably

when using methods based on the Newton diagram and Graeffe

iterations ([8, 18, 23, 24, 27] among others). In these approaches, in-

termediate values can have large order of magnitudes and a process

of normalisation can be applied to reduce their sizes [11, 13, 19].

However, the algorithm they describe is quadratic in the degree of

the input polynomial.
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Figure 1: The Newton polygon of the polynomial 𝑓 , using the
valuation − log

2
|𝑓𝑗 | for the 𝑗-th coefficient.

Using the Newton polygon of 𝑓 we develop a new method

adapted to the working relative precision of the input coefficients.

Let 𝑓 be a polynomial of degree 𝑑 with floating-point coefficients of

magnitude less than 2
𝜏
and represented with𝑚 significant bits. We

will compute a piecewise approximation of 𝑓 by 𝑂 (𝑑/𝑚) polyno-
mials 𝑔 of degree 𝑂 (𝑚), where the coefficients of each polynomial

𝑔 is represented with 𝑂 (𝑚) significant digits. This representation
will allow us to improve state-of-the-art bounds on the problems

of evaluating 𝑓 on 𝑑 points and of finding its roots.

After stating formally our main results in Section 1, we will

describe in Sections 2 and 3 how to compute such a piecewise

approximation in 𝑂 (𝑑 (𝑚 + log𝜏)) bit operations. Then we will

show how to use this data-structure to evaluate 𝑓 (Section 4) and to

approximate or isolate the roots of 𝑓 (Section 5). Finally we describe

experimental results of our prototype implementations on different

families of polynomials (Section 6).

1 PRELIMINARIES
In the article, our input is the polynomial 𝑓 (𝑧) = 𝑓0 + · · · + 𝑓𝑑𝑧𝑑 . We

assume that the coefficients of 𝑓 are represented with floating-point

numbers and our goal is to design fast algorithms for the evaluation

or the root-finding problem, with the same error bounds as if we

had used classical algorithms with floating-point arithmetic.

For that wewill first compute in Sections 2 and 3 a piecewise poly-

nomial approximation of 𝑓 defined on a partition of the complex

plane. Before stating our main result, we recall two mathemati-

cal tools that will be fundamental in our algorithms: the condition
number and the Newton polygon.

Notations. We will use the following notations to describe our

piecewise polynomial approximation. For a complex number 𝛾 and

a positive real 𝜌 , we denote by 𝐷 (𝛾, 𝜌) the disk of center 𝛾 and

radius 𝜌 . For two positive real number 𝑟1, 𝑟2, we denote by 𝑅(𝑟1, 𝑟2)
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the ring 𝐷 (0, 𝑟2) \ 𝐷 (0, 𝑟1). Moreover, for a polynomial 𝑓 we let:

𝑓 ( |𝑧 |) = |𝑓0 | + · · · + |𝑓𝑑 | |𝑧 |𝑑 , ∥ 𝑓 ∥1 = |𝑓0 | + · · · + |𝑓𝑑 |
ˆ𝑓 ( |𝑧 |) = max

0≤ 𝑗≤𝑑
( |𝑓𝑗 | |𝑧 | 𝑗 ), 𝑓ℓ,𝑢 (𝑧) = 𝑓𝑙 + · · · + 𝑓𝑢𝑧𝑢−ℓ .

1.1 Relative condition number
In floating-point representation, the errors are relative. Let 𝑓Y be

the polynomial obtained by adding a relative error bounded by Y on

the coefficients of 𝑓 . This amounts to multiply all the coefficients

𝑓𝑗 by (1 + Y 𝑗 ) with |Y 𝑗 | ≤ Y.
In the evaluation problem, for any complex point 𝑧 we have

|𝑓 (𝑧) − 𝑓Y (𝑧) | ≤ Y 𝑓 ( |𝑧 |)

and this bound is tight. In Theorem 1.1 we focus on the problem of

finding the approximate value of 𝑓 (𝑧) with the same error bound.

For the root-finding problem, we can also define the relative

condition number [10],[14, §1.6] associated to a relative pertur-

bation of the coefficients of 𝑓 . More precisely, if Z is a root of 𝑓 ,

and

.

Z is the closest root of 𝑓Y , the relative condition number of

Z denoted by cond(𝑓 , Z ) is defined as limY→0 |Z −
.

Z |/( |Z |Y). Us-
ing the Taylor expansion 𝑓Y (Z ) = (Z −

.

Z ) 𝑓 ′Y (Z ) +𝑂 ( |Z −
.

Z |2) and
|𝑓 (Z ) − 𝑓Y (Z ) | ≤ Y 𝑓 ( |Z |), this leads to:

cond(𝑓 , Z ) = 𝑓 ( |Z |)
|Z | |𝑓 ′(Z ) | .

This means that the number of bits of precision required to compute

the first significant bit of Z is in𝑂 (log(cond(𝑓 , Z )). In Section 5, we

focus on the problem of finding the roots of 𝑓 with a number of bit

operations quasi-linear in log(cond(𝑓 , Z )) and quasi-linear in 𝑑 .

1.2 Newton polygon
Given a non-zero complex coefficient 𝑓𝑗 of the polynomial 𝑓 , we can

associate it with the value− log
2
|𝑓𝑗 |. Then for each index 0 ≤ 𝑗 ≤ 𝑑 ,

let 𝑃 𝑗 be the point ( 𝑗,− log2 |𝑓𝑗 |). The Newton polygon of 𝑓 is the

lower convex hull of the set of points 𝑃 𝑗 , as illustrated on Figure 1.

It has been used to give a rough first estimation of the modules of

the roots of a polynomial [3, 4, 8, 15, 18, 23, 24, 27].

We will denote by 𝐻 the Newton polygon of 𝑓 , and use it to

partition the complex plane in rings where the variation of 𝑓 is

bounded (Section 2).

1.3 Main results
We can now state our main results, with some reasonable assump-

tions on the precision such as𝑚 > log𝑑 for a simpler presentation.

The first theorem shows that we can evaluate a polynomial of

degree 𝑑 on 𝑑 points with a complexity quasi-linear in 𝑑 times

the size of a floating-point representation of the coefficients. In

particular, if the magnitudes of the coefficients are bounded by 2
𝜏
,

this means that our algorithm will be quasi-linear in 𝑑 log𝜏 . This

is an improvement over a recent result [21] where the complexity

was quasi-linear in 𝑑𝜏 .

Theorem 1.1 (Evaluation). Let 𝑓 be a polynomial of degree 𝑑
with complex floating-point coefficients of magnitudes less than 2𝜏 and
let𝑚 be a positive integer. It is possible to compute in𝑂 (𝑑 (𝑚 + log𝜏))
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Figure 2: Newton polygon (left) and sector partition (right)
associated to the polynomial (𝑧200 − 1) (𝑧200 − 2200)

bit operations a piecewise polynomial approximation 𝑓𝑝𝑤 such that

|𝑓 (𝑧) − 𝑓𝑝𝑤 (𝑧) | ≤ 2
−𝑚 𝑓 (𝑧)

for all 𝑧 ∈ C. Moreover, assuming that𝑚 > log𝑑 , and given𝑑 complex
points 𝑧1, . . . , 𝑧𝑑 with |𝑧 𝑗 | ≤ 2

𝜏 , it is possible to evaluate:

(i) 𝑓𝑝𝑤 (𝑧1) in 𝑂 (𝑚(𝑚 + log𝜏)) bit operations,
(ii) 𝑓𝑝𝑤 (𝑧1), . . . , 𝑓𝑝𝑤 (𝑧𝑑 ) in 𝑂 (𝑑 (𝑚 + log𝜏)) bit operations.

The second theorem allows us to find the roots of polynomials

with a number of bit operations quasi-linear in log𝜏 , and to handle

polynomials with large coefficients such as resultant polynomials

of two bivariate polynomials (see Section 6.2).

Theorem 1.2 (Root finding). Let 𝑓 be a polynomial of degree
𝑑 with complex floating-point coefficients of magnitudes less than
2
𝜏 and let 𝑚 be a positive integer. It is possible to compute the 𝑚
most significant bits of the roots Z of 𝑓 such that cond(𝑓 , Z ) ≤ 2

𝑚 in
𝑂 (𝑑 (𝑚 + log𝜏)) bit operations.

Moreover, if ^ = maxZ |𝑓 (Z )=0 cond(𝑓 , Z ), it is possible to compute
the𝑚most significant bits of all the roots of 𝑓 in𝑂 (𝑑 (𝑚+log𝜏+log^)
bit operations.

Our approach consists in computing a piecewise approximation

in two steps. A first approximation is computed on a partition of

the complex plane in concentric rings, and is described in Section 2.

Then we refine our piecewise approximation by partitioning each

ring uniformly in angular sectors, as described in Section 3.

2 PIECEWISE APPROXIMATION OVER RINGS
Our first piecewise approximation is based on a subdivision of the

complex plane with concentric rings 𝑅𝑛 centered at the origin, as

illustrated in Figure 2. In Algorithm 1, we compute the rings and

we select dominant monomials of 𝑓 . This returns a list of rings

𝑅𝑛 = 𝑅(𝑟𝑛, 𝑟𝑛+1) and a pair of indices (ℓ𝑛, 𝑢𝑛) associated to each

ring such that evaluating 𝑧ℓ𝑛 𝑓ℓ𝑛,𝑢𝑛 (𝑧) on 𝑅𝑛 is sufficient to evaluate

𝑓 up to a given error bound. One of the goal of this algorithm is to

choose the rings such that the sum of the number of monomials of

the polynomials 𝑓ℓ𝑛,𝑢𝑛 is linear in 𝑑 . The main result of this section

is summarized in the following Lemma.

Lemma 2.1. Given a polynomial 𝑓 of degree 𝑑 with floating-point
coefficients with𝑚-bits mantissa and magnitude less than 2

𝜏 , it is
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Figure 3: One step to sweep the line in Algorithm 1.

possible to compute in 𝑂 (𝑑 (𝑚 + log𝜏)) bit operations 𝑁 rings 𝑅𝑛 =

𝑅(𝑟𝑛, 𝑟𝑛+1) and extract 𝑁 polynomials 𝑓ℓ𝑛,𝑢𝑛 of degrees 𝛿𝑛 such that:

2

𝑚
2 𝑟
𝛿𝑛
𝑛 ≤ 𝑟𝛿𝑛𝑛+1 ≤ 2

𝑚𝑟
𝛿𝑛
𝑛 if 𝛿𝑛 ≥ 1, and(i)

𝑁−1∑︁
𝑛=0

(𝛿𝑛 + 1) ≤ 65𝑑 + 1.(ii)

And for all 𝑧 ∈ 𝑅𝑛 :

|𝑓 (𝑧) − 𝑧ℓ𝑛 𝑓ℓ𝑛,𝑢𝑛 (𝑧) | ≤ (𝑑 − 𝛿𝑛)2−𝑚 ˆ𝑓 ( |𝑧 |).(iii)

We use the Newton polygon associated to 𝑓 to compute such

approximation polynomials, which allows us to reduce computing

rings and indices that satisfy Lemma 2.1 to geometrical arguments.

In Section 2.1 we start by detailing Algorithm 1 and prove the

inequalities (i) and (iii) of Lemma 2.1. Then in Section 2.2 we prove

the inequality (ii) that is fundamental to bound the complexity of

all the subsequent algorithms.

2.1 Algorithm
Our algorithm takes as input the Newton polygon 𝐻 of the polyno-

mial 𝑓 . The Newton polygon is the lower convex hull of the points

( 𝑗,− log
2
|𝑓𝑗 |) for 0 ≤ 𝑗 ≤ 𝑑 and in the general case, it can be com-

puted in 𝑂 (𝑑 log𝑑) arithmetic operations [9], or 𝑂 (𝑑) arithmetic

operations when the points are sorted, which is the case here.

The main idea of Algorithm 1 is to swipe a line tangent to 𝐻 ,

as illustrated in Figure 3. Given a line ℒ of slope 𝑠 tangent to 𝐻 ,

the next line ℒ
′
of slope 𝑠 ′ tangent to 𝐻 , with 𝑠 ′ > 𝑠 , is computed

informally as follow:

1. Let 𝐻−𝑚 be the polygon 𝐻 shifted vertically by −𝑚.

2. Let ℓ be the abscissa of the leftmost point of 𝐻−𝑚 belowℒ.

3. For the new lineℒ
′
, we denote by

– 𝑢 the abscissa of the rightmost point of 𝐻−𝑚 belowℒ
′
,

–𝑚ℓ the vertical distance betweenℒ andℒ
′
at ℓ ,

–𝑚𝑢 the vertical distance betweenℒ andℒ
′
at 𝑢.

4. Starting from the slope ofℒ, increase the slope ofℒ
′
until

𝑚/2 ≤ 𝑚ℓ +𝑚𝑢 ≤ 𝑚.
In Algorithm 1, line 10 addresses step 1 above. In line 11 we

compute the maximal abscissa 𝑢 such that 𝑚ℓ +𝑚𝑢 ≤ 𝑚. Then

we choose 𝑠 ′ = 𝑠 +𝑚/(𝑢 − 𝑙 + 1) for the new slope of ℒ
′
; this

implies that𝑚𝑙 +𝑚𝑢 = 𝑚(𝑢 − 𝑙)/(𝑢 − 𝑙 + 1) ≤ 𝑚, and as soon as

𝑢 > 𝑙 , we have 𝑚/2 ≤ 𝑚𝑙 +𝑚𝑢 ≤ 𝑚. Thus, if 𝛿𝑛 ≥ 1, we have

(𝑟𝑛+1/𝑟𝑛)𝛿𝑛 = 2
𝑚 (𝑢𝑛−ℓ𝑛)/(𝑢𝑛−ℓ𝑛+1)

is between 2
𝑚/2

and 2
𝑚
, which

proves the inequality (i) of Lemma 2.1.

For the inequality (iii), let 𝑧 be such that 𝑟𝑛 ≤ |𝑧 | ≤ 𝑟𝑛+1. This
means that log |𝑧 | is between 𝑠𝑛 and 𝑠𝑛+1. Let ℒ′′ be the line of
slope log |𝑧 | tangent to 𝐻 . It is below ℒ for the abscissae less than

ℓ𝑛 , and belowℒ
′
for the abscissae greater than 𝑢𝑛 . In particular, let

𝑃 = (𝑘,𝑦𝑘 ) be a vertex of 𝐻 contained in ℒ
′′
, and let 𝑄 = ( 𝑗, 𝑦 𝑗 )

be a point of 𝐻−𝑚 such that 𝑗 < ℓ𝑛 or 𝑗 > 𝑢𝑛 and |𝑓𝑗 | ≠ 0. By

construction, we have 𝑦𝑘 = − log
2
|𝑓𝑘 | and 𝑦 𝑗 ≤ − log2 |𝑓𝑗 | −𝑚.

Moreover we know that the line ℒ
′′
is below 𝑃 𝑗 . Since ℒ

′′
is

a line of slope log |𝑧 | passing through 𝑃𝑘 , this implies that 𝑦𝑘 +
( 𝑗 − 𝑘) log

2
|𝑧 | ≤ 𝑦 𝑗 . Equivalently, this means that − log

2
|𝑓𝑘 | +

( 𝑗 − 𝑘) log
2
|𝑧 | ≤ − log

2
|𝑓𝑗 | −𝑚. Taking the power of two, this

implies that |𝑧 | 𝑗−𝑘/|𝑓𝑘 | ≤ 2
−𝑚/|𝑓𝑗 |, which can be rewritten as

|𝑓𝑗 | |𝑧 | 𝑗 ≤ 2
−𝑚 |𝑓𝑘 | |𝑧 |𝑘 ≤ 2

−𝑚 ˆ𝑓 ( |𝑧 |). This implies that for all 𝑧 ∈ 𝑅𝑛
and all 𝑗 < ℓ𝑛 and all 𝑗 > 𝑢𝑛 , we have |𝑓𝑗 | |𝑧 | 𝑗 ≤ 2

−𝑚 ˆ𝑓 ( |𝑧 |), which
in turn implies the inequality (iii).

Algorithm 1: Rings and dominant monomials

Input: 𝑚: a positive integer

𝐻 : list of points ( 𝑗, ℎ 𝑗 ) on the Newton polygon of 𝑓

for 0 ≤ 𝑗 ≤ 𝑑
Output: Satisfying inequalities (i), (ii), (iii) of Lemma 2.1

(𝑟𝑛)0≤𝑛<𝑁 : list of circle radii surrounding the rings

(ℓ𝑛)0≤𝑛<𝑁 : lower indices of the dominant monomials

(𝑢𝑛)0≤𝑛<𝑁 : upper indices of the dominant monomials

1 for 𝑗 from 1 to 𝑑 − 1 do
2 L ← lines tangent to 𝐻 passing through ( 𝑗, ℎ 𝑗 −𝑚)
3 𝑆0

𝑗
←lower slope of the 2 lines in L

4 𝑆1
𝑗
←upper slope of the 2 lines in L

5 start← slope of line through (0, ℎ0) and (1, ℎ1 −𝑚)
6 end← slope of line through (𝑑 − 1, ℎ𝑑−1) and (𝑑,ℎ𝑑 −𝑚)
7 𝑛, 𝑠𝑛 ← 1, start

8 𝑟0, 𝑟1, ℓ0, 𝑢0 ← 0, 2start, 0, 0

9 while 𝑠𝑛 < end do
10 ℓ𝑛 ← minimal index ℓ such that 𝑆1

ℓ
> 𝑠𝑛

11 𝑢𝑛 ← maximal index 𝑢 such that (𝑢 − ℓ𝑛) (𝑆0𝑢 − 𝑠) < 𝑚
12 𝑠𝑛+1 ← 𝑠𝑛 + 𝑚

𝑢𝑛−ℓ𝑛+1 if 𝑢𝑛 > ℓ𝑛 else 𝑆0
𝑢𝑛+1

13 𝑟𝑛+1 ← 2
𝑠𝑛+1

14 𝑛 ← 𝑛 + 1
15 𝑟𝑛+1, ℓ𝑛, 𝑢𝑛 ← +∞, 𝑑, 𝑑
16 𝑁 ← 𝑛 + 1
17 return (𝑟𝑛)0≤𝑛≤𝑁 , (ℓ𝑛)0≤𝑛<𝑁 , (𝑢𝑛)0≤𝑛<𝑁

2.2 Complexity
We can now prove the inequality (ii) that will allow us notably to

bound the number of bit operations of Algorithm 1 in Section 2.2.2.

2.2.1 Bound on cumulated number of monomials. By the way the

𝛿𝑛 are computed, it is not obvious that their sum is linear in 𝑑 . The

proof comes from a geometrical argument. For each step, we can
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Figure 4: 𝑁 steps to sweep the line in Algorithm 1.

define an area that has a size in Ω(𝛿𝑛𝑚), and we will show that

the sum of the area is in 𝑂 (𝑑𝑚), as illustrated on Figure 4. More

precisely, for 0 ≤ 𝑛 < 𝑁 such that 𝛿𝑛 ≥ 1, let 𝑉𝑛 be the vertical

band between the abscissae ℓ𝑛 and 𝑢𝑛 . Letting ℒ and ℒ
′
be the

lines of slopes 𝑠𝑛 and 𝑠𝑛+1 respectively, we define two regions:

• 𝑈𝑛 the set of points of 𝑉𝑛 aboveℒ and belowℒ
′

• 𝐿𝑛 the set of points of 𝑉𝑛 belowℒ and aboveℒ
′

First, since 𝑉𝑛 has width 𝛿𝑛 , and the difference of the slopes

between ℒ and ℒ
′
is𝑚/(𝛿𝑛 + 1) ≥ 𝑚/(2𝛿𝑛), the sum of the areas

of 𝐿𝑛 and𝑈𝑛 is at least 𝛿𝑛𝑚/8.
Then, let𝑈 be the union of the𝑈𝑛 for 0 ≤ 𝑛 < 𝑁 and 𝛿𝑛 ≥ 1. By

construction, for different indices 𝑛, the 𝑈𝑛 are pairwise distinct,

such that the area of 𝑈 is greater than the sum of the area of 𝑈𝑛 .

Similarly, letting 𝐿 be the union of the 𝐿𝑛 we have that the area of

𝐿 is greater than sum of the area of 𝐿𝑛 .

Finally, let𝐻−2𝑚 be the polygon obtained by shifting the Newton

polygon 𝐻 vertically by −2𝑚. By construction, the index 𝑢𝑛 has

been chosen such that the vertical distance between ℒ and the

point of abscissa 𝑢𝑛 of 𝐻−𝑚 is at most𝑚. Thus the points where

ℒ exits 𝑉𝑛 on the right is above 𝐻−2𝑚 . Moreover, at abscissa ℓ𝑛 ,

the line ℒ is above 𝐻−𝑚 , so that in the vertical band 𝑉𝑛 , the line

ℒ lies entirely above 𝐻−2𝑚 . Similarly, we can prove that ℒ
′
is

above 𝐻−2𝑚 since it is aboveℒ at abscissa 𝑢𝑛 , and at abscissa ℓ𝑛 ,

its vertical distance toℒ is𝑚ℓ𝑛 ≤ 𝑚. Thus𝑈𝑛 and 𝐿𝑛 are contained

in the band between 𝐻 and 𝐻−2𝑚 . This implies that𝑈 (resp. 𝐿) has

an area less than 2𝑑𝑚.

Gathering all the geometrical constraints, and letting |𝑈 |, |𝐿 |,
|𝑈𝑛 |, |𝐿𝑛 | be the areas of the corresponding regions, we have:∑︁
0≤𝑛<𝑁 | 𝛿𝑛≥1

𝛿𝑛𝑚
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≤
∑︁

0≤𝑛<𝑁 | 𝛿𝑛≥1
|𝑈𝑛 | + |𝐿𝑛 | ≤ |𝑈 | + |𝐿 | ≤ 4𝑑𝑚

such that

∑
0≤𝑛<𝑁 𝛿𝑛 ≤ 32𝑑 . And for 𝛿𝑛 ≥ 1 we have 𝛿𝑛 + 1 ≤ 2𝛿𝑛 ,

which implies

∑
0≤𝑛<𝑁,𝛿𝑛≥1 (𝛿𝑛 + 1) ≤ 64𝑑 .

To conclude the proof of the inequality (ii) of Lemma 2.1, we

need to take also into account the case where 𝛿𝑛 = 0. This case

happens when ℓ𝑛 = 𝑢𝑛 . The values ℓ𝑛 such that 𝛿𝑛 = 0 are all

distinct, such that

∑
0≤𝑛<𝑁,𝛿𝑛=0 (𝛿𝑛 + 1) ≤ 𝑑 + 1.

2.2.2 Bound on the complexity of Algorithm 1. We prove here that

the number of bit operations of Algorithm 1 is in 𝑂 (𝑑 (𝑚 + log𝜏)).
Let 𝑁 be the number of iterations of the while loop.

First, the lists 𝑆0 and 𝑆1 can be computedwith𝑂 (𝑑) arithmetic op-

erations. Second, since the indices ℓ and 𝑢 are non-decreasing, com-

puting the sequences (ℓ𝑛)𝑛≤𝑁 and (𝑢𝑛)𝑛≤𝑁 amount to 𝑂 (𝑁 + 𝑑)
comparisons. Third, the terms of the sequence (𝑟𝑛)𝑛≤𝑁 can be

computed using Arithmetic-Geometric means [5]. This method is

quasi-linear in required number of correct significant bits. The ℎ𝑖
have a magnitude bounded by 𝜏 . Thus, the variable 𝑠 has a magni-

tude in𝑂 (𝜏) and it is sufficient to perform the arithmetic operations

and the exponentiation with𝑂 (𝑚 + log𝑑 + log𝜏) correct significant
digits in order to get the required precision for a term 𝑟𝑛 .

Finally, using inequality (ii) of Lemma 2.1, 𝑁 is in 𝑂 (𝑑) which-
concludes the proof.

3 PIECEWISE APPROXIMATION OVER
ANGULAR SECTORS

In the previous section, we computed a first piecewise approxima-

tion of 𝑓 by polynomials 𝑧ℓ𝑛 𝑓ℓ𝑛,𝑢𝑛 (𝑧) over a partition of the complex

plane in concentric rings𝑅𝑛 . Even though the total number of mono-

mials of those polynomials is linear in 𝑑 , it is possible that a single

approximating polynomial 𝑓ℓ𝑛,𝑢𝑛 has a degree 𝑑 . Thus we need to

further truncate the polynomials so that subsequent evaluations or

root finding methods are faster. This is done by dividing uniformly

each ring 𝑅𝑛 in angular sectors 𝐴𝑛,𝑘 , and by computing a Taylor

approximation of 𝑓ℓ𝑛,𝑢𝑛 in each sector. More precisely, let 𝛾𝑛,𝑘 be

the center and |𝜌𝑛,𝑘 | be the radius of a disk that contains𝐴𝑛,𝑘 . Then
we approximate 𝑓ℓ𝑛,𝑢𝑛 by computing the first 4𝑚 + 1 coefficients of

the polynomial 𝑓ℓ𝑛,𝑢𝑛 composed with the polynomial 𝛾𝑛,𝑘 + 𝜌𝑛,𝑘𝑡 .
We denote by 𝑔𝑛,𝑘 the resulting polynomial. The main result of this

section is summarized in the following Lemma.

Lemma 3.1. Given a polynomial 𝑓ℓ𝑛,𝑢𝑛 satisfying the conditions of
Lemma 2.1, it is possible to compute in𝑂 (𝛿𝑛 (𝑚+log𝜏)) bit operations
the parameters of 𝐾 affine changes of variable 𝑍 = 𝛾𝑛,𝑘 + 𝜌𝑛,𝑘𝑇 and
𝐾 polynomials 𝑔𝑛,𝑘 of degree min(𝛿𝑛, 4𝑚) such that:

𝑅𝑛 is included in the union of the disks 𝐷 (𝛾𝑛,𝑘 , |𝜌𝑛,𝑘 |),(i)

∥ 𝑓ℓ𝑛,𝑢𝑛 (𝛾𝑛,𝑘 + 𝜌𝑛,𝑘𝑇 ) − 𝑔𝑛,𝑘 (𝑇 )∥1 ≤ (𝛿𝑛 + 1)2−𝑚 ˆ𝑓 (𝑟𝑛)𝑟−ℓ𝑛𝑛 .(ii)

We use Algorithm 2 to compute those approximations. We de-

scribe it and provide its complexity analysis in Section 3.1, and we

prove the inequalities (i) and (ii) in Section 3.2.

3.1 Algorithm and complexity analysis
In Algorithm 2 we focus on one ring 𝑅𝑛 defined by two circles of

radii 𝑟𝑛 and 𝑟𝑛+1. The algorithm is a variant of the algorithm used

in a previous work where the rings were given by explicit formula

[21, §3]. The main differences are that we need to handle arbitrary

rings, and we need to guarantee a different error bound for the

approximation polynomials 𝑔𝑛,𝑘 .

We start by computing the parameters of the disks covering the

ring 𝑅𝑛 , where 𝛾 is the middle point between 𝑟𝑛 and 𝑟𝑛+1, whereas
𝜌 is 3/2 the radius of the interval [𝑟𝑛, 𝑟𝑛+1]. With those parameters,

we can check that the disk 𝐷 (𝛾, 𝜌) contains an angular sector of 𝑅𝑛
of angle 2𝜌/𝛾 (Lemma 3.2). The number of disks necessary to cover

𝑅𝑛 is thus bounded by𝐾 ≤ 3(𝛿/𝑚)+2, which is in𝑂 (max(𝛿,𝑚)/𝑚).
Then we want to compute the first 4𝑚+1 coefficients of the polyno-

mials in 𝑡 obtained after the change of variable 𝑧 = (𝛾 + 𝜌𝑡)𝑒𝑖2𝜋𝑘/𝐾
for all 0 ≤ 𝑘 < 𝐾 in the polynomial 𝑓ℓ𝑛,𝑢𝑛 ; next we show how to

do it with bit complexity 𝑂 (𝛿𝑚) using a baby-step giant-step or

rectangular splitting approach [6].

For that, remark that when computing the fast Fourier trans-

forms, the 𝑒2𝜋 𝑗/𝐾 are equal for indices that are equal modulo 𝐾 .
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Algorithm 2: Piecewise polynomial approximation

Input: 𝑚: a positive integer

𝑓 : input polynomial

𝑟𝑛, 𝑟𝑛+1: two consecutive radii surrounding a ring

ℓ𝑛 : lower index of the dominant monomials

𝑢𝑛 : upper index of the dominant monomials

Output: Satisfying inequalities (i),(ii) of Lemma 3.1

(𝛾𝑛,𝑘 , 𝜌𝑛,𝑘 )0≤𝑘<𝐾𝑛 : change of variable parameters: 𝑧 = 𝛾𝑛,𝑘 + 𝜌𝑛𝑡
(𝑔𝑛,𝑘 )0≤𝑘<𝐾𝑛 : list of approximation polynomials

# Computes truncated Taylor shifts using a

# baby-step giant step approach

# A. Parameters for the change of variable

# 𝑧 = (𝛾 + 𝜌𝑡)𝑒𝑖2𝜋
𝑘
𝐾

1 𝛾, 𝜌,← 𝑟𝑛+1+𝑟𝑛
2

, 3
2

𝑟𝑛+1−𝑟𝑛
2

2 𝛿 ← 𝑢𝑛 − ℓ𝑛
3 𝐾 ← ⌈2𝜋 𝛾𝜌 ⌉ # 𝐾 ≤ 3𝛿/𝑚 + 2
4 𝑚′ ← ⌊ 𝛿

𝐾
⌋

# B. Baby steps.

# Compute (𝛾 + 𝜌𝑇 )𝑘 mod 𝑇 4𝑚+1, normalized

5 𝑞0 (𝑇 ) ← 𝛾+𝜌𝑇
𝛾+𝜌

6 for 𝑘 from 0 to 𝐾 − 1 do
7 𝑞𝑘+1 (𝑇 ) ← 𝑞𝑘 (𝑇 ) ·

𝛾+𝜌𝑇
𝛾+𝜌 mod 𝑇 4𝑚+1

# C. Giant steps

# C.1 Gather monomials with same indices modulo K

8 𝑀 ←𝑚′
ˆ𝑓 (𝛾 )
𝛾 ℓ𝑛
(1 + 𝜌𝛾 )

𝛿

9 for 𝑘 from 0 to 𝐾 − 1 do
10 𝑝𝑘 (𝑍 ) ← 1

𝑀

∑𝑚′
𝑗=0 𝑓ℓ𝑛+𝑘+𝑗𝐾 (𝛾 + 𝜌)𝑘+𝑗𝐾𝑍 𝑗

# C.2 Fast composition with absolute error 2
−4𝑚

11 for 𝑘 from 0 to 𝐾 − 1 do
12 𝑟𝑘 (𝑇 ) ←

∑
4𝑚
𝑗=0 𝑟𝑘,𝑗𝑇

𝑗 = 𝑝𝑘 (𝑞𝐾 (𝑇 )) ·𝑞𝑘 (𝑇 ) mod 𝑇 4𝑚+1

# D. Spread approximations to all angular sectors

13 for 𝑗 from 0 to min(𝛿, 4𝑚) do
14 𝑟𝑇

𝑗
(𝑊 ) ← ∑𝐾−1

𝑘=0
𝑟𝑘,𝑗𝑊

𝑘

15 𝑔0, 𝑗 , . . . , 𝑔𝐾−1, 𝑗 ← 𝑟𝑇 (𝑒𝑖2𝜋
𝑘
𝐾 ) for 0 ≤ 𝑘 < 𝐾 with FFT

16 return (𝛾𝑒𝑖2𝜋
𝑘
𝐾 , 𝜌𝑒𝑖2𝜋

𝑘
𝐾 ) for 0 ≤ 𝑘 < 𝐾

17
∑
4𝑚
𝑗=0𝑀𝑔𝑘,𝑗𝑇

𝑗
for 0 ≤ 𝑘 < 𝐾

Thus for a given 𝑘 between 0 ≤ 𝑘 < 𝐾 , we can gather the terms

of index 𝑘 modulo 𝐾 in the polynomial 𝑟𝑘 =
∑𝛿/𝐾
𝑗=0

ℎ𝑘+𝑗𝐾 before

computing the fast Fourier transform. This will allow us to reorder

our computations to compute the 𝑔𝑛,𝑘 in 𝑂 (𝛿𝑚) bit operations.
More precisely, in step B. (the baby-step) we compute the powers

of the polynomials 𝛾 + 𝜌𝑇 modulo 𝑇 4𝑚+1
up to the exponent 𝐾

which is in 𝑂 (𝛿/𝑚 + 1). At each step of the loop, normalizing

the linear factor can be done in 𝑂 (𝑚 + log𝜏) bit operations using

floating-point arithmetic since 𝛾 and 𝜌 have a magnitude in 𝑂 (2𝜏 ).
Then each polynomial multiplication can be done in𝑂 (min(𝛿,𝑚)𝑚)
bit operations. Thus all the polynomials 𝑞𝑘 can be computed in

𝑂 (min(𝛿,𝑚)𝐾𝑚 + 𝐾 (𝑚 + log𝜏))), or 𝑂 (𝛿𝑚 + 𝐾 log𝜏) since 𝐾𝑚 is

in 𝑂 (max(𝛿,𝑚)).
Then in step C. (the giant-step) we compute the coefficients of

the polynomials 𝑟𝑘 of 𝑞𝑘 · (𝑝𝑘 ◦𝑞𝐾 ) mod 𝑇 4𝑚+1
by using a combi-

nation of fast Taylor shift ([27, Theorem 8.4]) and fast composition

([26, Theorem 2.2]). This can be done with an absolute error on

the coefficients less than 2
−4𝑚

in 𝑂 (min(deg(𝑝𝑘 ) deg(𝑞𝑘 ),𝑚)𝑚)
bit operations. Since the degree of 𝑞𝑘 is 𝐾 and the degree of 𝑝𝑘 is

𝑚′ ≤ 𝛿/𝐾 , the degree deg(𝑝𝑘 ) deg(𝑞𝑘 ) of 𝑝𝑘 ◦𝑞𝑘 is in𝑂 (𝛿) and all
the 𝑟𝑘 can be computed in 𝑂 (min(𝛿,𝑚)𝐾𝑚) bit operations. Finally,
𝐾𝑚 is in 𝑂 (max(𝛿,𝑚), such that step C.2 can be done in 𝑂 (𝛿𝑚)
operations. Moreover, as in step B., normalizing the coefficients of

𝑝𝑘 in step C.1 costs 𝑂 (𝛿 (𝑚 + log𝜏)).
Finally in step D. we compute the polynomials 𝑔𝑛,𝑘 using

min(𝛿, 4𝑚) fast Fourier transforms with an absolute error less than

2
−4𝑚

([27]). This can be done in 𝑂 (min(𝛿,𝑚)𝐾𝑚) bit operations,
that is in 𝑂 (𝛿𝑚).

Thus, the total number of bit operations of Algorithm 2 is in

𝑂 (𝛿 (𝑚 + log𝜏)).

3.2 Correctness
We prove here inequalities (i) and (ii) of Lemma 3.1.

3.2.1 Ring cover. For the inequality (i) of Lemma 3.1, the ring

𝑅𝑛 is contained in the union of the 𝐾𝑛 disks 𝐷 (𝛾𝑛,𝑘 , |𝜌𝑛,𝑘 |) if the
following Lemma holds.

Lemma 3.2. The disk 𝐷 (𝛾, 𝜌) contains an angular sector of 𝑅𝑛 of
angle 𝜌𝛾 . Furthermore, 𝛾𝜌 ≤ 1 + 3 𝛿𝑚 .

Proof. The angular sector covered by 𝐷 (𝛾, 𝜌) has an angle 2𝛽 ,

where 𝛽 is the angle between two sides of lengths 𝛾 and 𝑟𝑛+1 in a

triangle with sides of lengths 𝛾 , 𝑟𝑛+1 and 𝜌 . We have 𝛽2 ≥ 2(1 −
cos(𝛽)). Then using arguments from the triangle geometry to bound

cos(𝛽), we deduce 2𝛽 > (2/3)
√︁
5/2𝜌/𝛾 > 𝜌/𝛾 .

Then for the bound on
𝛾
𝜌 , we remark that it is equal to

(2/3) (𝑟𝑛+1 + 𝑟𝑛)/(𝑟𝑛+1 − 𝑟𝑛) = (2/3) (1 + 1/(𝑟𝑛+1/𝑟𝑛 − 1)). More-

over, 𝑟𝑛+1/𝑟𝑛 ≥ 2
𝑚/(2𝛿) ≥ 1 + (log(2)/2)𝑚/𝛿 . With 2/3 < 1 and

4/(3 log(2)) < 3, this allows us to conclude the proof. □

3.2.2 Approximation bound. To prove the bound on the approxi-

mation inequality (ii) of Lemma 3.1, we need to bound two errors:

the error appearing while truncating at order 4𝑚 the polynomials

𝑓ℓ𝑛,𝑢𝑛 (𝛾 + 𝜌𝑇 ), and the error appearing on the coefficients while

computing with an absolute error in 2
−4𝑚

in Algorithm 2.

First we bound the error coming from the error on the coeffi-

cients. In steps B and C.1, we normalize the polynomials such that

the sum of the absolute value of their coefficients is less than 1. Thus,

at the end, the absolute error on each coefficient of 𝑔𝑛,𝑘 is less than

(𝛿+1)2−4𝑚𝑀 . We show that it is bounded by (𝛿+1)2−𝑚−1 ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛
using the following bound on𝑀 =𝑚′( ˆ𝑓 (𝛾)/𝛾 ℓ ) (1 + 𝜌/𝛾)𝛿 .

Lemma 3.3. For all𝑚 ≥ 1:

∥𝑔𝑛,𝑘 ∥1 ≤ 𝑀 ≤ (𝛿 + 1)23𝑚−1 ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛
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Proof. Let 𝑗 be the index such that
ˆ𝑓 (𝛾) = |𝑓𝑗 |𝛾 𝑗 . We have

|𝑓𝑗 |𝛾 𝑗−ℓ𝑛 = |𝑓𝑗 |𝑟 𝑗−ℓ𝑛𝑛 (𝛾/𝑟𝑛) 𝑗−ℓ𝑛 ≤ ( ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 ) (𝑟𝑛+1/𝑟𝑛)𝛿 . With

(𝑟𝑛+1/𝑟𝑛)𝛿 ≤ 2
𝑚
, this leads to 𝑀 ≤ 𝑚′( ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 )2𝑚 (1 + 𝜌/𝛾)𝛿 .

Then, we can notice that (1 + 𝜌/𝛾)𝛿 ≤ 2
(1/log(2)) (𝛿𝜌/𝛾 )

. Moreover,

𝜌/𝛾 = (3/2) tanh((𝑠𝑛+1−𝑠𝑛) log(2)/2). Thus 𝜌/𝛾 ≤ 3 log(2) (𝑠𝑛+1−
𝑠𝑛)/4 ≤ (3 log(2)/4) (𝑚/𝛿). This leads to (1 + 𝜌/𝛾)𝛿 ≤ 2

3𝑚/4
. This

also leads to 𝐾 ≥ (8𝜋/(3 log(2))) (𝛿/𝑚), such that𝑚′ ≤ 𝑚. Finally,

this implies that𝑀 is bounded by𝑚2
7𝑚/4 ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 . Moreover, for

all𝑚 ≥ 1, we have𝑚2
7𝑚/4 ≤ 2

3𝑚−1
. □

Then the bound on the error coming from the Taylor expan-

sion is obtained by bounding for a given 𝑗 the coefficients of

the polynomial |𝑓𝑗 | (𝛾 + 𝜌𝑇 ) 𝑗−ℓ𝑛 of degree greater than 4𝑚. The

𝑘-th coefficient of this polynomial is |𝑓𝑗 |𝛾 𝑗−ℓ𝑛
( 𝑗−ℓ𝑛
𝑘

)
(𝜌/𝛾)𝑘 ≤

|𝑓𝑗 |𝛾 𝑗−ℓ𝑛 ((𝑒𝛿/𝑘) (𝜌/𝛾))𝑘 . With the bound on 𝜌/𝛾 above, this be-

comes less than |𝑓𝑗 |𝛾 𝑗−ℓ𝑛 ((3𝑒 log(2)/4) (𝑚/𝑘))𝑘 . As previously, we
can bound |𝑓𝑗 |𝛾 𝑗−ℓ𝑛 by 2

𝑚 ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 . The second factor can be

bounded for all 𝑘 ≥ 4𝑚 by (3𝑒 log(2)𝑚/16)𝑘 ≤ 1/2𝑘 . Thus the
sum of all the coefficients of degree 4𝑚 + 1 or more is bounded by

(2̂𝑚 𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 )2−4𝑚 . Adding the errors for 𝑗 from ℓ𝑛 to 𝑢𝑛 , we get

a bound for the error on the remainder of (𝛿 + 1) ˆ𝑓 (𝑟𝑛)/𝑟 ℓ𝑛𝑛 2
−𝑚−1

.

Summing the two errors lead to the required bound for the

inequality (ii) of Lemma 3.1.

4 EVALUATION
As a consequence of Lemma 2.1 and 3.1, the polynomials 𝑔𝑛,𝑘 re-

turned by Algorithm 2 form a piecewise polynomial approximation

over the angular sectors 𝐴𝑛,𝑘 defined by the intersection between

the ring 𝑅(𝑟𝑛, 𝑟𝑛+1) and the disk 𝐷 (𝛾𝑛,𝑘 , |𝜌𝑛,𝑘 |). This is formalized

in the following corollary.

Corollary 4.1. Let 𝑧 be a complex point. Then there exists 𝑛 and
𝑘 such that 𝑟𝑛 ≤ |𝑧 | ≤ 𝑟𝑛+1 and 𝑧 ∈ 𝐷 (𝛾𝑛,𝑘 , |𝜌𝑛,𝑘 |). Moreover, letting
𝑡 = (𝑧 − 𝛾𝑛,𝑘 )/𝜌𝑛,𝑘 , the polynomial 𝑔𝑛,𝑘 satisfies:

|𝑓 (𝑧) − 𝑧ℓ𝑛𝑔𝑛,𝑘 (𝑡) | ≤ (𝑑 + 1)2−𝑚 ˆ𝑓 (𝑧)

This leads to a straightforward method to evaluate 𝑓 on one

point 𝑧 with an error in𝑂 (𝑑2−𝑚 𝑓 ( |𝑧 |). First find the angular sector
𝐴𝑛,𝑘 it belongs to, then compute 𝑡 = (𝑧 − 𝛾𝑛,𝑘 )/𝜌𝑛,𝑘 and then

evaluate 𝑧ℓ𝑛𝑔𝑛,𝑘 (𝑡). To evaluate 𝑓 at𝑑 points, we use fast multipoint

evaluation [17, 28] to evaluate the 𝑔𝑛,𝑘 .

Complexity analysis. Assume that 𝑧 has a magnitude less than 2
`
.

Finding the angular sector 𝐴𝑛,𝑘 can be done with a binary search

on the most significant bits for a total number of bit operations in

𝑂 (log𝑑 +𝑚+ log `). Then the change of variable 𝑡 = (𝑧−𝛾𝑛,𝑘 )/𝜌𝑛,𝑘
can be done within the same complexity.

Finally, we can evaluate 𝑔𝑛,𝑘 (𝑡) in 𝑂 (𝑚2 + log𝜏) bit operations
with a classical Hörner scheme, and we can evaluate 𝑧ℓ𝑛 = 𝑒ℓ𝑛 log𝑧

in𝑂 ((𝑚 + log ` + log𝑑) bit operations using arithmetico-geometric

means for the logarithm and the exponential. Thus the total number

of bit operations for one evaluation is in𝑂 (𝑚2+ log𝑑 + log𝜏 + log `).
Furthermore, to evaluate 𝑓 on a set of 𝑑 points of magnitude less

than log `, after gathering the points by angular sectors, using a fast

multipoint evaluation algorithm [17, 28] to evaluate 𝑔𝑛,𝑘 on each

sector, leads to a number of bit operations in𝑂 (𝑑 (𝑚+ log `+ log𝜏)).

Computation of the error bound. We can also compute the error

bound efficiently with the explicit formula (𝑑 +1)2−𝑚 ˆ𝑓 (𝑧). Evaluat-
ing

ˆ𝑓 ( |𝑧 |) requires first to find the index 𝑗 such that ˆ𝑓 ( |𝑧 |) = |𝑓𝑗 | |𝑧 | 𝑗 .
This amounts to find the vertex of the Newton polygon𝐻 belonging

to the line of slope log |𝑧 | tangent to 𝐻 . If the slopes of the edges of

𝐻 are computed beforehand this can be done with a binary search

𝑂 (log𝑑 +𝑚+ log `) bit operations. Then evaluating the formula can

be done in𝑂 (𝑚+ log `+ log𝑑 + log𝜏) bit operations. Thus, the error
bound can be evaluated within the same number of operations as

the approximate evaluation of 𝑓 itself.

5 ROOT FINDING
Our algorithm to isolate the roots of 𝑓 consists in computing first a

piecewise approximation of 𝑓 , then finding the approximations

.

Z

to the roots of each approximate polynomial, and finally, for each

approximate root

.

Z , computing a disk centered on

.

Z that contains

a root Z of 𝑓 if Z is well-conditioned. It is described in more details

in Algorithm 3.

The main lemma that guarantees that our algorithm approxi-

mates correctly all the well-conditioned roots of 𝑓 is the following.

Lemma 5.1. With the notations of Algorithm 3:

(i) each 𝐷 (
.
Z , 𝑟 ) ∈

.
𝑍 contains a unique root Z of 𝑓 and the

Newton algorithm starting at any point in the disk converges
toward Z

(ii) each root Z of 𝑓 such that 2 log(cond(𝑓 , Z )) + 3 log
2
(𝑑 + 1) +

11 < 𝑚 is contained in a disk 𝐷 (
.
Z , 𝑟 ) ∈

.
𝐹

To ensure that we find all the root Z such that cond(𝑓 , Z ) ≤ 2
𝑚
,

it suffices to change𝑚 by 2𝑚 + 3 log
2
(𝑑 + 1) + 11 before running

the algorithm. We prove inequality (i) in Section 5.1 and inequality

(ii) in Section 5.2

For the complexity of the algorithm, the dominating parts are: the

computation of the piecewise approximation in step A, the 𝑂 (𝑑/𝑚)
root approximations in step B, and the approximate evaluations

.

𝐹

and

.

𝐹
′
in step C. The computation of the piecewise approximation

and the evaluation can be done in 𝑂 (𝑑 (𝑚 + log𝜏)) bit operations,
and each root approximation can be done in 𝑂 (𝑚2) bit operations,
which prove the complexity stated in Theorem 1.2.

5.1 Guarantee that the each returned disk
isolate a root of 𝑓

Given a root Z of 𝑓 , the Newton bassin of Z is the set of initial

points such that the Newton method converges toward Z . Using

a bound on the second derivative of 𝑓 , the Kantorovich’s theory

allows us to give a bound on the radius of a disk centered at

.

Z

that is included in the Newton bassin of Z [7, §3.2],[21, Lemma

1]. Namely, let 𝑟 > 2|𝑓 (
.

Z )/𝑓 ′(
.

Z ) | and 𝐾 > |𝑓 ′′(𝑦)/𝑓 ′( .𝑧) | for all
𝑦 ∈ 𝐷 (

.

Z , 4𝑟 ). If 5𝑟𝐾 ≤ 1 then, 𝑓 has a unique root Z in 𝐷 (
.

Z , 𝑟 ), and
for all 𝑧 ∈ 𝐷 (

.

Z , 𝑟 ), the Newton sequence starting from 𝑧 converges

to Z .

In our case, remark that for all 𝑧 such that |𝑧 | ≤ |
.

Z |21/𝑑 , we
have |𝑓 ′′(𝑧) | ≤ 𝑑2 𝑓

2,𝑑 ( |𝑧 |) ≤ 2𝑑2 𝑓
2,𝑑 ( |

.

Z |) ≤ 2𝑑2 𝑓 ( |
.

Z |)/|
.

Z |2 ≤
2𝑑3 ˆ𝑓 ( |

.

Z |)/|
.

Z |2. This ensures that the number𝐾 computed on line 13

of Algorithm 3 is an upper bound on max
𝑧∈𝐷 (

.
Z ,𝑟 ) |𝑓

′′(𝑧)/𝑓 ′(
.

Z ) |.
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Algorithm 3: Root isolation
Input:𝑚 a positive integer and a polynomial 𝑓 of degree 𝑑

Output: List of isolating disks of the roots Z of 𝑓 such that

2 log
2
(cond(𝑓 , Z )) + 3 log

2
(𝑑 + 1) + 11 ≤ 𝑚

# A. Compute the piecewise approximation

1 𝐴𝑚 (𝑓 ) ← the piecewise approximation of 𝑓

# B. Compute the approximate roots

2 𝑍,
.

𝑍 ← {}
3 for (𝑔,𝛾, 𝜌) in 𝐴𝑚 (𝑓 ) do
4

.
𝑔← Approximate factorization of 𝑔 such that

5 ∥𝑔 − .𝑔∥1 ≤ 2
−4𝑚 ∥𝑔∥1

6
.

𝑍 ←
.

𝑍 ∪ {𝛾 + 𝜌 .𝑡 | .𝑡 root of .𝑔}

# C. Evaluate 𝑓 and 𝑓 ′ on the approximate roots

7 Y (𝑧) ← 𝑧 ↦→ (𝑑 + 1)2−𝑚 ˆ𝑓 ( |𝑧 |)
8 Y ′(𝑧) ← 𝑧 ↦→ 𝑑22−𝑚 ˆ𝑓 ( |𝑧 |)/|𝑧 |
9
.

𝐹 ← Approximate evaluations of 𝑓 on
.

𝑍 with error Y

10
.

𝐹
′ ← Approximate evaluations of 𝑓 ′ on

.

𝑍 with error Y ′

# D. Compute the isolating disks

11 for (
.
Z ,
.
𝑓 ,
.
𝑓
′
) ∈

.
𝑍 ×

.
𝐹 ×

.
𝐹
′
s. t.

.
𝑓 ≃ 𝑓 (

.
Z ) and

.
𝑓
′
≃ 𝑓 ′(

.
Z ) do

12 𝑟 ← 2
|
.
𝑓 |+Y (

.
Z )

|
.
𝑓
′
|−Y′ (

.
Z )

13 𝐾 ← 2𝑑3
ˆ𝑓 ( |
.
Z |)

|
.
Z |2 ( |

.
𝑓
′
|−Y′ (

.
Z ))

14 if 4𝑟 < |
.
Z | (21/𝑑 − 1) and 5𝑟𝐾 < 1

15 𝑍 ← 𝑍 ∪ {𝐷 (
.

Z , 𝑟 )}

16 return 𝐿

Thus using the Kantorovich’s theory, this ensures that when the

criterion on line 14 of Algorithm 3 is satisfied, the returned disk

isolates a root of 𝑓 . Moreover, if two such disks intersect, then the

root is in their intersection since the Newton method starting from

any point in their intersection will converge toward a unique root

in the their intersection.

5.2 Guarantee that each well-conditioned root
is contained in a returned disk

Given a root Z of 𝑓 , the proof of inequality (ii) of Lemma 5.1 is done

in two steps. First we show that

.

𝐹 contains a root close enough to Z .

Then we show that the Kantorovich criterion on line 14 is satisfied.

In this section, we assume that Z belongs to an angular sector

𝐴𝑛,𝑘 , and we let 𝑔 be the corresponding approximate polynomial,

and 𝛾 and 𝜌 be the parameters for the change of variable 𝑧 =

𝛾 + 𝜌𝑡 . Then .
𝑔 denotes the approximate polynomial of 𝑔 obtained

by factorization in line 4 of Algorithm 3. Finally, let

.

Z be the closest

point to Z such that
.
𝑔((

.

Z − 𝛾)/𝜌) = 0, and let \ = (Z − 𝛾)/𝜌 and
.

\ = (
.

Z − 𝛾)/𝜌 , such that 𝑓 (Z ) = 0 and
.
𝑔(
.

\ ) = 0.

5.2.1 Bound on the distance of the approximated roots. In this sec-

tion we compute an upper bound on the distance between Z and

.

Z .

First it is known ([12, Theorem 6.4e], [3, Theorem 9]) that for a given

point \ , the distance between \ and the closest root
.

\ of
.
𝑔 is bounded

by deg( .𝑔) | .𝑔(\ )/ .𝑔′(\ ) | ≤ 𝑑 | .𝑔(\ )/ .𝑔′(\ ) |. Then by construction, .𝑔 sat-
isfies

��𝑔 (\ ) − .𝑔(\ )�� ≤ 2
−4𝑚 ∥𝑔∥1 and

��𝑔′ (\ ) − .𝑔′(\ )�� ≤ 𝑑2−4𝑚 ∥𝑔∥1.
Using Lemma 3.3 we have ∥𝑔∥1 ≤ (𝛿 + 1)2−3𝑚−1 ˆ𝑓 (∥Z |)/|Z |ℓ𝑛 .

With the triangular inequality, combining the inequality on |𝑔(\ ) −
.
𝑔(\ ) | with the inequalities (iii) of Lemma 2.1 and (ii) of Lemma 3.1,

leads to

�� .𝑔(\ )�� ≤ 2(𝑑 + 1)2−𝑚 𝑓 ( |Z |)/|Z |ℓ𝑛 .
For the derivative, we can show with similar arguments that

|𝜌 𝑓 ′
ℓ𝑛,𝑢𝑛
(𝛾+𝜌\ )− .𝑔′(Z ) | ≤ 2(𝑑+1)2 𝑓 ( |Z |)/|Z |ℓ𝑛 . We can also deduce

from inequality (iii) of Lemma 2.1 that 𝜌 |𝑓 ′(Z ) − Z ℓ𝑛 𝑓 ′
ℓ𝑛,𝑢𝑛
(Z ) | ≤

𝜌𝑑2 𝑓 ( |Z |)/|Z |. Finally, remark that |Z |/𝜌 ≤ 𝑟𝑛+1/((3/4) (𝑟𝑛+1 −
𝑟𝑛)) ≤ (4/3) (1/(1 − 𝑟𝑛/𝑟𝑛+1)) ≤ (4/3) (1/(1 − 2

−𝑚/2𝑑 )) ≤
(4/3) (2𝑑/𝑚 + 1). This implies that for 𝑚 ≥ 4 and 𝑑 ≥ 1

we have |Z |/𝜌 ≤ 𝑑 + 1 and

�� .𝑔′ (\ ) − 𝜌 𝑓 ′(Z )/|Z |ℓ𝑛 �� ≤ 3𝜌 (𝑑 +
1)32−𝑚 𝑓 ( |Z |)/|Z | |Z |ℓ𝑛 .

Combining all the previous inequalities, this implies that for

𝑚 ≥ log
2
(cond(𝑓 , Z )) + 3 log

2
(𝑑 + 1) + 4 we have:

|Z −
.

Z |
|Z | ≤ 4(𝑑 + 1)2−𝑚 cond(𝑓 , Z )

5.2.2 Guarantee that each well-conditioned root is returned. Finally,
to prove the correctness of Algorithm 3, it remains to prove that if

2 cond(𝑓 , Z ) + 3 log
2
(𝑑 + 1) + 11 ≤ 𝑚, then the criterion on line 14

applied to

.

Z evaluates to true. Although the proof is technical, the

main idea is that the variable 𝑟 is roughly proportional to |Z −
.

Z |.
Thus, as soon as |Z −

.

Z | is small enough, rK will become small

enough to validate the criterion.

First, if𝑚 > cond(𝑓 , Z ) + 3 log
2
(𝑑 + 1) + 4, the bound on |Z −

.

Z |
ensures that |Z |2−1/𝑑 ≤ |

.

Z | ≤ |Z |21/𝑑 . In particular this implies

𝑓 ( |
.

Z |) ≤ 2𝑓 ( |Z |).Moreover for all points of module less than |Z |21/𝑑
we have |𝑓 ′(𝑧) | ≤ 2𝑑 𝑓 ( |Z |)/|Z | and |𝑓 ′′(𝑧) | ≤ 2𝑑2 𝑓 ( |Z |)/|Z |2.

Thus we can bound |𝑓 (
.

Z ) | and |𝑓 ′(
.

Z ) | using a Taylor expansion

around Z with |𝑓 (
.

Z ) | ≤ |Z −
.

Z | |𝑓 ′(Z ) | + 𝑑2 |Z −
.

Z |2 ˆ𝑓 ( |Z |)/|Z |2 and
|𝑓 ′(

.

Z ) | ≥ |𝑓 ′(Z ) | − 2𝑑2 |Z −
.

Z |𝑓 ( |Z |)/|Z |2.
Letting 𝐶 = 6(𝑑 + 1) cond(𝑓 , Z ), this leads to |

.

𝑓 | +
Y (
.

Z ) ≤ |Z | |𝑓 ′(Z ) | (2−𝑚𝐶 + 𝑑2−2𝑚𝐶3) and |
.

𝑓
′
| − Y ′(

.

Z ) ≥
|𝑓 ′(Z ) |

(
1 − 𝑑2−𝑚𝐶2 − 𝑑2−𝑚𝐶

)
.

Thus as soon as𝑑2−𝑚𝐶 (𝐶+1) < 1/2, we have 𝑟 ≤ 6·2−𝑚𝐶 |Z | and
𝐾 ≤ 8𝑑3 𝑓 ( |Z |)/(|Z |2 |𝑓 ′(Z ) |), such that 5𝑟𝐾 ≤ 40𝑑2−𝑚𝐶2

, which is

below 1 when 40𝑑2−𝑚𝐶2 < 1, and 𝑟/|
.

Z | ≤ 6 · 2−𝑚𝐶21/𝑑 , which is

below log(2)/𝑑 < 2
1/𝑑 − 1 when 18𝑑 · 2−𝑚𝐶 < log(2). All those

constraints are satisfied for 1500(𝑑 + 1)3 cond2 (𝑓 , Z ) < 2
𝑚
, which

is satisfied for𝑚 > 2 log
2
(cond(𝑓 , Z )) + 3 log

2
(𝑑 + 1) + 11.

6 BENCHMARKS AND APPLICATIONS
The approaches presented here are not only of theoretical interest,

and can be applied to solve problems involving well-conditioned

polynomials of large degrees with coefficients of different orders of

magnitude, for instance truncated series expansions of Gaussian

analytic functions, giving polynomials with repulsion at the first

order, or truncated series expansions of hypergeometric functions.



Rémi Imbach and Guillaume Moroz

We demonstrate their practical efficiency for several families of well-

conditioned polynomials that are random polynomials associated

with hyperbolic, elliptic and flat distributions, as well as more struc-

tured polynomials as resultant of random bivariate polynomials

appearing when solving multi-variate systems with elimination.

For 𝑑 >= 0 we define the hyperbolic, elliptic and flat bases

as (H𝑖 )0≤𝑖≤𝑑 := (1)
0≤𝑖≤𝑑 , (E𝑖 )0≤𝑖≤𝑑 :=

(√︃(𝑑
𝑖

) )
0≤𝑖≤𝑑

and

(F𝑖 )0≤𝑖≤𝑑 :=

(
1/
√
𝑖!

)
0≤𝑖≤𝑑

. A polynomial 𝑓 can be decomposed as

𝑓 (𝑧) =
𝑑∑︁
𝑖=0

𝑎𝑖H𝑖𝑧𝑖 =
𝑑∑︁
𝑖=0

𝑏𝑖E𝑖𝑧𝑖 =
𝑑∑︁
𝑖=0

𝑐𝑖F𝑖𝑧𝑖 .

𝑓 is said random hyperbolic (respectively elliptic, flat) when the

𝑎𝑖 ’s (respectively the 𝑏𝑖 ’s, 𝑐𝑖 ’s) are random numbers.

6.1 Implementation
Our prototype implementation

1
in C of the algorithms presented in

this article is based on the C libraries Arb2 (which provides multi-

precision ball arithmetic) and MPSolve3 (see [4], which provides a

solver for univariate polynomials relying on Ehrlich’s, aka Aberth’s,

iterations with multiprecision floating point arithmetic).

PWEval implements the evaluation process described in Sec. 4

and PWRoots the root isolation algorithm 3; they take in input a

polynomial an 𝑓 and an𝑚 and compute a piecewise approximation

of 𝑓 using ball arithmetic. PWRoots outputs a set of 𝑑 ′ pairwise
disjoints complex discs. If 𝑑 ′ = 𝑑 , each root of 𝑓 is isolated in a

disc of the output. Step 4 of algorithm 3 is achieved by applying

the solver using secular equations of MPSolve. PWEval also takes
in input a set 𝑍 of points in C and output for each 𝑧 ∈ 𝑍 a disc

containing 𝑓 (𝑧) of radius less than 2−𝑚𝑑 ˆ𝑓 ( |𝑧 |). Points are evaluated
one by one (without multi-point evaluation).

We introduced in our implementation a slight variation of Algo. 1:

in step 12, we compute 𝑠𝑛+1 as 𝑠𝑛+𝑐 𝑚
𝑢𝑛−ℓ𝑛+1 where 𝑐 is a real positive

parameter in 𝑂 (1). While preserving the bit complexity of the

overall approach this changes the subdivision of the complex plane

in sectors and the piecewise approximation in the following way:

the greatest is 𝑐 , the widest are the rings, the less are the numbers of

angular sectors in rings and the degrees of approximations and the

fastest is the computation of the piecewise approximation because

there are less approximations to compute.

Figures 8 and 9 show the Newton polygons and the sectors

partitions of the complex plane for hyperbolic, elliptic and flat

random polynomials obtained with our implementation with 𝑐 = 1.

We observed that the bottleneck in PWEval was the computation

of the piecewise approximation; we choose 𝑐 = 7/2 in PWEval
which makes this step faster. In PWRoots, the dominant step is the

approximation of the roots of the approximating polynomials with

MPSolve which complexity is quadratic in their degrees; we choose

𝑐 = 2/5 to produce approximations with smaller degrees.

6.2 Numerical results
All the times given below are sequential times in seconds on a

Intel(R) Core(TM) i7-8700 CPU @ 3.20GHzmachine on Linux.

1
available at https://gitlab.inria.fr/gamble/pwpoly

2
https://arblib.org

3
https://numpi.dm.unipi.it/scientific-computing-libraries/mpsolve/

The input polynomials we consider in our tests are 53-bits float-

ing point approximations of random dense hyperbolic, elliptic and

flat polynomials which integers coefficient factors with a uniform

law in the interval [2−8, 28]. For root isolation, we also consider

53-bits floating point approximations of resultant polynomials of

two bivariate random dense hyperbolic polynomials.

We generate sets of random complex points with rational real

and imaginary parts with numerator and denominators uniformly

chosen in [2−16, 216].
6.2.1 Evaluation. We used PWEval to evaluate random dense hy-

perbolic, elliptic and flat polynomials of increasing degree 𝑑 at 𝑑

points. We compare the running time of PWEval with the time

required to evaluate 𝑓 at the same set of 𝑑 points with the a rectan-

gular splitting algorithm (see [6, 16]) available in Arb. We choose𝑚

(the output precision for PWEval) and the precision for Arb so that

the medians of the log
2
of the errors relative to 𝑓 of the evaluations

is about −50 ± 10%. In our tests, evaluations with Horner’s rule

were always slower than evaluations with rectangular splitting.

Figure 5 shows those running times in an histogram while detail-

ing for PWEval the time for computing the piecewise approximation

and the time for evaluating it at the 𝑑 points (respectively called

“pw comp” and “pw eval” in fig. 5). PWEval becomes faster than the

evaluation with rectangular splitting of 𝑓 for degrees above 40000.

Notice also that once the piecewise approximation is computed,

evaluating it at a single point is several orders of magnitude faster

than one evaluation (at a single point) with rectangular splitting.

6.2.2 Root isolation. We used PWRoots to isolate the roots of the

polynomials of our test suite with𝑚 = 2(30 + ⌈log
2
(𝑑 + 1)⌉) which

allowed PWRoots to always isolate all the roots.

We first compare the running times of PWRoots and HCRoots
which is a C implementation of the root finding algorithm of

[21][Sec 5, Algo. 3]. HCRoots computes a piecewise approximation

at a given precision𝑚 which is dedicated to hyperbolic polynomials;

the root isolation process is embedded in a loop where𝑚 is doubled

while all the roots are not isolated. When𝑚 reaches 𝑑 , a subdivision

root isolator with a complexity quadratic in 𝑑 is used. We give in

table 1 running times of PWRoots and HCRoots for small values of 𝑑 .

For hyperbolic polynomials, the running times of both HCRoots and
PWRoots are more or less linear in 𝑑 ; HCRoots is faster by a constant
factor due to specificities of the implementations. HCRoots is not
well adapted to other weights than the hyperbolic ones and in these

cases its running time is dominated by the one of the quadratic

solver for 𝑓 , as depicted in table 1 (elliptic and flat cases).

We also compare PWRoots and MPSolve for hyperbolic, elliptic
and flat random dense polynomials of degrees up to 20000 in fig. 6

where one can observe the linear complexity in 𝑑 of PWRoots (for
the well conditionned polynomials in consideration) in contrast to

the one of MPSolve which is quadratic in 𝑑 .

Figure 7 compares PWRoots and MPSolve for isolating the roots

of a resultant polynomial of degree 𝑑 of two bivariate random dense

hyperbolic polynomials of degree

√
𝑑 , for

√
𝑑 up to 100. PWRoots

becomes faster than MPSolve for 𝑑 above 60
2
.
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A BENCHMARKS

𝑑 = 200 𝑑 = 400 𝑑 = 800 𝑑 = 1600

PWRoots HCRoots PWRoots HCRoots PWRoots HCRoots PWRoots HCRoots

hyperbolic 1.10 0.23 2.50 0.43 6.84 0.92 13.20 1.95

elliptic 1.63 10.8 3.48 70.2 11.5 611 17.8 > 999

flat 1.69 19.6 3.46 68.7 9.46 511 22.0 > 999

Table 1: Running times in seconds for isolating the complex
roots of random dense hyperbolic, elliptic and flat polyno-
mials of increasing degrees 𝑑 with PWRoots and HCRoots.
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Figure 5: Evaluating random dense polynomials of degree 𝑑
at 𝑑 random points with PWEval and the rectangular splitting
evaluation in Arb.
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Figure 6: Complex roots isolation of random dense hyper-
bolic, elliptic and flat polynomials of increasing degrees 𝑑
with PWRoots and MPSolve.
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Figure 8: Newton polygon of a hyperbolic (top left), elliptic (bottom left), and flat (right) polynomial of degree 50
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Figure 9: Sector partitions associated to a hyperbolic (left), elliptic (middle) and flat (right) polynomial of degree 10 000
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