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Abstract

Open Information Extraction (OIE) is the task of extracting tuples of the form (subject, predicate, object), without any knowledge of the type and lexical form of the predicate, the subject, or the object. In this work, we focus on improving OIE quality by exploiting domain knowledge about the subject and object. More precisely, knowing that the subjects and objects in sentences are often named entities, we explore how to inject constraints in the extraction through constrained inference and constraint-aware training. Our work leverages the state-of-the-art OpenIE6 platform, which we adapt to our setting. Through a carefully constructed training dataset and constrained training, we obtain a 29.17% F1-score improvement in the CaRB metric and a 24.37% F1-score improvement in the WIRe57 metric. Our technique has important applications – one of them is investigative journalism, where automatically extracting conflict-of-interest between scientists and funding organizations helps understand the type of relations companies engage with the scientists. Clustering these relation phrases, such as received a research gift from, received speaker fees or consults for helps analyze the relationships that companies engage with the scientists. These relations are crucial to understanding scientists’ positions on health issues (Oreskes and Conway, 2010) in investigative journalism. However state-of-the-art OIE models do not always retain named entities in the extractions, for example, given the sentence “Shahrad Taheri received funding for research through a grant from Cambridge Weight Plan”, an OIE tool (Kolluru et al., 2020a) returns ⟨Shahrad Taheri, received, funding for research⟩. While this extraction correctly identifies the subject of the triple, the quality of the predicate and object could be improved as follows: the extraction ⟨Shahrad Taheri, received funding for research through a grant from, Cambridge Weight Plan⟩ retains the second important entity (Cambridge Weight Plan) and is precise about the relation. Such sentences are frequent in the declarations of conflict of interest that authors add to articles in PubMed, a dataset of scientific articles on life sciences and biomedical topics.

In this work, we focus on relation extraction, when the subject and object are named entities. In particular, we would like to significantly improve the performance of OIE tools, such that triples as ⟨first entity, predicate, second

1 Introduction

Open Information Extraction (OIE) is the task of extracting triples from unstructured corpora in a domain-independent manner. A triple consists of a subject, a relation, and an object. OIE has important applications, such as question answering (Lu et al., 2019), or automatically creating or extending knowledge bases (Bhutani et al., 2019). OIE is a challenging task, with the performance of state-of-the-art models varying from 88.5% F1 score (Wang et al., 2021) to 34% (Gashteovski et al., 2021), depending on the difficulty of the benchmark.

When the named entities in a domain are known to be the subject/object of extractions, OIE should also identify relations between these entities. An important use case is automatically creating a knowledge base of relations between scientists and companies, i.e. identifying conflict-of-interest between the scientists and funding bodies, where the named entities are the names of scientists and companies, and the relation describes the conflict of interest between them. Clustering these relation phrases, such as received a research gift from, received speaker fees or consults for helps analyze the relationships that companies engage with the scientists. These relations are crucial to understanding scientists’ positions on health issues (Oreskes and Conway, 2010) in investigative journalism. However state-of-the-art OIE models do not always retain named entities in the extractions, for example, given the sentence “Shahrad Taheri received funding for research through a grant from Cambridge Weight Plan”, an OIE tool (Kolluru et al., 2020a) returns ⟨Shahrad Taheri, received, funding for research⟩. While this extraction correctly identifies the subject of the triple, the quality of the predicate and object could be improved as follows: the extraction ⟨Shahrad Taheri, received funding for research through a grant from, Cambridge Weight Plan⟩ retains the second important entity (Cambridge Weight Plan) and is precise about the relation. Such sentences are frequent in the declarations of conflict of interest that authors add to articles in PubMed, a dataset of scientific articles on life sciences and biomedical topics.

In this work, we focus on relation extraction, when the subject and object are named entities. In particular, we would like to significantly improve the performance of OIE tools, such that triples as ⟨first entity, predicate, second
are not missed or poorly extracted. To achieve this, we leverage deep learning with constraints, i.e. techniques that enforce constraints on the classifier's predictions. Constrained learning is very common in sequence-to-sequence tasks, such as relation or entity extraction, where the output should have a specific form. Constraint learning has also been successfully used in OIE. In our case, we enforce constraints on the subject, object and predicate forms, and we investigate several techniques to achieve the best result, such as constraint-aware training (Nandwani et al., 2019) and constraint inference (Lee et al., 2019). We deployed our technique within OpenIE6 (Kolluru et al., 2020a), a state-of-the-art tool for OIE.

Our salient contributions are: i) We extend the OpenIE6 model with entity-centric constraints; ii) We implement the constraints as penalties in the loss function, and as hard constraints during inference. iii) We show through an extensive evaluation that our method improves over the state-of-the-art; iv) We perform a large scale evaluation of the system, on conflict of interest declarations from PubMed bibliographical data.

2 Related Work

In the literature, the extraction of triples of the form \( \langle \text{subject, relation, object} \rangle \) has been studied in several settings. A relation can be expressed using a surface form, i.e., the tokens present in a sentence, or a canonical form, usually introduced in a knowledge base. In the most general setting, we do not enforce any constraints on the types of the three elements, and the task is referred to as open information extraction (OIE). In the most restricted setting, the subject and object are entities, and the relation comes from a predefined set of relations. This task is known as relation extraction. Finally, open relation extraction, also referred to as relation discovery, refers to approaches that use little training (such as distant supervision, few-shot learning, or semi-supervision) or no training (unsupervised) to classify relations between entities. Some inconsistencies arise in the use of the terminology in the literature, e.g., “open relation extraction” has been also used to designate open information extraction, in (Mesquita et al., 2013).

Open Information Extraction. Open information extraction (Kolluru et al., 2020a; Etzioni et al., 2008) extracts triples from unstructured corpora in a domain-independent way. More precisely, the relations are not known beforehand and the subject and object are not required to be named entities. The state-of-the-art techniques are based on neural networks, which model the problem as a sequence labeling task (Kolluru et al., 2020a; Stanovsky et al., 2018; Cui et al., 2018). OpenIE6 (Kolluru et al., 2020a) is a neural model that achieves state-of-the-art results when compared with several other models (Del Corro and Gemulla, 2013; Gashteovski et al., 2017; Cui et al., 2018; Stanovsky et al., 2018; Roy et al., 2019; Zhan and Zhao, 2020; Kolluru et al., 2020b). Since these tools work without any domain knowledge, they might miss or extract poorly triples containing named entities. We aim to solve this problem, and our technique is trained to improve relation extraction when entities are present in the corpus.

Relation Extraction. In relation extraction (Han et al., 2020), given a sentence containing two entities, the task is to select the relation between the entities from a fixed set of relations. This is achieved via a classifier, and the challenge is in identifying relevant features for classification. Traditionally this has been achieved via hand-crafted features, such as lexical, syntactic, or semantic (Jiang and Zhai, 2007; Nguyen et al., 2007). More recently, neural models such as BERT (Devlin et al., 2018) have been very successful in relation classification (Baldini Soares et al., 2019).

Open Relation Extraction/Relation Discovery. In (Yao et al., 2011), the authors first discover relations between entities using the dependency paths between two tagged entities, and they propose an unsupervised probabilistic generative model for inducing clusters from the surface forms. In (Yu et al., 2017), surface forms of relations are first extracted by taking into account the dependency path between entities, and finally, they are mapped to canonical forms present in a KB. In (Hu et al., 2020), the authors propose a relation encoder based on BERT (Devlin et al., 2018) that computes an embedding representation of the relation based on the sentence where named entities appear, together with an adaptive clustering technique that does not require prior knowledge of the number of clusters. While some approaches (Yao et al., 2011; Yu et al., 2017) extract surface forms of relations when the arguments are entities, similar to our goal in this work, they use for this only dependency path information and do not deal with conjunctive sentences.
as OpenIE (Kolluru et al., 2020a). In addition, OpenIE6 has shown better performance than models using dependency parsing such as ClausIE (Kolluru et al., 2020a; Del Corro and Gemulla, 2013).

3 Problem Definition

Our goal is to extract triples from sentences that respect the guidelines detailed by the CaRB metric (Bhardwaj et al., 2019), i.e., they should be i) complete: all triples should be extracted from a sentence, ii) asserted: the triple should be implied from the sentence iii) informative: the triple should contain maximum relevant information from the sentence and iv) atomic: extraction cannot be split into multiple extractions.

Given a sentence $S$ containing entities $E = \{e_1, ..., e_i, ..., e_n\}$, we denote by $\langle S, R, O \rangle$ a triple that is extracted from $S$. The CaRB rules can be customized to fit our setting as follows:

- **Complete**: For every $e_i$, there exists at least a triple $\langle S, R, O \rangle$ where $e_i$ is $S$ or $O$.

- **Asserted**: Each tuple must be implied by the original sentence.

- **Informative**: The extraction should contain the maximum possible information from $S$. For instance, from *Joe Biden is the president of the US*, an uninformative extraction is $\langle Joe Biden, is, the president \rangle$ while the informative extraction is $\langle Joe Biden, is, the president of, US \rangle$.

- **Atomic**: If $S$ or $O$ contains $e_i$, then it contains only that entity and no additional tokens. If $S$ or $O$ contain $e_i$ and $e_j$, it is always possible to create two triples $\langle S_1, R, O \rangle$ and $\langle S_2, R, O \rangle$, $S_1 = e_i$ and $S_2 = e_j$, similarly for $O$.

4 Entity Focused Constraints

OpenIE6 (Kolluru et al., 2020a) receives in input a sentence and outputs a list of extractions of the form $\langle$subject, predicate, object$\rangle$. The architecture of the model is a deep neural network that first encodes tokens using BERT (Devlin et al., 2018), and then iteratively identifies at most $M$ extractions, i.e., calls the same architecture for each extraction for $M$ times (Figure 1). The embeddings of the labels generated at the end of the 1st iteration are added to the embeddings of the tokens in the second iteration, and so on. This adds context so that a new extraction is generated the next time. Each token is assigned a label from $\{S$ (subject), $R$ (relationship), $O$ (object) or $N$ (none)$\}$.

OpenIE6 constraint-aware training: OpenIE6 uses constraint-aware training to infuse the model with task-related knowledge in the form of constraints. The model learns to satisfy these constraints during training without explicitly enforcing them during the inference, hence these types of constraints are typically referred to in the literature as soft constraints. This is achieved by adding additional penalties in the loss function, as follows:

**POS Coverage (POSC)**. Tokens labeled as nouns, verbs, adjectives, or adverbs should be part of at least one extraction.

**Head Verb Coverage (HVC)**. Verbs that are not light verbs (e.g., do, give, have, make, etc.) referred to as head verbs, should be present in the relation span of a few but not too many extractions.

**Head Verb Exclusivity (HVE)**. The relation span of one extraction should contain at most one head verb.

**Extraction Count (EC)**. The extractions having head verbs in the relation should be at least equal to the number of head verbs in the sentence.

These are entity independent constraints. Their full equations can be found in the OpenIE6 paper (Kolluru et al., 2020a).

Adding entity-specific constraints. We enforce additional constraints to obtain extractions satisfying our problem statement. Let $x_{\text{ent}}^n \in \{0, 1\}$ denote whether the $n$th token $w_n$ belongs to some entity tagged in the sentence, and $E$ be the set of entities. At each extraction level $m$, the model com-
computes $Y_{mn}(k)$, the probability of assigning to the $n$th token the label $k \in \{S, R, O, N\}$ (subject, relation, object or none). We introduce the following entity-specific constraints:

1. **Entities as subject or object (ENT-ARG).** Each entity in the sentence should be present in at least a subject or object of an extraction:

   $$J_{ent-so} = \sum_{n=1}^{N} x_n^{ent} \cdot \left( 1 - \max_{m \in \{1,M\}} \left( \max_{k \in \{S,O\}} Y_{mn}(k) \right) \right)$$

   The penalty is 0 when for each token belonging to an entity ($x_n^{ent} = 1$) we have $Y_{mn}(k) = 1$, that is maximum probability of being in the subject or object, for at least one extraction.

2. **Entity exclusivity (ENT-EXCL).** The subject and object should contain at most one entity each. Let $p_e(k)$, with $k \in \{S, R, O, N\}$ be the average token probability of label $k$ in entity $e$, where $e$ consists of one or more tokens. Then, we express the penalty as follows:

   $$J_{ent-eso} = \sum_{m=1}^{M} \max \left( 0, \left( \sum_{e \in E} p_e(S) - 1 \right) \right)$$

   $$J_{ent-ezo} = \sum_{m=1}^{M} \max \left( 0, \left( \sum_{e \in E} p_e(O) - 1 \right) \right)$$

   The penalty is 0 when no entity is labeled as subject/object or when only one entity is labeled as such ($\sum_{e \in E} p_e(O/S)$ is 0 or 1).

3. **Entity in relation penalty (ENT-REL).** A penalty is introduced if an entity appears as a part of a relation of some extraction. This loss is directly proportional to the probability of tokens that are part of some entities and which have been labeled as part of a relation:

   $$J_{ent-rel} = \sum_{n=1}^{N} x_n^{ent} \cdot \sum_{m=1}^{M} Y_{mn}(R)$$

   The penalty is 0 when $Y_{mn}(R)$ is 0 for every token of an entity.

4. **Entity segmentation penalty (ENT-SEG).** A penalty is introduced if tokens describing the same entity are not labeled in the same way, for example, the first token of the entity is part of the predicate, while the rest of the tokens are part of the object. Let $w(e)$ be the set of tokens in a given entity $e$. Let $l_p(w)$ be the predicted label of a token (the label with the highest probability) at extraction $m$. As we are concerned with entities described by two or more tokens, we introduce a loss equivalent to $Y_{new}(p)$ if $l_p(w) \neq l_m$:

   $$J_{ent-seg} = \sum_{m=1}^{M} \sum_{w \in w(e)} \sum_{e \in E} Y_{new(p)}(1 - \delta_{p}(w), l_m)$$

   where $\delta$ is the Kronecker delta function.

Finally, the total loss can be written as:

$$J_{ent} = J + \lambda_1 J_{ent-so} + \lambda_2 (J_{ent-exs} + J_{ent-ezo}) + \lambda_3 J_{ent-rel} + \lambda_4 J_{ent-seg}$$

(6)

where $\lambda_*$ are hyperparameters, while $J$ is the original OpenIE6 loss.

**Constraints at inference.** We investigate a second type of constrained learning called constraint inference. The constraints applied in this setting are hard constraints, which the model is forced to apply. The constraints are applied in the decoding phase and modify the tokens’ labels ($S, P, O, N$). We propose three constraints inspired by the entity constraints introduced in the constraint-aware training.

1. **Entity exclusivity.** Once we have encountered one entity labeled as a subject or object in the sentence, the following entities are not allowed to receive the same label.

2. **Entity in relation.** We enforce that an entity appearing in the predicate is classified according to its second-best class probability.

3. **Entity segmentation penalty.** We enforce that all the tokens belonging to an entity be labeled with the same label.

We do not transform the constraint *entities as subject or object* in an inference constraint as it cannot be applied at the level of one existing extraction. This constraint can only be a penalty in the loss, such that it rewards sets of extractions in which all the entities are part of the arguments.
5 Experimental Evaluation

5.1 Datasets

We use the OpenIE6 data for training and validation and Pubmed data for testing. The OpenIE6 dataset consists of Wikipedia sentences, while the Pubmed data is a set of conflict of interest statements between authors and various organizations, such as those illustrated in Section 1.

Given that our focus is on improving performance when entities are present in a sentence (Section 3), and in particular, enforcing that entities are the subject or object, we need appropriate training data for the task. We are unaware of a dataset of extractions where arguments are entities, while the extraction also has the surface forms of relation. For example, FewRel (Han et al., 2018) and TA-CRED (Zhang et al., 2017), two standard datasets used in relation extraction, do not contain the surface form of the relation; they only label the entire sentence as containing a particular relation.

**Training data.** The OpenIE6 training dataset consists of 91K sentences and 190K extractions of the form \(<s, p, o>\). We tag entities in each sentence using the state-of-the-art named entity recognition tool Flair (Akbik et al., 2019). We focus on extractions of the following form:

i) The subject of the extraction is exactly one entity; and
ii) The object ends with an entity. We discard the extractions that do not match these constraints. In each extraction, we keep only the entity in the object and move the preceding tokens to the relationship part of the extraction. For example, one of the sentences in the original training set is “Parmenides had a large influence on Plato, who not only named a dialogue, Parmenides, after Parmenides, but always spoke of Parmenides with veneration.” and one of the extractions is \(<\text{Parmenides, had a large influence on, Plato}>\). The extraction satisfies both the above conditions, hence we transform it to \(<\text{Parmenides, had a large influence on, Plato}>\). If the object contains only an entity, we apply the identify transformation. We refer to a sentence with at least one transformed extraction as a clean sentence.

We create 3 training datasets:

- **ORIGINAL**: The original training set containing 91K sentences.
- **CLEAN**: 7K clean sentences with their modified extractions.
- **MIXED**: We add the remaining sentences and their extractions from the original training set to CLEAN.

**Gold data.** We created a gold standard dataset from Pubmed conflict-of-interest statements to be used as test data. We tagged and counted the entities with NER Flair and selected 282 sentences with a minimum of 2 entities. The maximum number of entities found in a sentence was 14.

We asked the annotators to find all the triples \(<s, p, o>\) containing those entities as arguments (in \(s\) or \(o\)). In addition, the extractions should follow the guidelines explained in Section 3 on completeness, assertion, informativeness, and atomicity. The total number of extractions obtained after annotations were 1113. One annotator annotated each sentence.

**Quality of gold data.** To evaluate the dataset’s quality, we sampled 50 sentences from our gold sentences, and one of the authors annotated them so that we had two annotations for this set. We found the agreement by considering one annotation as gold and computing WiRE57 F1. The agreement F1 score obtained was 83, which is a high agreement.

Table 1 shows example annotations of triples for the sentence *Menno Huisman reports grants from and personal fees from Boehringer Ingelheim and Bayer Health Care*. For each CaRB property, we show the correct and incorrect extractions. An extraction of the form \(<\text{Menno Huisman, reports grants from, Bayer Health Care, Germany}>\) violates the assertion property because it adds extra information to the sentence. \(<\text{Menno Huisman, reports grants, Germany}>\) violates the informativeness property even if it is a valid extraction because it lacks the complete second argument, i.e., Boehringer Ingelheim. The extraction \(<\text{Menno Huisman, reports grants from, Boehringer Ingelheim and Bayer Health Care}>\) is not atomic because the two entities in the second argument should be part of 2 extractions. If any of the four correct extractions adhering to the completeness property are missing, this property is violated.

5.2 Models

We experimented with the following models:

- **OpenIE6**. This is the default OpenIE6 model.
- **OpenIE6(ECTR)**. OpenIE6 model with entity constraint training (ECTR), as in Section 4.
Table 1: Examples of correct and incorrect annotations for the 4 CaRB properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness</td>
<td>⟨Menno Huisman, reports grants from, Boehringer Ingelheim⟩, ⟨Menno Huisman, reports grants from, Bayer Health Care⟩, ⟨Menno Huisman, reports personal fees from, Boehringer Ingelheim⟩, ⟨Menno Huisman, reports personal fees from, Bayer Health Care⟩</td>
<td>If any of the extractions is missing</td>
</tr>
<tr>
<td>Assertion</td>
<td>⟨Menno Huisman, reports grants from, Bayer Health Care⟩</td>
<td>⟨Menno Huisman, reports grants from, Bayer Health Care, Germany⟩</td>
</tr>
<tr>
<td>Informativeness</td>
<td>⟨Menno Huisman, reports grants from, Boehringer Ingelheim⟩</td>
<td>⟨Menno Huisman, reports, grants⟩</td>
</tr>
<tr>
<td>Atomic</td>
<td>⟨Menno Huisman, reports grants from, Boehringer Ingelheim⟩</td>
<td>⟨Menno Huisman, reports grants from, Boehringer Ingelheim and Bayer Health Care, ⟨Menno Huisman, reports grants from and personal fees from, Boehringer Ingelheim⟩</td>
</tr>
</tbody>
</table>
DependencyPath. We follow the same steps as in ConnectingPhrase, except that in 3. above, we return as the predicate the tokens on the dependency path between entities \(e_i\) and \(e_{i+1}\).

PostprocessedOpenIE6. We run the original OpenIE6 tool and post-process its output as follows: we tag entities in subject and object of the extractions, and then we modify extractions, in the same manner as when we created the CLEAN dataset (Section 5.1), and leave unchanged the ones not satisfying our conditions.

FilteredOpenIE6. We remove the extractions from PostprocessedOpenIE6 that were not modified according to the procedure used for generating the CLEAN dataset.

Evaluation metrics. Several evaluation metrics have been proposed to evaluate the performance of an OpenIE system. WiRe57 (Lechelle et al., 2019) is a one-to-one matching metric, in which each system extraction is matched to exactly one gold extraction. Given a sentence, a system extraction matches a gold extraction if they share at least one word from each of the relation, subject, and object. Two extractions are compared by computing the token level recall and precision between the gold subject and system subject, respectively, the predicates and objects. Precision is the percentage of system words found in the gold extraction. The recall is the percentage of gold words in the systems’ predictions. The system extractions are matched one-to-one to gold extraction in decreasing order of \(F_1\)-score.

CaRB (Bhardwaj et al., 2019) is a many-to-one matching metric in which several gold extractions can be matched to one system extraction when computing the recall. This avoids penalizing a system if one extraction would better correspond to two or more golden extractions, as is the case, for instance, in \(\langle\text{Adrian Brown; has received travel grants from; Cambridge Weight Plan and Oxford University}\rangle\) (note that there should have been two triples extracted here, each with a different object). Precision is computed by matching system extractions one-to-one to gold extractions, decreasing order of precision score. Hence, we will penalize the extraction above when computing precision, as one gold extraction will not be matched.

We report both metrics, however, WiRe57 is more in line with our task as it respects the atomistic constraint in Section 3, given that it does not reward system triples with several entities in one argument.

6 Results and Discussion

Evaluation. In Table 2 we show the results on the test data, measuring both CaRB and WiRe57. We use the different training datasets that we introduced and the different training constraints. When training without any entity constraints, the training dataset can make a significant difference, as we observe OpenIE6 trained on CLEAN has a more than 26% increase in CaRB \(F_1\) than OpenIE6 trained on the ORIGINAL dataset. In addition, adding entity constraints further improves the results as shown by the models OpenIE6 (ECTR) which has the best WiRe57 score for all CLEAN, MIXED and ORIGINAL models. The smallest improvement is for the model trained with the ORIGINAL dataset, as in this case the training data may be in conflict with the constraints, having for example several entities in one argument. OpenIE6 (ECIN) improves upon OpenIE6, with a significant increase in the precision of the WiRe57 metric, which is expected given the hard constraints are being forced on the triples. However, OpenIE6 (ECTR) has a more significant improvement than OpenIE6 (ECIN) according to WiRe57 (the metric aligned with our problem statement, as explained in Section 5.2), showing that it is more important to have soft constraints, which are rewarding good extractions during training and hence obtaining a better extraction model. Combining soft and hard constraints gives the best model, OpenIE6 (ECTR, ECIN). Regarding the baselines, PostprocessedOpenIE6 and FilteredOpenIE6 have good precision but lower recall than our top-performing models, showing the importance of the constraint learning and adapted training datasets.

Ablation study. We perform an ablation study to evaluate the importance of the entity constraints added during the training. We take our best performing model, OpenIE6 (ECTR) trained on the CLEAN dataset, and we train it with 1, 2, or 3 constraints at a time. Table 3 shows the results obtained on our test set. When we add just one constraint, as expected, the constraint ENT-ARG enforces the highest WiRe57 recall, as it has learned to penalize extractions where entities may be missing from the arguments. However, this model has the lowest precision, due to the fact it allows more than one
### Table 2: Model comparison on the test dataset. Best values are in bold and second best are underlined.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training data</th>
<th>CaRB</th>
<th>WiRe57</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>CLEAN</td>
<td>75.07</td>
<td>62.52</td>
<td>67.97</td>
<td>66.15</td>
<td><strong>45.79</strong></td>
</tr>
<tr>
<td>OpenIE6(ECTR)</td>
<td></td>
<td>80.76</td>
<td>61.77</td>
<td>69.95</td>
<td>73.05</td>
<td><strong>45.37</strong></td>
</tr>
<tr>
<td>OpenIE6(ECIN)</td>
<td></td>
<td>76.05</td>
<td>63.64</td>
<td>69.65</td>
<td>70.91</td>
<td>44.80</td>
</tr>
<tr>
<td>OpenIE6(ECTR, ECIN)</td>
<td></td>
<td>79.85</td>
<td>63.09</td>
<td><strong>70.46</strong></td>
<td>74.88</td>
<td>45.36</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>MIXED</td>
<td>52.23</td>
<td>50.69</td>
<td>51.60</td>
<td>43.30</td>
<td>37.41</td>
</tr>
<tr>
<td>OpenIE6(ECTR)</td>
<td></td>
<td>57.83</td>
<td>55.22</td>
<td>56.38</td>
<td>49.60</td>
<td>38.27</td>
</tr>
<tr>
<td>OpenIE6(ECIN)</td>
<td>ORIGINAL</td>
<td>43.01</td>
<td>39.75</td>
<td>41.29</td>
<td>32.44</td>
<td>31.81</td>
</tr>
<tr>
<td>OpenIE6(ECTR, ECIN)</td>
<td></td>
<td>41.61</td>
<td>40.90</td>
<td>41.19</td>
<td>33.29</td>
<td>31.78</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>MIXED</td>
<td>59.25</td>
<td>55.22</td>
<td>56.38</td>
<td>43.82</td>
<td>42.49</td>
</tr>
<tr>
<td>OpenIE6(ECTR)</td>
<td>ORIGINAL</td>
<td><strong>85.01</strong></td>
<td>41.44</td>
<td>55.78</td>
<td><strong>81.01</strong></td>
<td>30.77</td>
</tr>
<tr>
<td>DependencyPath</td>
<td>-</td>
<td>58.51</td>
<td>57.54</td>
<td>58.02</td>
<td>59.65</td>
<td>36.94</td>
</tr>
<tr>
<td>ConnectingPhrase</td>
<td>-</td>
<td>58.23</td>
<td>70.63</td>
<td><strong>63.84</strong></td>
<td>58.45</td>
<td>45.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Constraints</th>
<th>CaRB</th>
<th>WiRe57</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>ENT-ARG</td>
<td>ENT-EXCL</td>
<td>ENT-REL</td>
<td>ENT-TOG</td>
</tr>
<tr>
<td>¤ (OpenIE6)</td>
<td>75.07</td>
<td>62.52</td>
<td>67.97</td>
<td>45.79</td>
<td>54.04</td>
<td>16.30</td>
<td>1.11</td>
</tr>
<tr>
<td>[ENT-ARG]</td>
<td>64.58</td>
<td>64.02</td>
<td>63.70</td>
<td>58.21</td>
<td>52.24</td>
<td>4.87</td>
<td>0.56</td>
</tr>
<tr>
<td>[ENT-EXCL]</td>
<td>78.65</td>
<td>60.99</td>
<td>68.67</td>
<td>68.98</td>
<td>54.32</td>
<td>15.65</td>
<td>1.35</td>
</tr>
<tr>
<td>[ENT-REL]</td>
<td>78.18</td>
<td>62.24</td>
<td>69.10</td>
<td>70.50</td>
<td>55.73</td>
<td>8.77</td>
<td>1.18</td>
</tr>
<tr>
<td>[ENT-TOG]</td>
<td>75.39</td>
<td>62.77</td>
<td>68.28</td>
<td>71.15</td>
<td>54.20</td>
<td>14.59</td>
<td>1.12</td>
</tr>
<tr>
<td>[ENT-ARG, ENT-EXCL]</td>
<td>78.06</td>
<td>61.18</td>
<td>68.28</td>
<td>67.32</td>
<td>54.22</td>
<td>4.49</td>
<td>0.82</td>
</tr>
<tr>
<td>[ENT-ARG, ENT-REL]</td>
<td>74.23</td>
<td>59.20</td>
<td>65.79</td>
<td>62.86</td>
<td>53.04</td>
<td>5.45</td>
<td>0.89</td>
</tr>
<tr>
<td>[ENT-ARG, ENT-TOG]</td>
<td>67.85</td>
<td><strong>64.24</strong></td>
<td>65.54</td>
<td>62.17</td>
<td>52.17</td>
<td>4.60</td>
<td>0.89</td>
</tr>
<tr>
<td>[ENT-EXCL, ENT-REL]</td>
<td>80.22</td>
<td>61.97</td>
<td>69.89</td>
<td>72.93</td>
<td>55.77</td>
<td>7.98</td>
<td>0.82</td>
</tr>
<tr>
<td>[ENT-EXCL, ENT-TOG]</td>
<td>78.56</td>
<td>61.45</td>
<td>68.86</td>
<td>69.63</td>
<td>54.59</td>
<td>13.90</td>
<td>1.35</td>
</tr>
<tr>
<td>[ENT-REL, ENT-TOG]</td>
<td>74.38</td>
<td>61.53</td>
<td>66.93</td>
<td>66.60</td>
<td>52.31</td>
<td>9.29</td>
<td>1.74</td>
</tr>
<tr>
<td>EC \ ENT-ARG</td>
<td>79.12</td>
<td>62.70</td>
<td>69.49</td>
<td><strong>73.20</strong></td>
<td>55.75</td>
<td>3.34</td>
<td>0.89</td>
</tr>
<tr>
<td>EC \ ENT-EXCL</td>
<td>75.48</td>
<td>61.28</td>
<td>67.47</td>
<td>65.99</td>
<td>45.46</td>
<td>2.68</td>
<td>0.82</td>
</tr>
<tr>
<td>EC \ ENT-REL</td>
<td><strong>80.89</strong></td>
<td>60.48</td>
<td>69.19</td>
<td>68.75</td>
<td>45.89</td>
<td>9.64</td>
<td>1.32</td>
</tr>
<tr>
<td>EC \ ENT-TOG</td>
<td>79.98</td>
<td>62.20</td>
<td>69.94</td>
<td>72.76</td>
<td>55.92</td>
<td>12.31</td>
<td>1.13</td>
</tr>
<tr>
<td>EC (OpenIE6(ECTR))</td>
<td>80.76</td>
<td>61.77</td>
<td><strong>69.95</strong></td>
<td>73.05</td>
<td>45.37</td>
<td>9.62</td>
<td>1.22</td>
</tr>
</tbody>
</table>

Table 3: Ablation study with models trained on the CLEAN dataset. We report CaRB, WiRe57, and the percentage of entity constraints violations on the test set.

Entity in one argument. Removing the constraint from the set, EC \ ENT-ARG, gives us the highest precision. A combination of ENT-EXCL and ENT-REL performs the best among the models that were trained with 2 constraints, which is expected since the models trained with ENT-EXCL and ENT-REL were the top-2 performing models when trained individually. Enforcing only ENT-TOG does not bring important improvements, and training with the whole EC is slightly better than when training with EC \ ENT-TOG. Hence, ENT-TOG could be removed without a significant drop in quality.

For a complete analysis, we also compute the percentage of violations in the extractions (Table 3). For ENT-ARG, we count as a violation every entity that is not found in at least one extraction, and we divide by the total number of entities in the test set. For ENT-EXCL, we count a violation for each subject or object with more than one entity and normalize by twice the number of extractions. For ENT-REL, a violation is a relation containing an entity, normalized by the number of extractions. Finally, for ENT-TOG, a violation is an entity in extraction with more than one tag (S,O,R,N), normalized by the number of extractions containing an entity. We observe that ENT-ARG is violated the most, followed by ENT-REL. When enforcing ENT-ARG, we obtain the best results for 3 out of 4 constraints. This does not result, however, in the best F1 score, showing the importance of minimizing violations of type ENT-EXCL. ENT-ARG and ENT-EXCL have competing goals: ENT-ARG...
enforces the occurrence of entities in arguments, but ENT-EXCL does not allow more than one entity in an argument. So, whenever ENT-ARG is enforced with ENT-EXCL, we see an increase in the number of ENT-ARG or ENT-EXCL violations. Finally, when comparing the model with no entity constraints, OpenIE6, with the model enforcing all 4 constraints, OpenIE6 (ECTR), we observe a more significant difference in the violations ENT-ARG and ENT-REL, the constraints that are more frequently violated.

Quality of Named Entity Recognition on Pubmed. We sampled and annotated 50 test set sentences, taking care to keep the words together in long named entities, such as “Oregon Health and Science University Center for Embryonic Cell and Gene Therapy”. We obtained 88% F1 score for the NER model Flair (Akbik et al., 2019), in line with the performance of the model on Ontonotes (Weischedel et al., 2017) and CONLL (Tjong Kim Sang and De Meulder, 2003).

Evaluation on the CaRB dataset. OpenIE6 has been evaluated on the CaRB dataset (Bhardwaj et al., 2019). We evaluate our constrained models to investigate their performance on this standard benchmark, see Table 4. Note that annotating guidelines for CaRB were not the same as for our Pubmed test data: there might be more than one entity in the arguments of a relation. This inherently limits the quality of our results. However, we show that the constrained models trained on the MIXED and ORIGINAL datasets have competitive performance with the original OpenIE6 model while performing much better on our test data, as shown in Table 2. As expected, the models trained on the CLEAN dataset perform the worst, as they have seen only extractions with entities in the arguments; to achieve the best results, the user should choose a model considering the nature of the dataset. We note that the results for the OpenIE6 model are slightly lower than those reported in the original paper because of the coordinate boundary model, as mentioned in Section 5. The conjunctive model is a core OpenIE6 component; gains in its precision would likely improve performance, both with and without constraints.

Conflicts of interest in PubMed. We analyse the extractions by OpenIE6 (ECTR) and the original OpenIE6 model on a larger PubMed dataset consisting of 170K sentences. Table 5 shows the number of extractions (#ext), extractions containing one entity in the subject and object (#ext1), containing a “Person” entity in subject and “Organization” entity in the object (#ext2), and the number of sentences processed by the model per second (speed). OpenIE6 (ECTR) finds more interesting triples where a conflict of interest relation is expressed between a person and an organization entity, compared to the original OpenIE6. Also, our model processes more sentences per second compared to the original OpenIE6. This is because OpenIE6 generates more extractions per sentence, however, even with more extractions, the model retrieves fewer conflicts of interest relations between a person and an organization.

Conclusion. We presented an approach that significantly improves OIE when the input sentence contains entities while being competitive on a standard OIE benchmark. Finally, we showed that our method is much better suited for a real use case, as it extracts high-quality triples from PubMed.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Training data</th>
<th>CaRB F1</th>
<th>WiRe57 F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenIE6 (ECTR)</td>
<td>CLEAN</td>
<td>24.44</td>
<td>11.59</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>CLEAN</td>
<td>27.76</td>
<td>12.42</td>
</tr>
<tr>
<td>OpenIE6 (ECTR)</td>
<td>MIXED</td>
<td>50.16</td>
<td>38.15</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>MIXED</td>
<td>50.27</td>
<td>38.59</td>
</tr>
<tr>
<td>OpenIE6 (ECTR)</td>
<td>ORIGINAL</td>
<td>50.70</td>
<td>39.28</td>
</tr>
<tr>
<td>OpenIE6</td>
<td>ORIGINAL</td>
<td>50.60</td>
<td>39.15</td>
</tr>
</tbody>
</table>

Table 4: Model comparison on the CaRB dataset. Best values are in bold and second best are underlined.

<table>
<thead>
<tr>
<th>#sen</th>
<th>#ext</th>
<th>#ext1</th>
<th>#ext2</th>
<th>speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>170298</td>
<td>233081</td>
<td>138188 (59.29%)</td>
<td>106232 (45.58%)</td>
<td>87.41</td>
</tr>
</tbody>
</table>

Table 5: Comparison of extractions from a larger dataset of PubMed conflict of interest statements.
7 Limitations

We identify the following limitations affecting our proposed methods:

• The performance of our models is impacted by the quality of the named entity recognition tool, as well as the performance of the conjunctive model.

• Training OpenIE6 with more constraints requires around 3h/epoch, while the model with the original constraints requires half this time.

• Users trying our tool, but also the original OpenIE model, should have the computational possibility of using the BERT-based model, the main component of OpenIE6. We plan to release trained models based of smaller language models.
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