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December 20, 2023

Abstract

We study the inverse source localisation problem using the electrical poten-
tial measured point-wise inside the head with stereo-ElectroEncephaloGraphy
(sEEG), the electrical potential measured point-wise on the scalp with Elec-
troEncephaloGraphy (EEG) or the magnetic flux density measured point-wise
outside the head with MagnetoEncephaloGraphy (MEG). We present a method
that works on a wide range of models of primary currents, in particular we give
details for primary currents that are assumed to be smooth vector-fields that are
supported on and normally oriented to the grey/white matter interface. Irre-
spective of the data used we also solve the transmission problem of the electric
potential associated with a recovered source hence we solve the cortical mapping
problem. To ensure that the electric potential and normal currents are continuous
in the head, the electric potential is expressed as a linear combination of double
layer potentials and the magnetic flux density is expressed as a linear combina-
tion of single layer potentials. Numerically, we solve the problems on meshed
surfaces of the grey/white matter interface, cortical surface, skull and scalp. A
main feature of the numerical approach we take is that on the meshed surfaces
we can compute the double and single layer potentials exactly and at arbitrary
points. Because we explicitly study the transmission of the electric potential in
head when using magnetic data, the coupling of electric and magnetic data in
the source recovery problem is made explicit and shows the advantage of using
simultaneous electric and magnetic data. We provide numerical examples of the
source recovery and inverse cortical mapping using synthetic data.

Keywords: inverse problems, layer potentials, brain imaging
AMS classification: 31A25, 65N21, 65R32

1 Introduction

In this work, we look at the problem of identifying active regions of the brain using
the electric potential and/or the magnetic flux density associated with brain activity.
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This entails a lot into how the electric potential and magnetic flux density are trans-
mitted in the head. The problem of source localisation and the inverse transmission
problem have largely been solved separately. To solve the source localisation problem,
the transmission of the electric potential in the heads needs to be understood as the
observed electric potential and magnetic flux density are dependent on the secondary
currents due to the inhomogeneous electric conductivity of the head. So far the influ-
ence of the secondary currents has accounted for by either expressing the secondary
currents in terms of the source, this is the path taken in the software MNE, see [1], or
solving the inverse transmission problem first and then using the results in the source
localisation problem as is done in for example [2] and [3]. In either case, only the source
is explicitly recovered in source localisation. On the other hand, to solve the inverse
transmission problem, the fact that the electric potential is harmonic outside the sup-
port of the source is exploited and representation formulas of harmonic functions are
then used, this leads to formulations of the inverse transmission problem that do no
require knowledge on the source, see for example [4] and the references therein. In
this work we will take the view that these problems are different aspects of the same
problem and aim to solve them together. By solving the problems of source localisation
and inverse transmission, we provide context to the results we get and reinforce the
conclusions that are made from these results. For source localisation see for example
[2], and [1]. The problem of the transmission of the electric potential in the head has
been studied before notably in [4], [5] and [6] where the so-called symmetric boundary
elements method was employed. The symmetric boundary elements method uses the
single and double layer potentials, the normal derivative of the double layer potential
and the adjoint of the trace of the double layer potential, and an application of Galerkin
methods to solve the problem of the transmission of electromagnetic fields associated
with brain activity. Instead, we aim to use only the single and double layer potentials
with an application of boundary elements methods. In some cases, the application of
the boundary elements methods can be replaced with the method of fundamental solu-
tions, see for example [7], [8] for details on the theory and applications of the method
of fundamental solutions. We model brain activity, which may also be referred to as a
source or primary cerebral current, as a vector-field whose components are elements of
a Banach space supported on the grey/white matter interface, which is in accordance
with the neurophysiological structure of pyramidal neurons in the cerebral cortex, see
for example [9]. We give a special focus to [W 1/2,2]3-vector-fields as sources as a way
to clearly demonstrate the use of layer potentials in this endeavour. We use the formu-
lations introduced by Geselowitz for the electric potential and magnetic flux density,
see for example [10], which results in expressions of the forward models of the electric
potential and the magnetic flux density that have strong relations with single and dou-
ble layer potentials. When considering simple approximations of the head geometry
such as a spherical head model, the forward models have explicit analytic expressions.
Analytic expressions are difficult to obtain when considering realistic head geometries
such as those that can be obtained via segmentation of MRI images, see for example
[11]. In this case appropriate discretisations of the brain structures and the vector-fields
are required. On any meshed surface we can obtain exact expressions for the associated
single and double layer potentials defined on the surface hence exact expressions for the
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electric potential and magnetic flux density. This offers improved numerical accuracy
and the versatility of applying the forward model of electric potential to both EEG
and intra-cranial recordings as in sEEG. To further study how EEG, MEG and sEEG
work we invite the reader to look into [12], [13] and [9], respectively. A point to note
is that in MEG the magnetic flux density measured typically using Superconducting
QUantum Interference Devices (SQUIDs) placed at a distance away from the head and
around the head. Recently, Optically Pumped Magnetometers (OPMs) have been used
to measure the magnetic flux density, see for example, [14].

When considering the inverse source localisation problem, we solve a Tikhonov
regularised problem where we find the source that minimises a functional which involves
the forward model. Hence, improved accuracy of the forward models in turn improves
the source identification. In addition to source identification, the forward models that
we employ can be co-opted to solve the so-called inverse cortical mapping problem, see
[4], which is an inverse problem of the transmission of the electric potential within the
head. In [4] a method based on the symmetric boundary elements method for solving
the inverse cortical mapping problem was presented. The key difference between the
method in [4] and the one we present here is that the unknown source is required in
the computations. Further, the method we present is such that the inverse cortical
mapping problem can be solved given either electric or magnetic data associated with
brain activity. Coupling the problems of source localisation and cortical mapping should
in principle improve the accuracy of the source localisation. The forward model for the
magnetic flux density, see (13), provides a natural coupling of electric potential and
magnetic flux density and we use this coupling to solve the inverse source localisation
problem and inverse cortical mapping problem with simultaneous sEEG and MEG data
which has interesting practical applications.

The paper is organised as follows. In Section 2, we give an overview on layer
potentials and Maxwell’s equation to motivate their later applications. In Section 3, we
look at the forward models for the electric and magnetic potential in inhomogeneous
domains, which forms the bedrock of this paper. In Section 4, we apply the forward
models to [W 1/2,2]3-vector-fields normally oriented to the grey/white matter interface to
illustrate the use of the layer potentials. We will also look at how to build the discrete
version of the problem which is largely applicable with minor changes when the source
is taken from other Banach spaces. In Section 5, we discuss the inverse problems for
sEEG, EEG and MEG together with the inverse cortical mapping problem. We show
that a solution always exists and propose an algorithm to solve the problem. In Section
6, we present numerical examples of the algorithm with the sources taken as [W 1/2,2]3-
vector-fields and as dipoles to show the versatility of the algorithm and what we are
aiming for. We provide a conclusion and outlook in Section 7.
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2 Preliminaries

2.1 Function Spaces

We assume that Ω ⊂ Rm, m ≥ 3, is a bounded open Lipschitz domain with connected
boundary. Hence, Rm \ ∂Ω has two connected components, namely Ω− := int ∂Ω and
Ω+ := ext ∂Ω.

When Ω ⊂ Rm is Lebesgue measurable and 1 ≤ p ≤ ∞, we let Lp(Ω) be the space
of (equivalence classes of a.e. coinciding) R-valued measurable functions on Ω whose
absolute value to the p-th power is integrable, with norm

‖g‖Lp(Ω) =
(∫

Ω

|g(y)|pdy
)1/p

(ess. supΩ |g| if p =∞).

Given a functional space X, we write [X]m for the corresponding space of vector-
fields with m components, each of which lies in X. For example, [Lp(Ω)]m is the space
of Rm-valued vector fields M on Ω whose components belong to Lp(Ω), with norm

‖M‖[Lp(Ω)]m =
(∫

Ω

|M|p dy
) 1

p
(ess. supΩ |M| if p =∞).

We let W 1,p(Ω) indicate the Sobolev space of functions lying in Lp(Ω) together with
their first distributional derivatives. It is a Banach space with norm

‖g‖W 1,p(Ω) =
(
‖g‖pLp(Ω) + ‖∇g‖p(Lp(Ω))n)

)1/p

,

where ∇g = (∂1g, · · · , ∂ng)t denotes the gradient of g and ∂jg means the derivative
with respect to the j-th variable.

Moreover, when 1 < p < ∞, each g ∈ W 1,p(Ω) has a trace on ∂Ω, say ψ, that lies
in the fractional Sobolev space W 1−1/p,p(∂Ω), where for 0 < s < 1 we let

‖ψ‖W s,p(∂Ω) := ‖ψ‖Lp(∂Ω) +

(∫
∂Ω

∫
∂Ω

|ψ(x)− ψ(y)|p

|x− y|m−1+sp
dH(x)dH(y)

)1/p

,

where H = Hm−1 is the (m− 1)-dimensional Haussdorf measure of ∂Ω.
Given a Banach space X, we denote its dual by X∗. For 1 ≤ p <∞ and 1/p+1/q =

1, the dual of Lp(Ω) is Lq(Ω), isometrically under the pairing 〈f, g〉 =
∫

Ω
fg, that is,

(Lp(Ω))∗ = Lq(Ω). We let W 1,p
0 (Ω) stand for the closure in W 1,p(Ω) of C∞c (Ω), the

space of infinitely differentiable functions with compact support in Ω. For 1 < p <
∞, the dual space of W 1,p

0 (Ω) is denoted by W−1,q(Ω), with 1/p + 1/q = 1, that is,
(W 1,p

0 (Ω))∗ = W−1,q(Ω). Similarly, for 1 < p < ∞, we let W−s,q(∂Ω) indicate the
fractional Sobolev space of negative order −s and exponent q which is the dual space
of W s,p(∂Ω), 1/p+ 1/q = 1, that is, (W s,p(∂Ω))∗ = W−s,q(∂Ω).
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2.2 Double and single layer potentials

The double and single layer potentials of a density ψ defined on ∂Ω, whose smoothness
will be made precise later on, are defined by

Kψ(x) =
1

ωm

∫
∂Ω

ψ(y)
(x− y)

|x− y|m
· ν(y) dH(y), x ∈ Rm\∂Ω,

and

Sψ(x) =
1

(m− 2)ωm

∫
∂Ω

ψ(y)
1

|x− y|m−2
dH(y), x ∈ Rm\∂Ω,

respectively, where ωm indicates the area of the unit sphere in Rm and ν is the outward
pointing unit normal to ∂Ω. Note that Kψ and Sψ are harmonic in Rm\∂Ω. For
x ∈ ∂Ω, the double layer potential is defined as the singular integral

Kψ(x) = p.v.
1

ωm

∫
∂Ω

ψ(y)
(x− y)

|x− y|m
· ν(y) dH(y)

= lim
ε→0

1

ωm

∫
|x−y|>ε

ψ(y)
(x− y)

|x− y|m
· ν(y) dH(y).

As soon as ψ ∈ Lp(∂Ω) for some 1 < p < ∞, it follows from [15, Thm 1.10] that Kψ
exists a.e. in ∂Ω and belongs to Lp(∂Ω). Furthermore, for almost every y ∈ ∂Ω, Kψ(x)
converges to (−1

2
Id + K)ψ(y) (resp. to (1

2
Id + K)ψ(y)), as x → y non-tangentially in

Ω− (resp. Ω+), see [15, Thm 1.10] for a precise statement and references. It follows that
the non-tangential limits on ∂Ω of the double layer potential from inside and outside
Ω, differ by the density ψ of the double layer potential. The normal derivatives of the
double layer potential are continuous across ∂Ω, see for example [16, Thm 6.13].

It is known that, (−1
2
Id+K) : W 1/q,p(∂Ω)→ W 1/q,p(∂Ω) is invertible for p ∈ [3

2
, 3]

and 1/p + 1/q = 1, see [17, Thm 8.1]. Hence, the double layer potential on Ω− is a
famous tool for solving the Dirichlet problem for the Laplace equation, which is to find
w : Ω− → R such that

∆w = 0 in Ω−,

w = g on ∂Ω,
(1)

with g ∈ W 1/q,p(∂Ω), p ∈ [3
2
, 3], for which the solution is w = K(−1

2
Id + K)−1g and

belongs to W 1,p(Ω−). Here, the boundary condition in (1) is satisfied both as a Sobolev
trace and as a non-tangential limit a.e.

Further, it is also known that (1
2
Id + K) : W 1/q,p(∂Ω)/〈1〉 → W 1/q,p(∂Ω)/〈1〉 is

invertible for p ∈ [3
2
, 3], where the quotient by 〈1〉 means “modulo constants”, see [17,

Thm 8.1]. Likewise, the double layer potential on Ω+ becomes a tool for solving the
exterior Dirichlet problem, which is to find w : Ω+ → R such that

∆w = 0 in Rm\Ω− ∪ {∞},
w = g on ∂Ω,

with g ∈ W 1/q,p(∂Ω)/〈1〉, p ∈ [3
2
, 3] thus w = K(1

2
Id + K)−1g will solve the exterior

Dirichlet problem up to a constant. Further, w|Ω+∩B(0,R) ∈ W 1,p(Ω+ ∩ B(0, R)) for all
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R > 0 and ∇w ∈ [Lp(Ω+)]m. Here, as m ≥ 3, harmonicity at infinity means that
lim|x|→∞w(x) = 0 [18, Thm 4.8].

Unlike the double layer potential, the single layer potential is continuous across ∂Ω,
see for example [16, Thm 6.13], though its normal derivative is not. Note that the
gradient of the single layer potential is given by

∇Sψ(x) = − 1

ωm

∫
∂Ω

(x− y)

|x− y|m
ψ(y) dH(y), x ∈ Rm\∂Ω.

For 1 < p <∞ and ψ ∈ Lp(∂Ω), it holds for a.e. y ∈ ∂Ω that ν(y) · ∇Sψ(x) converges
to (1

2
Id − K∗)ψ(y) (resp. (−1

2
Id + K∗)ψ(y)) as x → y non-tangentially in Ω− (resp.

Ω+), where K∗ is the adjoint of K as operators on Lp(∂Ω):

K∗ψ(x) = p.v.− 1

ωm

∫
∂Ω

ψ(y)
(x− y)

|x− y|m
· ν(x) dH(y)

see [15, Thm 1.11] for a statement and further references.
It follows from [17, Thm 8.1] that (±1

2
Id + K∗) : W̃−1/p,p(∂Ω) → W̃−1/p,p(∂Ω)

extends to an invertible map for p ∈ [3
2
, 3], where we have set

W̃− 1
p
,p(∂Ω) :=

{
f ∈ W− 1

p
,p(∂Ω) :

∫
∂Ω

f(y) dH(y) = 0
}
.

For the appropriate range of p, the single layer potential on Ω− solves the Neumann
problem for the Laplace equation

∆w = 0 in Ω−

,∇w · ν = g on ∂Ω,
(2)

where g ∈ W̃−1/p,p(∂Ω). Likewise, the single layer potential on Ω+ can be used to solve
the exterior Neumann problem:

∆w = 0 in Rm\Ω− ∪ {∞},
∇w · ν = g on ∂Ω,

(3)

where g ∈ W̃−1/p,p(∂Ω). Thus, by [17, Thm 9.2], the solution to (2 (resp. (3) can be
written as w = S(±1

2
Id+K∗)−1g, up to an additive constant. Moreover, w belongs to

W 1,p(Ω−) (resp. w|Ω+∩B(0,R) ∈ W 1,p(Ω+ ∩B(0, R)) for all R > 0 and ∇w ∈ [Lp(Ω+)]m).

2.3 Maxwell’s equations

Henceforth, we take m = 3. According to [19], Maxwell’s equations are given in differ-
ential form as follows

∇× E = −µ∂B

∂t
, ∇×B = J + ε

∂E

∂t
, ε∇ · E = ρ, µ∇ ·B = 0,

where E ∈ R3 is the electric field, B ∈ R3 is the magnetic flux density both of which are
produced by the charge and current densities, ρ ∈ R and J ∈ R3, respectively, µ ∈ R+

and ε ∈ R+ are the magnetic permeability and electric permittivity, respectively.
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If the partial derivatives with respect to time in the above expressions are negligible
then we can use a quasi-static approximation of the Maxwell equations given as follows

∇× E = 0, ∇×B = J,

For EEG and MEG the quasi-static approximation can be made for the electromagnetic
dynamics. In the quasi-static regime ∇ × E = 0, thus it follows that E = −∇φ for
some scalar potential φ. The total current density is of the form J = Ji − σ∇φ where
Ji is the impressed primary current, −σ∇φ is the ohmic current and σ is the electric
conductivity which needs not be uniform in the domain. The elliptic equation

∇ · (σ∇φ) = ∇ · Ji, (4)

can be derived from the quasi-static approximation and we shall use it in this work.

3 Forward Models

3.1 Unbounded homogeneous domain

In much of the literature on inverse problems of source localisation the “elementary
electromagnetic object” that is sort after is a current dipole. However, in this work we
will suppose that the source is an element of [Ξ]3 for some Banach space Ξ. Thus, it
follows from (4) that the electrical potential associated with primary currents ξ ∈ [Ξ]3

satisfies
∇ · (σ∇φ) = ∇ · ξ. (5)

From (5) in an infinite homogeneous medium the potential, φ, is given by

σφ(ξ)(x) =
1

4π

∫
∇ · ξ(y)

|x− y|
dy, x /∈ supp ξ, (6)

and the gradient of the potential, ∇φ, is given by

σ∇φ(ξ)(x) =
1

4π

∫
ξ(y)

|x− y|3
dy − 3

∫
(x− y)

(x− y)

|x− y|5
· ξ(y) dy, x /∈ supp ξ.

Since the magnetic flux density, B, is divergence free it is the curl of the vector
magnetic potential which we denote by A, that is,

B = −∇×A.

Given a primary current ξ then

A(ξ)(x) =
µ

4π

∫
ξ(y)

|x− y|
dy, x /∈ supp ξ. (7)

Using the relationship above between the vector magnetic potential and the magnetic
flux density we have that

B(ξ)(x) =
µ

4π

∫
ξ(y)×∇y

1

|x− y|
dy, x /∈ supp ξ. (8)
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Figure 1: An example cross-section of a non-homogeneous domain and the placement
of intra-cranial electrodes for sEEG, in red; the blue arrows represent the normal ori-
entation of the source term on its support.

3.2 Non-homogeneous bounded domains

We now study the transmission of the electric potential and magnetic flux density in
a bounded non-homogeneous conductor. Figure 1 is an example of such a conductor.
To that end we consider the following bounded domain; let Ω ⊂ R3 be a nested non-
homogeneous bounded Lipschitz domain such that Ω0,Ω1, . . . ,Ωn are nested Lipschitz
domains with Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ωn and Ω = ∪iΩi. We let the boundaries ∂Ωi−1∩∂Ωi =
Σi with νi, i = 1, 2, . . . , n being the outward pointing unit normal to Σi, i = 1, 2, . . . , n,
respectively. For consistency of notation the outer boundary of Ωn shall be called
Σn+1 with νn+1 as the outward pointing unit normal to Σn+1. We will assume that
the support of ξ ∈ [Ξ]3 is a proper subset of Ω0. The electric conductivities of the
different domains are constant in each domain but different between domains, we call
them σ0, σ1, . . . , σn for Ω0,Ω1, · · · ,Ωn, respectively. The conductivity outside Σn+1 will
be set to zero, hence σn+1 = 0. On any of the interfaces Σi, i = 1, 2, . . . , n + 1, let σ−i
and σ+

i be the conductivities inside and outside, respectively.
The electric potential at the interfaces is denoted by φ−i and φ+

i depending on
whether the electric potential is taken as a non-tangential limit approaching the inter-
face Σi from inside or outside, respectively. On each interface Σi the electric potential
satisfies

φ−i = φ+
i ,

σ−i ∂νiφ
− = σ+

i ∂νiφ
+,

(9)

since φ is a solution to the elliptic problem (5), see for example [20, Chap. II, Sec. 8.3,
Prop. 9]. Henceforth, we will denote without ambiguity by φi the electric potential on
the surface Σi.
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This regularity of the electric potential and normal currents leads to the well-known
fact that the electric potential at any point x ∈ R3 is given by :

σ(x)φ(x) = σ0φ(ξ)(x)−
n+1∑
i=1

σ−i − σ+
i

4π

∫
Σi

φi(y)νi(y) · ∇y

( 1

|x− y|

)
dHi(y) (10)

where Hi is the 2-dimensional Hausdorff measure on the surface Σi, see for example
[10]. Note that the above formula is valid for x ∈ Σi by taking the non-tangential limit
approaching from int Σi. Using (10) we have that on each interface Σk, k = 1, 2, . . . , n+1
the first regularity condition of (9) can be rewritten as

σ+
k + σ−k

2
φ±k (x) = σ0φ(ξ)(x)−

n+1∑
i=1,i 6=k

(σ−i − σ+
i )Kiφi(x)− (σ−k − σ

+
k )Kkφk(x), (11)

where Ki is the double layer potential defined on the interface Σi. Once (11) is satisfied
the continuity of the normal derivatives of the double layer potentials across the inter-
faces ensures that the second condition of (9) is also satisfied. Due to the condition
that the electric conductivity outside Ω is zero, the electric potential has to satisfy,

σn∂νn+1φ
−(x) = 0, (12)

for x ∈ Σn+1. It is important to note that for one to be able to obtain the electric
potential associated with ξ, it is sufficient to solve a system of equations with (11) on
the surfaces Σk, k = 1, 2, . . . , n and (12) on the surface Σn+1.

Note that the electric potentials on the surfaces Σi also produce magnetic fields that
have to be considered when looking at the magnetic flux density associated with the
primary current ξ. At any point x ∈ R3 have the following expression for the magnetic
flux density associated with the primary current ξ,

B(x) = B(ξ)(x)− µ
n+1∑
i=1

σ−i − σ+
i

4π

∫
Σi

νi(y)×∇y
1

|x− y|
φi(y) dHi(y), (13)

see for example [10, Eq. (17)], where the φi’s on the surfaces, Σi, are the same as the
surface potentials in (10). Note that in (13) care need to be taken when x ∈ Σi, see for
example in the proof of Proposition 1 below.

4 [W 1/2,2]3 sources

In what follows Σ0 denotes a closed Lipschitz surface inside Ω0, which is the support of
the sources. We now take [Ξ]3 to be the subspace of [W 1/2,2(Σ0)]3 composed of vector-
fields normally oriented to Σ0, that is we take vector-fields MΣ0 ∈ [W 1/2,2(Σ0)]3 of the
form MΣ0 = MΣ0ν0, with MΣ0 ∈ W 1/2,2(Σ0). Both the orientation and magnitude
of MΣ0 are encoded by MΣ0 ∈ W 1/2,2(Σ0), we take MΣ0 to be oriented in the same
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direction as ν0 when MΣ0 is positive and in the opposite direction otherwise. Note that
(6) can be rewritten as

σ0φ(MΣ0)(x) =
1

4π

∫
Σ0

MΣ0(y) · (x− y)

|x− y|3
dH0(y),

=
1

4π

∫
Σ0

MΣ0(y)
(x− y)

|x− y|3
· ν0(y) dH0(y),

= K0MΣ0(x),

(14)

for x ∈ R3\Σ0. From [17, Thm 4.1] we have that φ ∈ W 1,2(Ω) and φ ∈ W 1,2(R3\Ω).
For x ∈ Σ0, we have that by approaching x non-tangentially

σ0φ(MΣ0)(x) = ±MΣ0(x)

2
+K0MΣ0(x) ,

where the − and + are from approaching the boundary from interior and exterior of
Σ0, respectively.

4.1 Forward model for electric potential

We can now rewrite (10) as

σ(x)φ(x) = σ0φ(MΣ0)(x)−
n+1∑
i=1

σ−i − σ+
i

4π

∫
Σi

φi(y)νi(y) · ∇y

( 1

|x− y|

)
dHi(y)

= K0MΣ0(x)−
n+1∑
i=1

(σ−i − σ+
i )Kiφi(x),

(15)

We can therefore rewrite (11) as

σ+
k + σ−k

2
φ±k (x) = K0MΣ0(x)−

n+1∑
i=1,i 6=k

(σ−i − σ+
i )Kiφi(x)− (σ−k − σ

+
k )Kkφk(x). (16)

We now discuss the numerical implementation of (15) and (16) on triangular meshes
of the surfaces Σi. Since we have made the assumption that Ω is a Lipschitz domain
then K : L2(Σ) → L2(Σ) fails generally to be compact, see for example [15]. When
K : L2(Σ) → L2(Σ) is compact we have that (±1

2
I + K) : L2(Σ) → L2(Σ) has a

canonical representation, that is,(
± 1

2
I +K

)
f =

∑
j≥1

αj〈f, uj〉uj,

where {αj} and {uj} are the eigenvalues and an orthonormal basis of eigenfunctions of
(±1

2
I+K), respectively. This is true for example when Σ is a sphere in which case the uj

are spherical harmonics, see for example [21], hence we can derive explicit expressions
for (15). In general, if Σ is C1 then K is a compact operator, see for example [15],
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hence a canonical representation as was given above is achievable. It then is possible
to numerically approximate the eigenvalues and eigenfunctions in these smooth cases,
see for example [22]. In these cases we can use the method of fundamental solutions to
build (15) and (16), see [8] for an example of this application of the method.

For Σ a Lipschitz surface we propose the following use of boundary elements methods
for (15) and (16). Given a surface Σ, we begin by triangulating the surface to obtained
ΣT . On ΣT we will represent each function f ∈ W 1/2,2(Σ) by considering its values on
the vertices of ΣT . We assume that on each triangle the function can be represented
by linear shape functions, that is, on each triangle there are three linear basis functions
each of which has value one on one vertex and zero on the other two. Thus, given a
function f ∈ W 1/2,2(Σ), on each triangle Tk of ΣT we write,

f(y) =
3∑
j=1

fkjψkj(y),

where y ∈ Tk, fkj is the value of f on the j-th vertex of the triangle Tk and ψkj is
the linear shape function on Tk that has value one on the j-th vertex of the triangle.
Now given a point x ∈ R3 we wish to compute the double layer potential Kf(x) for
f ∈ W 1/2,2(Σ). We use the analytic formulation proposed in [23], which enable us
to numerically compute exactly the double layer potential defined on ΣT even when
x ∈ ΣT . With this formulation we write

Kf(x) = H(x)f ,

where H(x) is a row vector in which the l-th element of H(x) is the sum of the con-
tribution to the double layer potential of each triangle that has the l-th vertex of the
triangulation as a vertex and f is a column vector of the values of f on the vertices of
ΣT with the l-th element of f is the value of f on the l-th vertex of the triangulation.
Thus depending on where x is located, H(x)f is either Kf(x) or (−1

2
I +K)f(x), here

we have a “−” for x ∈ ΣT as we assume that the approach is from the interior. Using
this notation, (15) can then be written as

σ(x)φ(x) = σ0H0(x)Φ0 −
n+1∑
i=1

(σ−i − σ+
i )Hi(x)Φi,

where Hi(x) is as described above and also depends on the surface Σi,T , the triangulation
of Σi and Φi are the values of φi at the vertices of Σi,T , respectively. For x ∈ Σk,T ,
k = 1, 2, . . . , n+ 1, (16) becomes

σ−k (x)φ(x) + (σ−k − σ
+
k )Hk(x)Φk = σ0H0(x)Φ0 −

n+1∑
i=1,i 6=k

(σ−i − σ+
i )Hi(x)Φi.

We can use the same idea as above to compute the gradient of the double layer
potential at any point x for any function f ∈ W 1/2,2(Σ). To be able to solve the
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forward cortical mapping problem we only need the normal derivatives of the double
layer potential at the outer most surface. We will have the following formulation

∂νKf(x) = N(x)f ,

where N(x) is constructed in the same manner as H(x). It then follows that the normal
derivative of (15) for x ∈ Σn+1,T becomes

σ0N0(x)Φ0 =
n+1∑
i=1

(σ−i − σ+
i )Ni(x)Φi,

Now given the surfaces Σi,T , Φ0 and letting Xi the set of all vertices on all surfaces
Σi,T we can build the linear system{(

σ−k I + (σ−k − σ
+
k )Hk(Xk)

)
Φk +

n+1∑
i=1,i 6=k

(σ−i − σ+
i )Hi(Xk)Φi = σ0H0(Xk)Φ0

}
k=1,2,...,n

n+1∑
i=1

(σ−i − σ+
i )Ni(Xn+1)Φi = σ0N0(Xn+1)Φ0.

(17)

Solving the above linear system for Φk, k = 1, 2, . . . , n + 1, solves the forward cortical
mapping problem.

As alluded to earlier to compute the matrices H and N we will implement a method
suggested in [23] which results in exact expressions for the quantities that are required
to build the matrices for the meshed surfaces, Σi,T . This allows to compute these
matrices for any arbitrary point x ∈ R3 hence allowing the numerical approximations
required for either EEG or sEEG with a high accuracy.

4.2 Forward model for magnetic flux density

We now turn our attention to the magnetic flux density associated with vector-fields in
[W 1/2,2(Σ0)]3 that were introduced in the previous subsection. It follows from (7) that
the magnetic vector potential of MΣ0 is given by

A(MΣ0)(x) =
µ

4π

∫
Σ0

MΣ0(y)

|x− y|
dH(y) = µSMΣ0(x), x ∈ R3\Σ0, (18)

with the integral being taken in the principal value sense for x ∈ Σ0, see for example [19,
Eq. (5.32)]. Note that the last equality of (18) is a direct application of the single layer
potential hence A(MΣ0) has components that are equal to the single layer potentials
of the corresponding components of MΣ0 . Since W 1/2,2(Σ0) ⊂ L2(Σ0) ⊂ W−1/2,2(Σ0)
we have from [17, Thm 3.1] A(MΣ0) ∈ [W 1,2(Ω)]3 and A(MΣ0) ∈ [W 1,2(R3\Ω)]3.

Since B = −∇×A it follows that B(MΣ0) ∈ [L2(Ω)]3 and B(MΣ0) ∈ [L2(R3\Ω)]3

and the magnetic flux density associated with a vector-field MΣ0 ∈ [W 1/2,2(Σ0)]3 is
given by

B(MΣ0)(x) =
µ

4π

∫
Σ0

MΣ0(y)×∇y
1

|x− y|
dH(y) = µ∇× SMΣ0(x), x ∈ R3\Σ0.

12



Since MΣ0 = MΣ0ν0 we can rewrite the above equation as

B(MΣ0)(x) =
µ

4π

∫
Σ0

ν0(y)×∇y
1

|x− y|
MΣ0(y) dH(y) = µSMΣ0(x), x ∈ R3\Σ0.

(19)
Note that the last equality of (19) is how we define the operator S : W 1/2,2(Σ0)→ R3,

which will be carried over to the discrete case. It follows from (13) that

B(x) = B(MΣ0)(x)− µ
n+1∑
i=1

σ−i − σ+
i

4π

∫
Σi

νi(y)×∇y
1

|x− y|
φi(y) dHi(y)

= SMΣ0(x)− µ
n+1∑
i=1

σ−i − σ+
i

4π

∫
Σi

νi(y)×∇y
1

|x− y|
φi(y) dHi(y),

(20)

where the φi’s on the surfaces are surface potentials obtained from the forward model
of the electric potential associated with MΣ0 . Note that MEG measures B ·v, for some
known vector-field v. Typically, v is taken to be a radial vector-field, hence if all of the
Σi above are spherical, all the vector-field of the form MΣ0ν0 will result in null MEG
measurements, see [10, Eq. (20)], which make a spherical head model uninteresting for
MEG in this context.

We now look at how to numerically compute (20) for Lipschitz surfaces Σi. To that
end we need to be able to express SMΣ0 as a linear combination of the SMΣ0i

’s where
the MΣ0i

∈ W 1/2,2(Σ0) are elements of the basis of W 1/2,2(Σ0). Note that it only suffices
that we look at how to numerically compute the expression given in (19) because to
compute (20) we repeatedly apply the same idea. We begin with a triangulation of the
surfaces and discretisation of MΣ ∈ W 1/2,2(Σ) as was done in the previous subsection.
Note that (19) on ΣT is given by

B(x) =
∑
Tk

µ

4π

∫
Tk

νTk(y)×∇y
1

|x− y|
MΣ(y) dH(y),

since νTk is taken to be constant on each triangle hence we have that

B(x) = µ
∑
Tk

νTk ×
1

4π

∫
Tk

∇y
1

|x− y|
MΣ(y) dH(y)

= S(x)MΣ,

where S(x) is a row vector that depends on x which is generated in a similar manner
as H(x) and MΣ is a column vector of the values of MΣ on the vertices of ΣT , where
we use the formula given in [23] to compute the integral above on each triangle. Hence
(20) is written in discrete form as

B(x) = S0(x)Φ0 −
n+1∑
i=1

(σ−i − σ+
i )Si(x)Φi,

where the Φi, i = 1, 2, . . . , n + 1, are obtained from the forward model for electrical
potential.
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4.3 Silent Sources

We will conclude this section by discussing silent sources. We begin with a definition:

Definition 1. Let E ⊂ R3\supp(ξ) then a non-zero vector-field ξ ∈ [Ξ]3 is electrically
(magnetically) silent in E if it produces an identically zero electric potential (magnetic
flux density) in E.

The existence of silent sources guarantees the non-uniqueness of solutions to the
source identification problems we aim to solve. It is therefore important to understand
the nature of the silent sources as this may help mitigate their impact on the uniqueness
of solutions.

As an example, take [Ξ]3 to be the subspace of [W 1/2,2(Σ0)]3 composed of vector-
fields of the form MΣ0ν0, with MΣ0 ∈ W 1/2,2(Σ0). We will now explore the silent sources
among these vector-fields.

Proposition 1. Vector-fields of the form MΣ0ν0, with MΣ0 ∈ W 1/2,2(Σ0) such that MΣ0

is constant are both electrically and magnetically silent in R3\Ω0.

Proof. From (14) we have that

σ0φ(MΣ0)(x) = K0MΣ0(x), x ∈ R3\Ω0,

and from [16, Ex. 6.14] we have that the above equation is identically zero in R3\Ω0 if
MΣ0 is a constant. Hence the proposition is proved for the electric silence.

It also follows from [24, Lem. 4.3] that

B(MΣ0)(x) = SMΣ0(x) = ∇× S(MΣ0ν)(x) = S(ν ×∇MΣ0)(x),

where ∇MΣ0 is the gradient of MΣ0 on Σ0. It follows from [15, Thm 3.3] that all
S : L2(Σ0) → L2(Σ0) is injective. Hence, if S(M) is identically zero in R3\Ω0 then its
non-tangential limit to Σ0 is identically zero on Σ0 thus M = 0 on Σ0. We can therefore
conclude that, if MΣ0 ∈ L2(Σ0) is such that ∇MΣ0 vanishes on Σ0 then the resulting
magnetic flux density is identically zero. Hence, all MΣ0ν0 such that MΣ0 is constant
are magnetically silent in R3\Ω0.

Remark 1. From [16, Ex. 6.14] we observe that if MΣ0 ∈ W 1/2,2(Σ0) is constant then

σ0φ(MΣ0)(x) = K0MΣ0(x) = MΣ0 , x ∈ int Σ0,

hence these vector-fields, MΣ0ν0, are not silent in Ω0. We can exploit this fact by
combining EEG or MEG data with sEEG data. The sEEG data will in principle allow
to eliminate the silent sources outlined in Proposition 1 in the source recovery.

As a second example take a closed set S ⊂ int Σ0 and let S be a slender set, that
is, L3(S) = 0, where L3 is the Lebesgue measure on R3 and L3(R3\S) = ∞. We will
take [Ξ]3 = [M(S)]3 ⊂ [M(int Σ0)]3, that is, vector-valued measures supported on the
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slender set S. For ξ ∈ [M(int Σ0)]3 we define ∇ · ξ in the sense of distributions and
when ∇ · ξ = 0 (divergence-free) we mean∫

int Σ0

∇u · dξ =

∫
int Σ0

3∑
j=1

∂u

∂xj
dξj = 0,

for all u ∈ C∞c (int Σ0).

Proposition 2. Every ξ ∈ [M(int Σ0)]3 that has a slender support and is divergence-
free is electrically silent in R3\Ω0.

Proof. This is a direct application of [25, Thm 2.2].

Examples of divergence-free vector-fields on slender sets in R3 can be constructed
as follows. Let γ : [0, l]→ R3 be a Lipschitz mapping and let S := γ([0, l]). If γ is such
that

H1(γ([a, b])) = b− a, ∀[a, b] ⊂ [0, l],

then γ is an orientable rectifiable curve. Note that S is slender and on S define the
vector measure Rγ through the relation

〈Rγ , f〉 =

∫ l

0

f(γ(t)) · γ ′(t) dt, for f ∈ [Cc(R3)]3,

where γ ′ is the unit tangent vector of γ. Let the endpoints of S be s, t ∈ R3, it follows
that Rγ = γ ′H1 and the divergence of Rγ is given as∫ l

0

∇u(γ(t)) · γ ′(t) dt =

∫
γ

u̇ dH1 = u(s)− u(t), ∀u ∈ C∞c (int Σ0),

where u̇ is the derivative of u along γ. Hence if s = t then Rγ is divergence free and by
the proposition above is electrically silent. Concretely, take S to be a circle embedded
on R3 by taking

γ :=

sin t
cos t

0

 ,

with t ∈ [0, 2π]. More details and example can be found in [26].

5 Inverse problems

In this section we consider the general situation when elements of [Ξ]3 are vector-fields
with components that are elements of a Banach space, Ξ, supported in Ω0. When solving
the inverse problems for MEG, EEG and sEEG, we need that the electric potential,
φ, associated with the recovered source satisfies the conditions (9) and (12). We recall
(11) and (12) here

−σ0φ(ξ)(x) +
σ+
k + σ−k

2
φk +

n+1∑
i=1,i 6=k

(σ−i − σ+
i )Kiφi(x)− (σ−k − σ

+
k )Kkφk(x) = 0,

σn∂νn+1φ(x) = 0,

(21)
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and let C : [Ξ]3×L2(Σ1)×· · ·×L2(Σn+1)→ L2(Σ1)×L2(Σ2)×· · ·×L2(Σn)×L2(Σn+1)
be the LHS of (21). Note that the null space of C, which we denote C0, consists of
those surface electric potentials and their associated sources that satisfy the conditions
(9) and (12). In other words, we look for solutions to inverse problem of MEG, EEG
and/or sEEG in C0. For the discrete setting we rewrite (17) as{

− σ0Φ(ξ)(Xk) +
(
σ−k I + (σ−k − σ

+
k )Hk(Xk)

)
Φk

+
n+1∑

i=1,i 6=k

(σ−i − σ+
i )Hi(Xk)Φi = 0

}
k=1,2,...,n

−σ0∂νn+1Φ(ξ)(Xn+1) +
n+1∑
i=1

(σ−i − σ+
i )Ni(Xn+1)Φi = 0,

(22)

where σ0Φ(ξ)(Xk) and σ0∂νn+1Φ(ξ)(Xn+1) are appropriate discretisation of (6) and
σ0∂νn+1φ(x), respectively. Hence, (22) gives the discrete version of C on the discretised
surfaces Σi,T , i = 1, 2, . . . , n+ 1. The LHS of (22) will be denoted C and the null space
of C by C0.

5.1 sEEG, EEG and MEG problems

In the inverse source localisation problems, the electric potential (φ) or magnetic flux
density (B) is used. φ is measured intra-cranially (sEEG) or on the scalp (EEG)
whereas B is measured close to the scalp (OPM-MEG) or at a distance away from the
head (SQUID-MEG). In any instance, we wish to solve the problem that given point-
wise measurements of the electric potential (φ) or magnetic flux density (B) in some
subset of R3, find ξ ∈ [Ξ]3 and φi ∈ L2(Σi), i = 1, 2, . . . , n + 1, such that (10) or (20),
respectively, are satisfied.

Due to the existence of silent sources for sEEG, EEG and MEG as highlighted in
Section 4.3, we can only recover ξ ∈ [Ξ]3 up to silent sources. Further, since we only
have point-wise data for sEEG, EEG and MEG, the unique recovery of ξ ∈ [Ξ]3 is also
negatively impacted by the existence of ξ ∈ [Ξ]3 that generate an electric potential
or magnetic flux density that vanishes at the measurement points. In practice, B is
known only point-wise and only a component of it is considered with the additional
issue that the electric potential φ in Ω is also unknown. Due to the non-uniqueness of
solutions highlighted here these inverse problems are ill-posed, hence we solve Tikhonov
regularised problems.

Keeping in mind that the electric potential that is reconstructed from the point-wise
measurements has to have the regularity stipulated in (9) and (12). As indicated earlier
we look for solutions in the null space C0, which is exactly solving the cortical mapping
problem. We build the problems in such a way that they incorporate the regularity
requirements of the potential and normal current. There are a multitude of ways this
can be achieved, for example, in [4] the authors used a projector onto C0 and looked for
solutions directly in C0. In our case we will use the projection onto C0 as a regulariser
in the associated Tikhonov problems.
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5.2 Existence of solutions to the sEEG, EEG and MEG prob-
lems

As highlighted above when solving the inverse problems for sEEG, EEG and MEG
we aim to recover the source ξ ∈ [Ξ]3 and by extension the surface electric potentials
φ ∈ L2(Σi), i = 1, 2, . . . , n + 1. We now mathematically set up these problems and
show that the solutions exist. To that end let S be the product Banach space

[Ξ]3 × L2(Σ1)× L2(Σ2)× · · · × L2(Σn+1)

endowed with the norm

‖ · ‖[Ξ]3 + ‖ · ‖L2(Σ1) + ‖ · ‖L2(Σ2) + · · ·+ ‖ · ‖L2(Σn+1),

and let
D1 = L2(D),

be the Hilbert space which corresponds to the data measured with EEG, MEG and
sEEG measurements with D ⊂ R3 depending on the measurement modalities used.
Finally we would let the product Hilbert space

D2 = L2(Σ1)× L2(Σ2)× · · · × L2(Σn)× L2(Σn+1),

endowed with the norm

(‖ · ‖2
L2(Σ1) + ‖ · ‖2

L2(Σ2) + · · ·+ ‖ · ‖2
L2(Σn+1))

1/2,

which is useful in the study of (21). Let F i : S → Di for i = 1, 2 be linear operators
with F1 as the forward model of EEG, MEG and/or sEEG, that is, the formulas given
in by (10), (13) and/or (10), respectively and F2 = C. Thus, when solving the inverse
problems for MEG, EEG and/or sEEG we consider the appropriate functional

Tf,α,β,λ0,...,λn+1(ξ, φ1, φ2, . . . , φn+1) := α‖F1(ξ, φ1, φ2, . . . , φn+1)− f‖2
D1

+ β‖F2(ξ, φ1, φ2, . . . , φn+1)‖2
D2

+ λ0R(‖ξ‖[Ξ]3) +
n+1∑
j=1

λj‖φj‖2
L2(Σj),

(23)

with f measured data and R : [0,∞) → [0,∞) a convex function. Thus we solve the
following problem :

Problem 1. Given data f ∈ D1 and α, β, λj > 0 find (ξ, φ1, φ2, . . . , φn+1)λ ∈ S such
that

(ξ, φ1, φ2, . . . , φn+1)λ = arg inf
(ξ,φ1,φ2,...,φn+1)∈S

Tf,α,β,λ0,...,λn+1(ξ, φ1, φ2, . . . , φn+1).

Remark 2. We will prove the existence of a solution to Problem 1 in Theorem 1
below keeping in mind that we are mostly interested in [Ξ]3 that is either [W 1/2,2(Σ0)]3

or [M(Σ0)]3 or [M(int Σ0)]3, with M being the Banach space of measures endowed
with the total variation norm. By using embeddings of various Sobolev space into the
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space of continuous function we view spaces of measures as being contained in the duals
of certain Sobolev spaces. We take the view that [M(int Σ0)]3 ⊂ [(W 1,q(int Σ0))∗]3

for q > 3 from the Sobolev embedding theorem, see for example [27, Thm 5.4, Part
II] hence we will discuss about the Newton potential in these spaces. We also have
[M(Σ0)]3 ⊂ [(W 1−1/q,q(Σ0))∗]3 for appropriate choices of q, see for example [28, Thm
4.57, Thm 4.58] states that W 1,q(Ω) embeds into a space of functions continuous on Ω
hence the traces W 1−1/q,q(Σ0) are continuous. In the case of [W 1/2,2(Σ0)]3 and [M(Σ0)]3

we only need to look at how the layer potentials behave.

Theorem 1. A unique solution to Problem 1 exists.

Proof. We use the result [29, Thm 3.1] to make this conclusion hence we need only
show that Problem 1 satisfies the assumptions of [29, Thm 3.1].

(IP1) We note that the duals of S and D2 are isometric to ([Ξ]3)∗×L2(Σ1)×L2(Σ2)×
· · · × L2(Σn+1) and L2(Σ1) × L2(Σ2) × · · · × L2(Σn+1), respectively, and we will
associate S with its weak∗ topology, D1 and D2 with their weak topologies.

(IP2) From [30, Prop. 3.5] we have that norms are weakly lower semi-continuous hence
the norm of D1 and D2 are weakly lower semi-continuous.

(IP3) We will discuss the continuity of F1 and F2.

(i) We discuss the continuity of F1 corresponding to (10) and F2 which corre-
sponds to (21) because of the similarities.

(a) When Ξ = W s,p(∂Ω) for 0 < s < 1, 1 < p < ∞, the double layer
potential from W s,p(∂Ω) into W 1+1/p−s,p(Ω) for 0 < s < 1, 1 < p < ∞,
is continuous, see [17, Thm 4.1].

(b) For the case Ξ = (W 1−s,p(∂Ω))∗, we begin by noting that (6) can be
rewritten

σφ(ξ)(x) =
1

4π

∫
∂Ω

ξ(y) · (x− y)

|x− y|3
dH(y),

which can be seen as the sum of the quantities

1

4π

∫
∂Ω

ξi(y)(x− y)i
|x− y|3

dH(y),

for i = 1, 2, 3, each of which is the i-th component of the gradient of the
single layer potential Sξi(x). The single layer potential maps W−s,p(∂Ω)
into W 1+1/p−s,p(Ω) for 0 < s < 1, 1 < p <∞ continuously and ∇ maps
W s,p(Ω) to W s−1,p(Ω) continuously for s > 0, 1 < p <∞. Hence φ maps
(W 1−s,p(∂Ω))∗ to W 1/q−s,q(Ω) for 0 < s < 1, 1 < p, q <∞, 1/p+1/q = 1,
continuously.

(c) When Ξ = (W 1+s,q(Ω))∗ for −1 ≤ s ≤ 2, 1 < p, q < ∞, 1/p + 1/q =
1, from the continuity of the Newton potential from the distributions
(W 1+s,q(Ω))∗ to W 1−s,p(Ω), see [17, Prop. 2.1], and the continuity of
the double layer potential from W s,p(∂Ω) into W 1+1/p−s,p(Ω) with Ω a
bounded Lipschitz domain.
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(ii) We now discuss the continuity of F1 corresponding to (13).

(a) When Ξ = W s,p(∂Ω) for 0 ≤ s ≤ 1 and 1 < p <∞, we begin by noting
that

{(ν ×∇)f : f ∈ W 1−s,p(∂Ω)} ⊆ W−s,p(∂Ω),

see [24, (4.7)]. From [24, Lem. 4.3] and its proof we conclude that each
component of the terms that appear in the sum of (13) is continuous
since [17, Thm 3.1] shows that the single layer potential is continuous
from W−s,p(∂Ω) into W 1+1/p−s,p(Ω) for 0 < s < 1, 1 < p <∞.

(b) When Ξ = (W 1−s,p(∂Ω))∗, we note that (7) can be rewritten as

A(ξ)(x) =
µ

4π

∫
∂Ω

ξ(y)

|x− y|
dH(y),

thus each component is a single layer potential. Since the single layer
potential maps W−s,p(∂Ω) into W 1+1/p−s,p(Ω) for 0 < s < 1, 1 < p <∞
continuously, we have that B maps (W 1−s,p(∂Ω))∗ to W 1/q−s,q(Ω) for
0 < s < 1, 1 < p, q <∞, 1/p+1/q = 1, continuously in each component.

(c) For the case Ξ = (W 1+s,q(Ω))∗ for −1 ≤ s ≤ 2, 1 < p, q < ∞, 1/p +
1/q = 1, note that the first term on the RHS of (13) is the curl of
the Newton potential. From (7) and (8) it follows that B is continuous
from (W 1+s,q(Ω))∗ to W−s,p(Ω) in each component for −1 ≤ s ≤ 2,
1 < p, q <∞, 1/p+ 1/q = 1.

By choosing s and p appropriately we can conclude that F1 and F2, are con-
tinuous from S to D1 and D2, respectively in their weak topologies precised in
(IP1).

(IP4) Note that

R = λ0R(‖ξ‖[Ξ]3) +
n+1∑
j=1

λj‖φj‖2
L2(Σj)

is weak∗ lower semi-continuous in S from [30, Prop. 3.13]. Note that the zero
element, 0, of S is in the combined domain of F1 and F2, dom(F1,F2), we
have that R(0) = 0 hence R is finite for at least one element of dom(F1,F2),
that is, R is proper. Finally, R is a convex combination of norms.

(IP5) We now show the that dom(F1,F2) is weak∗ closed. We will again do this in
two steps, first for the electrical potential and then for the magnetic flux density.

(i) Note that for the electric potential, the domain [Ξ]3 is [(W 1+s,q(Ω))∗]3 or
[(W−s−1/p,p(∂Ω))]3 for −1 ≤ s ≤ 2, 1 < p, q <∞ and these are weak∗ closed,
see for example [30, Thm 3.33].

(ii) For the magnetic flux density we require that [Ξ]3 is the set of elements ξ ∈
[(W 1+s,q(Ω))∗]3 for −1 ≤ s ≤ 2, 1 < p, q <∞ with ∇× ξ ∈ [(W 1+s,q(Ω))∗]3

which is a closed subspace of [(W 1+s,q(Ω))∗]3 or [Ξ]3 is ξ ∈ [(W−s−1/p,p(∂Ω))]3.
In either case we have weak∗ closed sets, see for example [30, Thm 3.33].
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Hence dom(F1,F2) ⊂S is weak∗ closed.

(IP6) Let γ > 0 and κ > 0 and set one of α, β, λ0, . . . , λn+1 equal to γ define the set

D = {u ∈ dom(F1,F2) ⊂S : Tf,α,β,λ0,...,λn+1(u) ≤ κ}.

Since Tf,α,β,λ0,...,λn+1(u) is continuous on dom(F1,F2) ⊂S it follows that D is a
bounded set hence weak∗ compact from Banach-Alaoglu-Bourbaki Theorem, see
for example [30, Thm 3.16].

Conditions (IP1)-(IP6) above show that Problem 1 satisfies the assumption of [29,
Thm 3.1] hence a solution exists and the solution is unique due to the convexity of
Tf,α,β,λ0,...,λn+1 .

Remark 3. Note that Problem 1 does not discuss the contamination of the data with
noise. In practice f ∈ D1 is contaminated with noise and we assume that the noisy
data f δ ∈ D1 and ‖f − f δ‖D1 ≤ δ, δ > 0. The stability of Problem 1 and convergence
of Problem 1 with respect to noise and regularisers α, β, λ0, . . . , λn+1 is also discussed
in [29].

5.3 Alternating minimisation algorithm for solving inverse prob-
lems

We wish to solve Problem 1 by splitting it into a problem that solves for the source
ξ ∈ [Ξ]3 and a problem that solves for the surface electric potentials φ ∈ L2(Σi). We
iteratively solves these problems to obtain the solution we desire as discussed in the
introduction of [31]. The alternating minimisation procedure is as follows, beginning
with some initial guess

(ξ{0}, φ
{0}
1 , φ

{0}
2 , . . . , φ

{0}
n+1),

then generate a sequence of solutions{
(ξ{l}, φ

{l}
1 , φ

{l}
2 , . . . , φ

{l}
n+1)λ

}
l∈N
,

by solving the following problems

ξ
{l+1}
λ = arg inf

ξ∈[Ξ]3
Tf,α,β,λ0,...,λn+1(ξ, φ

{l}
1 , φ

{l}
2 , . . . , φ

{l}
n+1)

(φ
{l+1}
1 , φ

{l+1}
2 , . . . , φ

{l+1}
n+1 )λ

= arg inf
(φ1,...,φn+1)∈D2

Tf,α,β,λ0,...,λn+1(ξ
{l}, φ1, φ2, . . . , φn+1).

(24)

A closer inspection of F1 and F2 as we proposed be taken reveals that

F1(ξ, φ1, φ2, . . . , φn+1) = F1,1(ξ) + F1,2(φ1, φ2, . . . , φn+1)

F2(ξ, φ1, φ2, . . . , φn+1) = F2,1(ξ) + F2,2(φ1, φ2, . . . , φn+1),
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hence the problems that we solves in (24) have the variables ξ ∈ [Ξ]3 and (φ1, φ2, . . . , φn+1) ∈
D2 well separated in F1 and F2 hence we can implement methods that best recover
each variable.

We now show that the sequence{
(ξ{l}, φ

{l}
1 , φ

{l}
2 , . . . , φ

{l}
n+1)λ

}
l∈N
,

generated by the above alternating minimisation algorithm results in the objective
function converging linearly to the minimum of Problem 1. The result below is valid
for all [Ξ]3 outline in Remark 2 and Theorem 1.

Theorem 2. The sequence generated by the alternating minimisation algorithm con-
verges to the minimum of the Tikhonov functional, Tf,α,β,λ0,...,λn+1, linearly.

Proof. Take
B1 = [Ξ]3,

with
‖ · ‖1 = ‖ · ‖[Ξ]3 ,

and
B2 = D2,

with
‖ · ‖2 = (‖ · ‖2

L2(Σ1) + ‖ · ‖2
L2(Σ2) + · · ·+ ‖ · ‖2

L2(Σn+1))
1/2.

Further take functions h, g1, g2 defined on S as

h = α‖F1(ξ, φ1, φ2, . . . , φn+1)− f‖2
D1

+ β‖F2(ξ, φ1, φ2, . . . , φn+1)‖2
D2
,

g1 = λ0R(‖ξ‖[Ξ]3),

g2 =
n+1∑
i=1

λ‖φi‖2
L2(Σi)

.

Note that the above problem (23) can equivalently be written as the following problem

min
{
H(x1, x2) ≡ h(x1, x2) + g1(x1) + g2(x2)|(x1, x2) ∈ B1 ×B2

}
,

where B1,B2, h, g1, g2 satisfy the following conditions from [32]:
(P1)-(P5), (A1) which can easily be shown and

(A2) The partial (Fréchet) derivative of h with respect to the i-th component, denoted
by∇ih ∈ B∗i , is Lipschitz continuous with Lipschitz constant Li ∈ (0,∞], i = 1, 2.
with min{L1, L2} < ∞; exemplarily, for i = 1 (analogously for i = 2) it holds
that ‖∇1h(x1 + y1, x2) −∇1h(x1, x2)‖1,∗ ≤ L1‖y1‖1 for all (x1, x2) ∈ D, y1 ∈ B1,
such that x1 + y1 ∈ dom g1,
as a consequence of the chain rule of Fréchet differentiation and the fact that
Lp, 1 < p < ∞ are uniformly convex hence uniformly smooth, see for example
[33, Part 3, Chap. II, Sec. 1, Prop. 8 and Part 3, Chap. II, Sec. 2, Prop. 2],
hence their norms are uniformly Fréchet differentiable [33, Part 3, Chap. II, Sec.
2, Prop. 1] and that F1, F2 are bounded linear operators hence they are their
Fréchet derivatives with respect to ξ and (φ1, φ2, . . . , φn+1).
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(A3a) Recall that a function h is strongly convex if there exists σ > 0 such that

〈∇h(x)−∇h(x), x− x〉 ≥ σ‖x− x‖2,

for all x ∈ dom h. The function h : B1 ×B2 → R is quasi-strongly convex with
respect to O∗, with modulus σ > 0, that is, for all x ∈ D and x := arg min{‖x−
y‖|y ∈ O∗}, the projection of x onto O∗, it holds

h(x) ≥ h(x) + 〈∇h(x), x− x〉+
σ

2
‖x− x‖2,

as a consequence of h being the sum of squares of Hilbert norms each of which is
strongly convex function with modulus σ > 0 and the boundedness of F1, F2 in
ξ and (φ1, φ2, . . . , φn+1).

We have shown that Problem 1 satisfies the assumption of [32, Thm 1], hence the
sequence generated by the alternating minimisation algorithmconverges to the minimum
of the Tikhonov functional, Tf,α,β,λ0,...,λn+1 , linearly.

Remark 4. For the discrete version of Problem 1 we have that the alternating minimi-
sation sequence converges to a solution of the problem as a consequence of the results
provided in [34].

5.4 EEG, sEEG and cortical mapping

Numerically, we solve discretised versions of the continuous problems of the previous
subsection. Note that in what follows ξ is discretised. In the discrete problem we
introduce regularisation matrices Γj that discretise the regularisers in the continuous
problem. For EEG or sEEG we solve the following problem:

Problem 2. Given point-wise recordings of electric potential, {φ(Y )}, α, β, λj > 0,
find (ξ∗,Φ∗) such that

(ξ∗,Φ∗) = arg min
ξ∈[Ξ]3,Φ∈Rm∗

(
α‖FE(Y )(ξ,Φ)− σ(Y )φ(Y )‖2

2 + β‖C(ξ,Φ)‖2
2

+ λ0R(‖Γ0ξ‖[Ξ]3) +
n+1∑
j=1

λj‖ΓjΦ‖2
2

)
,

(25)

where FE is an appropriate discretisation of the forward model of the electric potential
(10) and φ(Y ) is a vector of the potentials at the points Y = {yj} and m∗ is the total
number of vertices in the triangulation of the cortex, skull and scalp, Σ1,T ,Σ2,T ,Σ3,T ,
respectively.

5.5 MEG and cortical mapping

Numerically, for MEG we will solve the following problem:

22



Problem 3. Given point-wise measurements of components of the magnetic flux den-
sity, B(Y ) · v(Y ), α, β, λj > 0 find (ξ∗,Φ∗) such that

(ξ∗,Φ∗) = arg min
ξ∈[Ξ]3,Φ∈Rm∗

(
α‖FB(Y )(ξ,Φ) · v(Y )−B(Y ) · v(Y )‖2

2 + β‖C(ξ,Φ)‖2
2

+ λ0R(‖Γ0ξ‖[Ξ]3) +
n+1∑
j=1

λj‖ΓjΦ‖2
2

)
,

(26)

where FB is an appropriate discretisation of the forward model of the magnetic flux
density (13) and B(Y )·v(Y ) is a vector of the v components of the magnetic flux density
at the points Y = {yj} and m∗ is the total number of vertices in the triangulation of
the cortex, skull and scalp, Σ1,T ,Σ2,T ,Σ3,T , respectively.

5.6 EEG, sEEG, MEG and cortical mapping

There is an obvious connection among the EEG, sEEG and MEG source localisation
problem and cortical mapping as can be seen in (15 and (20) hence these problems can
be solved in a unified way by making appropriates changes to either (25) and (26) if
simultaneous recordings of EEG, sEEG and MEG are available.

5.7 Resolving the discrete problems

In [34] weaker assumptions than those required in Theorem 2 are stated, in particular
the omission of the Fréchet subdifferentiability of g1 and g2 in (P2). This weaker set of
assumptions ensures sub-linear convergence of the objective function to the minimum
when the Banach spaces Bi are Rni for some ni ∈ N, i = 1, 2. This is particularly useful
once we have discretised the problem such as in the case measure being discretised, as
a collection of dipoles. This discretisation of measures results in the total variation
norm of the measures being the ‖ · ‖[`1(N)]3 of the sequence of Euclidean norms of the
dipole moments and this norm is not Fréchet subdifferentiable. This leads to the con-
clusion that applying an alternating minimisation procedure to the discrete problems
for sEEG, EEG and MEG results in obtaining the minimisers that we seek. Note that
the solutions we obtain for these problems depend on the regularisation parameters
α, β, λj. The parameters, α, β, λj are chosen such that the influence of the noise in
the measured data on the solution is minimimal. Hence, the choice of the parameters
α, β, λj is of great importance. Since in practise there may be no information on the
properties of the noise corrupting data we propose the use of the L-hypersurface tech-
nique for choosing appropriate regularisation parameters, see for example [35], for an
exploratory study of this technique. The L-hypersurface approach is a generalisation of
the L-curve technique, see for example [36]. In short, in the L-hypersurface technique
one aims to find the point of maximum Gaussian curvature on a hypersurface that is
generated by plotting the data discrepancy of a solution against the regularisation pa-
rameters generating the solution; the plotted values are scaled appropriately. It has to
be noted that this a computationally expensive technique and other less computation-
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ally expensive techniques can be implemented such as one called the minimal distance
function technique which is studied in [35].

6 Numerical Results

We now present some numerical results of the inverse source localisation problem us-
ing EEG, sEEG and MEG data, we also used combined sEEG and MEG data. These
numerical results were obtained using code written in MATLAB and the graphics were
produced using a MATLAB add-on Toolbox Graph [37]. The meshes used were pro-
cessed using the MATLAB add-on Iso2Mesh [38]. Iso2Mesh was used for decimation of
the meshes and to fix some defects. The forward problem can be solved satisfactorily
with disregard to such defects but the inverse problem is very sensitive to such defects.
The processing done in Iso2Mesh resulted in meshes that differed from the ones used in
the forward problem thus helping in avoiding the inverse crime. In the forward model
the following meshes where used

Number of points Number of triangles
Grey-white matter interface 9 312 18 620

Cortex 9 312 18 620
Skull 3 045 6 078
Scalp 3 753 7 502

The synthetic data we use was generated using OpenMEEG, see [5] and [39], which is
based on the symmetric boundary elements method. OpenMEEG uses current dipoles
as the elementary electromagnetic object. The dipoles used in OpenMEEG to generate
the data were outwardly normally oriented to the grey/white matter interface. In the
source recovery problem we attempt to recover the locations of the current dipoles
associated with these data by using either W 1/2,2 functions or a finite collection of
dipoles. We attempt the recovery with [W 1/2,2]3 vector-field that are normally oriented
to the grey/white matter interface or with a collection of dipoles on the barycentres
of the triangles of the meshes hence we need only recover the moments of the dipoles
placed on the barycentres all triangles. With these source recovery problems we also
solve the cortical mapping problem. Note that for the W 1/2,2 recovery we can use direct
inversion methods to solve the inverse problems however for completeness we used the
alternating minimisation procedure to solve these problems as well. For solving the
inverse problem the following meshes were used for the [W 1/2,2]3 source,

Number of points Number of triangles
Grey-white matter interface 23 277 46 550

Cortex 27 188 54 372
Skull 3 037 6 070
Scalp 2 416 4 828

where as for the dipolar source the grey-white matter interface had 13 956 triangles and
6 980 points. The recovery for the synthetic data was done with no noise added. We
performed 1 000 iterations of the alternating minimisation procedure. For the dipolar
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case the FISTA step was done with a maximum of 1 000 iterations. The computation
time was in the order of hours for the [W 1/2,2]3 recovery and for the dipolar recovery
the computation time was more than 24 hours but less than 48 hours.

Figures 3, 4, 5, 6, 7, 8, 9 and 10 show the ground truth (OpenMEEG data) and
recovery results obtained from using sEEG, MEG , combined sEEG and MEG and EEG
data, respectively. In each figure the first column shows the ground truth data generated
by OpenMEEG using the dipoles represented as red dots in the bottom most figure of
the first column. The second column of each Figure shows the recovery results when
the source is assumed to be [W 1/2,2]3 vector-field normally oriented to the grey/white
matter interface and the third column shows the recovery results when the source is
assumed to a finite collection of dipoles, the dots representing the dipoles are colour
coded by the magnitude of their moments. In the case of [W 1/2,2]3 sources, the source is
interpreted as being located within a neighbourhood of the various local maxima of the
recovered W 1/2,2 function supported on the grey/white matter interface. For dipoles,
the area with the highest concentration of dipoles with moments of largest magnitude
is taken to be the area supporting the true source.

From Figures 3 and 7 we see that the placement of sEEG electrodes has a higher
influence on the source recovery compared to EEG and MEG. The figures suggest
that the closer the sEEG electrodes are to the true source the better the recovery
of the source. We also observe that the recovered surface electrical potentials are
overestimated on the skull and the scalp while being underestimated on the cortex
however their distribution is in accordance with the recovered source. It seems that
the sharper the recovered source the more accurate the recovered surface electrical
potentials in terms of their distribution of the surfaces.

In Figures 4 and 8 we immediately note that the surface electrical potential are
underestimated however their distributions are more representative of the ground truth
compared to the recovery managed using sEEG data. With MEG data the localisation
of the sources is closer to the true sources and also more spatially localised than the
ones recovered with sEEG data when the sEEG electrodes are far from the true source.
This suggests that for source localisation MEG is more robust than sEEG. That we
managed to recover surfaces electric potentials that have the correct distribution with
MEG data is short of impressive, especially when look at the recovery of the surface
electric potentials with a [W 1/2,2]3 source in both figures.

Observing that a better source localisation leads to be a better recovery of the surface
electric potentials, it is of interest to see if the robustness of the source localisation of
MEG can be complimented with the electric data of sEEG for a better recovery of the
source and the surface electric potentials. Figures 5 and 9 show results obtained by
using simultaneous MEG and sEEG data. We can observe that the recovered source
and the recovered surface electrical potentials have properties that are shared between
the solutions from each modality hence represent a better and more robust recovery.
The source recovered with combined MEG and sEEG data is more spatially localised
than with standalone modalities and it is located closer to the true source. Further,
the recovered surface potential are much more representative of the ground truth than
had been previously seen with standalone modalities.

It is evident from Figures 6 and 10 that the recovery done with EEG data outper-
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forms the other recoveries. The method we implemented here makes the recovery with
EEG data robust as it managed a near perfect recovery of both sources and surface
electrical potential. In Figure 10 we see that the source recovered for [W 1/2,2]3 is not as
spatially localised as the dipolar source, however, with the interpretation of source we
are using, the source location of the [W 1/2,2]3 overlaps with the true source location. We
think that the “depth” of the source in this case resulted in the poor spatial location
we observed here.

We applied the alternating minimisation algorithm to real auditory data on the same
meshes we used for the synthetic data. The results are shown in Figures 11 and 12.
The is data from the supplementary material of the paper [3] which had been cleaned
and filtered using independent component analysis using EEGLAB. In our recovery of
the source we interpret the result as to show a main activation of the region around
corpus callosum in blue. When looking at the left and right sides skull and scalp there
are local peaks in the potential in dark red and we observe the same for the electric
potential on the left and right lateral sulci of the cortex. We thus conclude that there
are secondary activations in the “sulci” of the grey white matter that correspond to
the lateral sulci of the cortex. These secondary activations agree with recovery results
presented in [3] for the N100 auditory evoked response. The manner in which we made
the analysis here demonstrates some of the benefits of performing the cortical mapping
and source localisation simultaneous as we managed to trace the secondary activation
from peaks of the electric potential on the scalp. This additional information helps to
reinforce the conclusions of the source recovery.

What is evident from the numerical results presented here is that the surface elec-
trical potential on the cortex was poorly recovered across all the modalities. We put
this to the complicated geometry of the surface in which it folds on itself. Even though
we could not show it in the graphics, the maxima of the surface electric potential on
the cortex are located on the “sulci” of the cortex in these examples. We managed to
recreate these maxima in approximately the correct locations on the sulci of the cortex.
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Head Model sEEG electrodes

EEG electrodes MEG SQUIDs

Figure 2: Above is the head model used in the computations, the model had 4 surfaces,
the inner most red surface represents the grey/white matter interface, the dark blue
surface represents the cortical surface, the light blue surface represents the outer surface
of the skull and the outer most yellow surface represents the scalp. In the same figure
we show the location of the 198 sEEG electrodes as blue dots, the majority of them
being in the region enclosed by the grey/white matter interface. The 64 EEG electrodes
are represented as green dots on the scalp and the locations of the 151 Superconducting
QUantum Interference Devices (SQUIDs) for recoding MEG measurements are shown
as black dots outside the head.
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Ground truth [W 1/2,2]3 Dipoles

S
ca

lp
S
k
u

ll
C

o
rt

e
x

S
o
u
rc

e

Figure 3: Recovery with sEEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 4: Recovery with MEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 5: Recovery with combined MEG and sEEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 6: Recovery with EEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 7: Recovery with SEEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 8: Recovery with MEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 9: Recovery with combined MEG and sEEG data.
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Ground truth [W 1/2,2]3 Dipoles
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Figure 10: Recovery with EEG data.
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Figure 11: [W 1/2,2]3 recovery with real auditory EEG data for the N100 response from
supplementary data of the paper [3].
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Figure 12: Dipole source recovery with real auditory EEG data for the N100 response
from supplementary material of the paper [3].
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7 Conclusions

We have presented a method that uses the double and single layer potential operators
only in the transmission of the electric potential and the magnetic flux density associ-
ated with a source which in turn allows to solve the inverse source recovery problem
and the inverse cortical mapping problem using either electric potential data or mag-
netic flux density data. The simultaneous resolution of these problems allow to capture
the full behaviour of the source which possibly aids in having better solutions for both
inverse problems. The method is also less computationally complex as it involves fewer
boundary integral operators than the symmetric boundary elements method that has
been used previously in inverse cortical mapping. The method also allows the use of
realistic geometries of the head and making exact computations at arbitrary points in
space which allows for exact placement of sensors in the models by taking advantage
of the formulas of [23] for improved numerical accuracy for building and solving the
discretised problems. The manner in which the discretised problems are built allows
for the use of numerical frames/bases of Banach spaces defined on surfaces hence al-
lowing the numerical implementation of the method to the Banach spaces in which the
problem is solvable as was demonstrated in Theorem 1. This opens up the possibility
for models that are closer to reality than have been previously done. The alternating
minimisation procedure employed allows the use of discretisations that offer the best
accuracy for the source coupled with the freedom to use the best and efficient methods
for recovering the source and associated surface potentials. Further the method offers
a natural coupling of the electric data and magnetic flux density making it easier to
combine these data for the recovery as demonstrated in the combined use of sEEG and
MEG data.

Future work on this subject includes making performance comparisons with existing
methods for source recovery and inverse cortical mapping, testing the method on real
data and implementing this method on a wider range of source classes that encourage
the recovery of certain assumed behaviours of brain activities.
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