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Interactive design of 2D car profiles with aerodynamic feedback
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(a) Car pro�le (b) Predicted �ow �eld (c) Shape optimization

Figure 1: Our system takes as input the profile of a car (a) and predicts the flow field around the car (b). We perform shape optimization
in a latent space of cars to suggest how to improve the aerodynamic properties of the profile (c, here by reducing drag by 11%). Both the
fluid flow visualization and the shape optimization are computed within milliseconds, enabling an interactive workflow where designers can
iterate between sketching a car profile and evaluating its performance.

Abstract
The design of car shapes requires a delicate balance between aesthetic and performance. While fluid simulation provides the
means to evaluate the aerodynamic performance of a given shape, its computational cost hinders its usage during the early
explorative phases of design, when aesthetic is decided upon. We present an interactive system to assist designers in creating
aerodynamic car profiles. Our system relies on a neural surrogate model to predict fluid flow around car shapes, providing
fluid visualization and shape optimization feedback to designers as soon as they sketch a car profile. Compared to prior work
that focused on time-averaged fluid flows, we describe how to train our model on instantaneous, synchronized observations
extracted from multiple pre-computed simulations, such that we can visualize and optimize for dynamic flow features, such as
vortices. Furthermore, we architectured our model to support gradient-based shape optimization within a learned latent space
of car profiles. In addition to regularizing the optimization process, this latent space and an associated encoder-decoder allows
us to input and output car profiles in a bitmap form, without any explicit parameterization of the car boundary. Finally, we
designed our model to support pointwise queries of fluid properties around car shapes, allowing us to adapt computational
cost to application needs. As an illustration, we only query our model along streamlines for flow visualization, we query it in
the vicinity of the car for drag optimization, and we query it behind the car for vortex attenuation. ["This is the author’s
version of the work. It is posted here for your personal use. Not for redistribution. The original paper appeared in Computer
Graphics Forum, Volume 42(2023), Number 2.]

Keywords: Interactive design, fluid simulation, surrogate
model, shape optimization, neural network, implicit representation

1. Introduction

The design of everyday objects often requires balancing conflict-
ing objectives between aesthetic and functionality. For instance,
the profile of a new car should not only look more appealing than
previous cars, it should also offer efficient aerodynamic properties.
But aerodynamics is hard to guess even for expert designers, while
aesthetic is difficult to encode as a mathematical objective for au-
tomatic shape optimization [Oth14].

In this paper, we describe an interactive car design system that
allows users to sketch the 2D profile of a car and obtain immediate
feedback on its aerodynamic properties, including suggestions for
improvements (Fig. 1). Users of our system can alternate between
creative sketching and aerodynamic evaluation to quickly converge
towards a novel, efficient design. While designing 2D profiles is a
simplified version of real-world 3D car design, it allows us to study
key challenges that would also occur in a more realistic setting (see
Sec. 7 for additional discussion on the extension to 3D).

Existing tools to evaluate and optimize car aerodynamics typi-
cally rely on expensive simulation over a fine volumetric mesh of
the car and its surrounding [Ope07]. While necessary for down-
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stream engineering, such accurate fluid flow simulations are too
costly for rapid exploration of early design alternatives. This com-
putational bottleneck has motivated the development of so-called
surrogate models, which are machine learning models that ap-
proximate costly simulators by being trained on large datasets
of simulations pre-computed over a family of shapes of inter-
est [RNA22, LDM22]. We follow this methodology and present a
neural-based surrogate model tailored to sketch-based interactive
design of car profiles. Specifically, we develop our model to sup-
port designers in multiple tasks, from streamline visualization to
shape optimization under various criteria.

Achieving our goal raises several unique challenges. First, in
contrast to prior work that predicts fluid quantities averaged over
time [UB18, CCHT21], we are interested in predicting the instan-
taneous pressure and velocity fields of vortical flows to display
and optimize for dynamic physical criteria. But training a machine
learning model to predict flow fields at any time step would re-
quire enormous amounts of simulation data. We alleviate this chal-
lenge by extracting a representative frame for each simulation in
our dataset. Observing that 2D flow fields are often periodic, we
synchronize the simulations such that their representative frames
correspond to the same instant within a phase of the periodic flow
field. The resulting instantaneous fields thus react continuously to
changes of car shapes, and as such are easier to regress by a neural
network.

Our second challenge is to parameterize the input car profile
to be fed to our surrogate model. Prior work addresses this chal-
lenge by representing the input with parametric curves and sur-
faces [UB18,BRFF18], such that all shapes share the same number
of control points, and that these control points correspond to con-
sistent parts across all shapes. But extracting consistent parametric
shapes from arbitrary car profiles sketched by users would require
error-prone vectorization or template-matching. Instead, we use a
convolutional auto-encoder to learn a latent descriptor of each pro-
file in our dataset. We then train our surrogate model to take as
input this latent descriptor and to predict fluid properties of the cor-
responding profile. We also train our model to predict an implicit
surface of the profile from its latent descriptor, and we describe how
to compute some aerodynamic criterias from this implicit represen-
tation to perform shape optimization in latent space. This approach
benefits from the low-dimensional structure of the latent space to
ease the optimization task and to prevent it from producing shapes
that differ too much from the training data.

Finally, a third challenge we address is the computational ef-
ficiency of the prediction over potentially large domains. Several
prior methods predict flow fields around a shape using convolu-
tional neural networks (CNNs), such that fluid properties are pre-
dicted at each pixel of a finite grid [GLI16, TWPH20, CCHT21].
Yet, we observe that not all parts of the domain are relevant for the
applications we target. For instance, for streamline visualization,
the velocity along a few particle trajectories suffices; for shape op-
timization based on the drag, only the pressure field along the car
silhouette matters; and for other optimization criteria, such as vor-
tex attenuation, the velocity field is only needed in specific regions
of the domains. Inspired by recent work on implicit shape represen-
tations [PFS∗19, SMB∗20], we adapt to these diverse application

scenarios by implementing our surrogate model as a multi-layer-
perceptron (MLP) that predicts the fluid pressure and velocity for
a given car profile at a given spatial position. We then query this
network multiple times to get values where needed.

In summary, we make the following contributions:

• A surrogate model based on a MLP to predict fluid flow proper-
ties of a given shape, at a given spatial position, along with an
optimization that leverages this model to improve aerodynamic
properties expressed over an implicit representation of the shape.

• A simple algorithm to synchronize multiple fluid simulations,
such that frames extracted from these simulations correspond to
similar instants of the periodic flow. These frames form a coher-
ent dataset for training our model to predict instantaneous flow
fields from car profiles.

• Based on the above ingredients, an end-to-end interactive
pipeline that takes as input the profile of a car sketched by a
user, visualizes the flow field around the car and suggests how to
modify the profile to improve its aerodynamics.

2. Related work

Our work enables an interactive workflow where designers iterate
between creative shape exploration (via a simple sketch-based in-
terface) and simulation-based shape improvement (via streamline
visualization and shape optimization). Similar workflows that com-
bine modeling and simulation have been proposed for other ap-
plication domains, such as furniture design [UIM12], garment de-
sign [UKIG11, BSK∗16], paper airplane design [UKSI14]. Closest
to our work is the system by Umetani and Bickel [UB18], who
train a surrogate model based on Gaussian Processes to predict 3D
fluid flow around car shapes. Our approach differs on several key
aspects. First, they rely on a custom polycube template of the car
and its ambient space to obtain a consistent parameterization across
their dataset of car simulations. In contrast, we train an encoder to
automatically project each car profile into a low-dimensional la-
tent space, which makes our approach applicable to input shapes
and representations for which an explicit parameterization is diffi-
cult to obtain. Second, they train their surrogate model to predict
pressure and velocity averaged over time. In contrast, we describe
how to extract synchronized instantaneous observations of the fluid
flow across a simulation dataset, allowing us to capture dynamic
flow patterns such as vortices. Finally, the system by Umetani and
Bickel only provides visualizations of drag, pressure and velocity,
letting users explore the shape space by trial-and-error. In contrast,
our neural surrogate model allows to perform gradient-based shape
optimization and to suggest shape improvements to users.

Approximating costly simulations with machine learning mod-
els is common practice in shape optimization [RNA22, LDM22].
In contrast to approaches that predict a single property to be op-
timized, such as drag or lift [ZSM18], we designed our surrogate
model to predict elementary physical quantities, from which we
derive optimization objectives for various applications. Many ex-
isting approaches rely on convolutional neural networks (CNNs) to
predict fluid quantities over the entire spatial domain surrounding
the object of interest [GLI16, TWPH20, CCHT21]. Alternatively,
Baque et al. [BRFF18] and Durasov et al. [DLDF21] employ graph
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Figure 2: Overview. We take as input the profile of a car represented as a bitmap S. We train an encoder E to compute a low-dimensional
latent descriptor of this profile s, which we feed to our surrogate model along with the spatial coordinates x of the point at which we want to
predict fluid flow properties. Our surrogate model F̂(s,x) predicts the pressure p and velocity v⃗ at the queried point. We also train our model
to predict the distance d of that point to the profile of the shape. We use these quantities for various applications. For visualization, we query
the surrogate model along trajectories of particles advected along the velocity field to display streamlines. For shape optimization, we query
the surrogate model to predict the pressure and distance field around the car, from which we deduce the drag coefficient. We can also query
the surrogate model behind the car to detect and attenuate vortices in the velocity field. Since the entire computation is differentiable, we can
use gradient descent to walk in the latent space by small steps δs that improve the aerodynamic properties of the profile.

neural networks to predict pressure over the surface of an object.
While graph neural networks are well suited to optimize on-surface
quantities like drag, they cannot be used to visualize fluid flow away
from the surface or to optimize for flow features like vortices. Our
originality is to rely on a multi-layer perceptron (MLP) to provide
pointwise predictions, such that we only predict fluid quantities
where necessary for the application at hand. While we focus on 2D
car profiles, our pointwise approach has a greater potential of scal-
ing to 3D than the regular grids of convolutional networks [GLI16].

We also designed our model to take as input a compact latent de-
scriptor of the shape, allowing optimization in a latent space repre-
sentative of car shapes. Such latent-space optimization is not pos-
sible with methods based on the UNet convolutional neural net-
work [TWPH20], as the skip connections transmit shape informa-
tion while bypassing the encoder-decoder bottleneck. Latent-space
optimization has proven to be a very effective regularization strat-
egy for other ill-posed inverse problems, such as material recovery
from few photographs [GLD∗19, GSH∗20] and shape completion
from partial point clouds [PFS∗19].

While we rely on deep learning to obtain a fast predictor of fluid
flows from pre-computed simulations, other work seeks to lever-
age deep learning to accelerate fluid solvers [KCAT∗19, WBT19,
TSSP17, BWDL21]. Recent work also describes how to train
neural networks with so-called physics-informed losses [RPK19,
CLZ∗22], with the potential of replacing traditional solvers and al-
leviating the need for large simulation datasets [WWK21].

3. Problem statement

Aiming to support the design of aerodynamic objects, we propose a
sketch-based system that provides fluid simulation feedback to de-
signers at interactive rate. We demonstrate this system on the task
of 2D car design, and we illustrate its capabilities by providing vi-
sual feedback in the form of streamlines, and optimization feedback
in the form of suggestions of shape improvements. Our interactive

2D tool could also serve in an educational context [ZIH∗11], for in-
stance to illustrate aerodynamic concepts such as drag and vorticity,
and to show their relation to car shapes.

In a domain Ω ⊂ R2, we represent a shape S ⊂ Ω as a closed re-
gion that defines the inner boundary conditions of a boundary-value
problem, which solution is a time-dependant flow field F(S, t,x).
In this work, we focus on the velocity v⃗ and pressure p of the flow
field, in the context of unsteady incompressible viscous flows.

The interaction between the shape and the flow is responsible for
several key aerodynamic properties. Some of these properties are
defined on the surface of the shape, such as pressure drag, which
measures the resistance against the motion of the object due to air
pressure:

αdrag(S) =
1
T

∫ T

0

∮
Γ

−p(S,x, t)n1(S,x)dΓdt, (1)

where p(S,x, t) is the pressure of the flow field at point x and time
t, and n1(S,x) is the horizontal component of the normal on the
surface Γ of the shape at x. In practice, pressure drag accounts for
around 80% of the total drag of passenger cars [HF93], which is
why we ignore other sources of drag such as friction. Aerodynamic
studies often use the drag coefficient, which differs form the drag
force in Eq. 1 by a factor that depends on the projected frontal area
of the car (in our 2D case, that would be the height of the vehicle).
In our setup, optimizing the drag force or the drag coefficient is
similar because we target small changes of the original design, and
therefore the size of the car remains mostly constant. Other prop-
erties of interest are defined over specific regions of the domain,
such as vorticity, which measures the degree of rotation of the fluid
around a given point, and that designers may seek to reduce behind
the car, e.g. to prevent back-projection of rain over the rear glass:

αvortex(S) =
1
T

∫ T

0

∫
Ω̄

∥∇× v⃗(S,x, t)∥dΩ̄dt, (2)

where Ω̄ denotes the region of interest.
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However, accounting for the time-dependency is prohibitive in
practice, both in terms of data size and of difficulty of learn-
ing. Therefore, most of the works in the literature resort to time-
averaged properties, yielding reduced and smoothed data [UB18,
CCHT21]. We overcome this limitation by considering instanta-
neous synchronized observation times, which allows us to predict
dynamical phenomena like vortices without significant increase in
complexity. We detail in Section 5.2 how we synchronize simu-
lations performed over multiple shapes of a dataset and how we
extract a representative observation of each simulation. In what fol-
lows, we drop the time dependency and only compute performance
measures α(S) over instantaneous observations.

Shape optimization consists in searching for the shape S⋆ that
offers the best aerodynamic properties, i.e., that minimizes a given
performance measure α(S):

S⋆ = argmin
S

α(S). (3)

Minimizing Equation 3 raises multiple challenges:

1. Evaluating the fluid flow F(S,x) around a given shape involves
a costly, potentially non-differentiable simulation, which is es-
pecially problematic for iterative shape optimization algorithms
that typically need to perform multiple evaluations to reach a
minimum. We tackle this challenge by replacing the simulator
by a fast surrogate model F̂ , which we implement as a neural
network trained to predict fluid flow for a class of car shapes.

2. Minimizing the aerodynamic property using gradient-based op-
timization algorithms requires the computation of the gradient
of α(S) with respect to the shape S. However, the definition of
αdrag(S) involves an integral over the surface of the shape it-
self, for which we do not have an explicit parameterization. We
tackle this challenge by expressing the shape as the zero level-
set of an implicit function d defined over the entire spatial do-
main Ω, such that we can rewrite the integral over that domain
to drop the dependency on the shape surface.

3. Both our neural-based surrogate and our gradient-based opti-
mization algorithm require that all possible shapes share a com-
mon, continuous parameterization. Defining this parameteriza-
tion is especially challenging for complex objects like cars that
exhibit strong variations. We tackle this challenge by encoding
the profile of the car in a learned, low-dimensional latent space.

Figure 2 illustrates how these different ingredients interact in
our system. We first describe how we perform shape optimization
within the latent space of an implicit shape representation (Sec-
tion 4). We then explain how we model and train the surrogate F̂
to approximate flow fields around car profiles (Section 5).

4. Shape Optimization

Our approach relies on three different representations of the shape
of interest, each serving a different purpose. Users provide their de-
sign intent in the form of a binary bitmap S. We encode this bitmap
into a low-dimensional latent descriptor s, which serves both to
condition the surrogate model on this specific shape, and to perform
shape optimization by navigating in the latent space of car profiles.
Finally, our surrogate model decodes this latent representation into

Figure 3: Visualization of our learned latent space. This latent
space captures the distribution of car profiles in our training set
(left). Walking along this space produces a smooth interpolation
between car shapes (right).

a signed distance field d, which allows us to express drag as an in-
tegral over the entire spatial domain Ω, simplifying gradient-based
optimization of the shape via automatic differentiation.

Shape optimization in the latent space of car profiles. The input
to our system is the profile of a car drawn by the user as a binary
mask. We circumvent the difficulty of vectorizing this user input
by relying on a learned parameterization, in the form of an image
encoder E that maps the input profile S into a fixed-size latent de-
scriptor s (8 dimensions in our experiments). We implement the
encoder as a convolutional neural network, which we train jointly
with a symmetric decoder D on a standard image reconstruction
task according to the binary cross-entropy loss (see details about
the network architecture in supplemental materials).

Given this parameterization, we now express the optimization
problem over the space of latent descriptors:

s⋆ = argmin
s

α(s). (4)

In addition to its continuous, low-dimensional structure, this
learned latent space behaves like a smooth interpolant between the
car profiles in our training dataset, preventing the optimization to
produce shapes that do not resemble cars (Figure 3).

Drag computation over an implicit shape representation. Solv-
ing Eq. 4 requires converting the latent code s back to a geomet-
ric representation S, and computing interactions α(S) between this
geometry and the fluid flow. But evaluating αdrag(S) with Eq. 1
involves computing an integral over the surface of this geometry,
for which we lack a consistent parameterization. Our solution to
this challenge is to express the shape implicitly as the zero level-
set of a signed distance function, S = {x|d(S,x) = 0}. For a given
latent descriptor, we predict this signed distance function over Ω

with a neural network d̂(s,x) similar to the one we use to model the
flow field F̂(s,x) around the shape (see Section 5). Thanks to this
implicit representation, we can follow Chen et al. [CCHT21] and
rewrite Eq. 1 as

αdrag(S)=
∮

Γ

−p(S,x)n1(S,x)dΓ≈
∫

Ω

−p(S,x)n1(S,x)δ(d(S,x))dΩ

(5)
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Figure 4: Interactive workflow. Our system predicts the presence of vortices right behind this input car profile (a). Users can indicate a
region where vortices should be attenuated (b). After shape optimization, vorticity is reduced by 30% in the region of interest (c).

where δ(x) = 1
σ
√

2π
exp

−x2

2σ2 is a smoothed Dirac function modeled
as a Gaussian (we fixed σ= 1.2dΩ in all of our experiments). Since
δ(x) quickly vanishes away from the surface of the shape, it effec-
tively restricts the integral to only measure pressure in the vicinity
of the shape. Note that expressing S via a signed distance function
also equips us with an estimate of the surface normal on and around
the surface as n⃗(S,x) ≈ ∇d(S,x), which is necessary to compute
Eq. 5 at any point of the domain. We provide as supplemental ma-
terials an evaluation of this formulation, which achieves an error
of 1.7% on average compared to the exact linear integral computed
with Eq. 1.

Interactive optimization. Equipped with this reformulation of
αdrag, we can solve Eq. 4 using gradient descent with line-search to
obtain progressive updates of the shape in latent space, denoted as
δs. We display these updates to users by extracting the zero level-
set of the corresponding signed distance field. Users can then de-
cide to accept these modifications, to modify them by re-sketching
the profile, or to optimize the profile further by executing a few
more gradient descent steps. The same workflow applies to αvortex,
for which we offer a simple interface to let users indicate the region
in which they want to attenuate vortices. Figure 1 and 4 illustrate
shapes designed and optimized within our interactive system.

5. Surrogate Fluid Flow Model

We use neural networks to learn the shape signed distance function
d(S,x), as well as the flow field F(S,x) obtained from a set of pre-
computed simulations. While the flow field is defined in the whole
domain, we are mostly interested in values within small regions,
such as pressure along the surface of the car. This need for localized
predictions motivated us to design an architecture that operates on
spatial coordinates rather than on complete images, so that both
training and inference can be adjusted to specific regions of interest.

The main challenge in training this surrogate model resides
in generating a dataset of simulations that exhibit fine details
of dynamic vortical flows, while ensuring that these details vary
smoothly across simulations of similar shapes so they can be
learned by a neural network. But vortices appear at chaotic loca-
tions in space and time, yielding very different flow patterns at a
given frame of each simulation (Figure 5). Our key observation is
that, after an initial transitory period, the fluid flow usually becomes
periodic. This behavior is classical for such 2D simulations, in par-
ticular when using fluid models that damp turbulent high-frequency
fluctuations. Such models (e.g. Reynolds-averaged Navier-Stokes)
are commonly used in aerodynamic design to achieve reasonable
accuracy at a computational time suitable for design iterations

[MDH04]. By analyzing this periodicity, we extract a representa-
tive frame of the flow field where vortices appear at similar loca-
tions across different simulations.

We next describe how we created our dataset of car profiles
and the corresponding simulations, and how we detect the periodic
regime of each simulation to extract a representative frame that ex-
hibits consistent flow patterns across simulations. We end with a
detailed description of the architecture and training of our surro-
gate model given this data.

5.1. Car profiles extraction and encoding

We created our dataset by extracting the central vertical cross-
section of 3D cars from a subset of ShapeNet [CFG∗15]. Since
the cross-sections might contain holes as well as interior parts, we
apply morphological closing and region filling to obtain the outer
boundary of the cars (Fig. 6). We adjusted the size of the morpho-
logical filter manually for each car, and we rejected any profile
that would exhibit defects, such as large missing parts. This pro-
cess yielded a total of around 2500 profiles, which we used to train
our auto-encoder to form pairs (S,s) of profiles and latent codes.

5.2. Fluid flow simulation and synchronization

We next associate each car profile with a representative frame of its
flow field.

Fluid simulation. We run a flow simulation to compute the evo-
lution of the velocity and pressure fields around each car profile.
We model the fluid by the incompressible Navier-Stokes equations
∂⃗v
∂t + v⃗ · ∇⃗v = − 1

ρ
∇p+ ν∆⃗v, ∇· v⃗ = 0. We fix the density of the

air to ρ = 1kg/m3 . Our low-resolution domain yields additional
diffusion effects in the flow simulation, which can be considered
as a turbulence model that damps high-frequency fluctuations. This
effect is far larger than the physical diffusion, which is why we fix
the viscosity of the air ν to 0. While our flow model lacks high-
frequency details, we stress that it captures unsteady, dynamic phe-
nomena that are characteristic of flows around vehicles and that
should be accounted for during design, such as vortex shedding.

We impose a 12m × 5.12m domain, with open right and top
boundaries. We scaled the cars to have equal width and we posi-
tioned them at a fixed distance from the bottom and left side of this
domain. To guide users in drawing cars within that region, we ini-
tialize the interface with an average car that users edit by sketching
(see accompanying video). We attach our observation frame rela-
tive to the car that moves toward the left. In this frame, the car is
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(a) Unsynchronized �ow �elds

(b) Synchronized �ow �elds

Figure 5: For a given time frame, vortices appear at different locations behind the car for different simulations (a). By analysing the periodic
behavior of the flow field, we synchronize the simulations to extract a representative frame where vortices appear in similar locations (b).
These synchronized flow fields are easier to regress by a neural network.

(a) Input 3D car (b) Central cross-section

(c) Morphological closing (d) Final car pro�le

Figure 6: We extract car profiles from the central vertical section of
3D models from ShapeNet (a,b). We apply morphological closing
(c) and region filling (d) to obtain a binary image of the car outer
boundary.

static and the surrounding air has an initial velocity opposed to the
speed of the car, v(0) = 54km/h. The same applies to the bound-
ary conditions for the velocity on the left and bottom sides of the
domain, which correspond to the air inlet in front of the car, and to
the road moving relatively to the car, respectively. The car itself is
implemented as a zero-velocity Dirichlet boundary condition. We
set pressure boundaries as Dirichlet for the right and top (open)
bounds, and as Neumann for the road (bottom), the left bound, and
the car.

We use a 600× 256 2D Eulerian staggered grid that stores the
pressure at the center of the cells and the horizontal and vertical
components of the velocity in the vertical and horizontal edges,
respectively. The cell size is 2cm and the time step 1/750s. We
use a solver based on the Stable-Fluids Helmholtz’s decompo-
sition method [Sta99], with bilinear interpolation and 3rd-order
Runge-Kutta Semi-Lagrangian advection, and a sparse precondi-
tioned conjugate gradient method for the pressure projection.

Synchronization. For each profile, we run a simulation that pro-
duces many – possibly thousands of – frames, and we analyse the
history of each simulation on-the-fly to determine when to stop it.
To do so, we define a descriptor of the pressure of the flow field at a
given frame k as τk = ∑k∈S p(xk), where S is a set of 2200 points

0 500 1000 1500 2000
Time
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es
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re

de
sc

rip
to

r τ

Figure 7: After an initial transitory period, the average pressure
behind the car exhibits periodic oscillations. We detect the period
of this signal to synchronize simulations across car profiles.

of coordinates xk, uniformly distributed in the wake area behind
the car. Figure 7 visualizes the evolution of this descriptor along a
representative simulation, revealing that it adopts a periodic regime
after around 1000 frames in this example.

We follow a method by Vlachos et al. [VM05] to detect the peri-
odicity of this signal. At every 50 simulation steps, we extract the N
previous values for τ. We choose N = 600 as the size of this sliding
window because it significantly exceeds the periods we detected on
our simulations (around 150 frames in average, up to 400 at most).
Let us denote by Tk = {τk−N , ..,τk} the time sequence of the sig-
nal extracted by this procedure at frame k. The method by Vla-
chos et al. first detects candidate periods by running a fast Fourier
transform on the signal, and then selects the period that yields the
highest auto-correlation value as measured by the Auto-Correlation
Function (ACF). This function expresses the self-similarity of the
signal, shifted by all possible periods T :

ACFk(T ) =
1
N ∑

i∈[k−N,k]
τiτi−T . (6)

If a period exists, it forms a local maximum of the Auto-Correlation
Function. Starting with candidate frequencies that have a high am-
plitude in the Fourier decomposition of T , the algorithm refines
each candidate by performing a hill climbing to the closest local
maximum of the ACF. Given the predicted period Tk, we con-
sider that the simulation has reached its periodic regime if the
length of the period and its auto-correlation value ACFk(Tk) did
not change significantly over the past 5 estimations, i.e., Tk ≈
Tk−50 ≈ ... ≈ Tk−200 and ACFk(Tk) ≈ ACFk−50(Tk−50) ≈ ... ≈
ACFk−200(Tk−200).

If a period is found, we extract the representative frame as the
frame for which the pressure descriptor τ reaches its maximum over
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the period. We then test if this maximum is close to the one mea-
sured over the previous period. If it is not, we perform additional
simulation steps until we reach a regime where the maximum value
of τ is stable from one period to the next. If no stable period is
found after 6000 frames, we discard the profile from the dataset.
This algorithm allowed us to extract periodic flow fields for 81% of
the profiles, yielding a dataset of 2013 pairs of profiles and simu-
lations that we split in 1812 pairs for training our surrogate model,
and 201 pairs for testing.

Note that this procedure could be easily extended to extract sev-
eral representative frames per period to offer a more global repre-
sentation of the flow dynamics.

5.3. Learning the physical values

Our goal is now to train neural networks to reconstruct the car pro-
file and the corresponding flow field from a given latent code.

Network architecture. We use a different neural network per out-
put (distance field d, velocity v⃗, pressure p), because it allows more
generality in the applications and ease the fine-tuning of the net-
work hyper-parameters for each task. Furthermore, these networks
might be evaluated at different locations, for instance to predict
pressure along the surface of the car, and velocity behind the car.
Note that although we could extract the distance field from the in-
put profile, this information is no longer available during shape op-
timization, for which we have only the latent code. This is why
we need to predict the distance field along with the other physical
quantities.

Building on the recent developments of implicit shape represen-
tations [PFS∗19], each network takes as input a shape latent code s,
along with the coordinate x of the point of interest. We performed a
couple of adjustments to the original DeepSDF MLP architecture.
First, we expand the input coordinates dimensions using positional
encoding [MST∗20, TSM∗20] to capture higher frequencies in the
learned field. We then concatenate the encoded coordinates with
the shape latent code to be processed by the MLP. Second, to better
preserve the spatial gradients of the fields, we include an optional
loss that minimizes the error between the spatial gradient of the
predicted field and the spatial gradient of the ground truth field.
Since our prediction is performed by a coordinate-based MLP, we
compute its gradient via automatic differentiation. In contrast, since
the ground truth field is stored as a bitmap in our dataset, we com-
pute its gradient via finite differences. We activate this loss for the
network in charge of predicting velocity, whose gradients serve in
the computation of vorticity. We also use SiLU [EUD17] activa-
tion functions instead of ReLUs for the velocity network to obtain
smoother signals for its gradients. Third, because our dataset is rel-
atively small, we add Lipschitz regularization [LWJ∗22] to prevent
overfitting and to favor smooth reactions to small latent code per-
turbations. Finally, we also found that the use of small batches (15k
samples) of input coordinates and codes randomized per epoch im-
proves generalization compared to batches of coordinates sharing
the same latent code.

Propagating pressure away from the profile. In theory, the com-
putation of drag involves the pressure only at the surface of the car.

In practice, our formulation with a smoothed Dirac (Eq. 5) requires
values farther from the surface, both inside and outside the shape.
Yet, these values evaluated at a small distance from the surface
should represent the pressure at the location of the surface. While
we could obtain these values by projecting any point of the domain
to its closest point along the profile, the resulting pressure field ex-
hibits discontinuities that are difficult to learn. Instead, we achieve
a smooth propagation by solving a Laplace equation with pressure
values along the profile set as Dirichlet boundary conditions (see
supplemental materials for a numerical comparison between these
two propagation strategies).

6. Results and discussion

Fluid flow prediction. We first evaluate the ability of our surro-
gate model to predict fluid flow quantities suitable for shape op-
timization. Since many prior methods rely on a CNN to predict
similar quantities [GLI16, TWPH20, CCHT21], we compare our
approach to a CNN baseline that takes as input a latent descrip-
tor s and decodes it as 256×600 distance and pressure fields, from
which we evaluate drag using Eq. 5 (see supplemental materials for
architectural details). We configured this CNN to have roughly the
same number of parameters as our MLP (200k vs. 150k parameters,
respectively).

Figure 8 provides a visual comparison of our predictions of
signed distance d, pressure p and velocity v⃗ against the respec-
tive ground truth fields, for representative profiles of our test set.
Our surrogate model captures the overall flow field patterns, even
though it lacks fine details.

Table 1 quantifies the accuracy of our model and of the CNN
baseline in terms of Mean Squared Error (MSE), showing that our
model is twice more accurate than the CNN on the end drag pre-
diction. The poor performance of the CNN is likely due to the loss
of spatial information within the encoder bottleneck. While prior
work alleviated this issue by using a UNet architecture with skip
connections to transmit high-frequency spatial information, this so-
lution prevents using the encoder latent code as a descriptor of the
shape for latent-space optimization. In contrast, by complement-
ing the latent code with the coordinates of the point of interest, our
MLP-based approach is better equipped to learn spatially-varying
information. We provide as supplemental materials the histogram
of error for drag, showing that it exhibits a Gaussian-like shape,
which is why we summarize it with mean and variance in Table 1.

Shape optimization. Figure 9 illustrates results of our shape opti-
mization for drag and vorticity attenuation. For each result, we used
our user interface to perform a few gradient descent steps such that
the profile improves yet stays close to the input. The accompanying
video showcases a few design sessions recorded with this interface,
where users sketch car profiles, interactively evaluate the resulting
fluid flow, and improve their designs with shape optimization.

We evaluated the improvement in drag achieved by our approach
quantitatively by running 20 gradient descent steps on a random
set of 25 test profiles, and by comparing the gain predicted by our
method to the effective gain measured by running a precise fluid
simulation on the output profile. For an average gain of 20.53%, our

submitted to COMPUTER GRAPHICS Forum (2/2023).



8 N. Rosset & G. Cordonnier & R. Duvigneau & A. Bousseau / Interactive design of 2D car profiles with aerodynamic feedback

Pr
ed

ic
tio

n
G

ro
un

d 
tr

ut
h

(a) Signed distance (b) Pressure (c) Velocity (d) Streamlines

Pr
ed

ic
tio

n
G

ro
un

d 
tr

ut
h

Pr
ed

ic
tio

n
G

ro
un

d 
tr

ut
h

Figure 8: Qualitative evaluation of fluid flow prediction. Comparison between the distance, pressure and velocity fields predicted by our
surrogate model, and the corresponding ground truth fields. We also include a streamline visualization to ease visual comparison of the
velocity. Our model reproduces the overall behavior of the fluid flow, albeit smoothing out fine details.

Table 1: Quantitative evaluation of fluid flow prediction. Predic-
tion error of our surrogate model measured over our test set. We
provide the mean and standard deviation of MSE for the distance,
pressure and velocity fields, and the relative MSE of drag expressed
as a percentage of its ground truth value. We compare to a CNN
baseline for the prediction of distance and pressure, and for the
resulting drag.

d (avg/std) p (avg/std) v⃗ (avg/std) αdrag (avg/std)

Ours
0.0023 0.0189 0.0454 7.15%
0.0013 0.0107 0.0153 5.74%

CNN
0.0037 0.0251 15.2%
0.0016 0.0148 10.1%

prediction differs by 11.02% from the effective gain, demonstrating
the ability of our method to suggest effective shape improvements.

Timings. Providing interactive feedback requires an efficient sur-
rogate model. We now evaluate the inference time of our neural net-
works for different target problems, and compares them to the CNN
baseline. All timings were measured on a computer equipped with
an Intel Xeon E5-2650 CPU (64GB RAM), and a single Nvidia
RTX A5000 with 24GB of dedicated memory.

Table 2 summarizes the timings of our different problems, aver-

Table 2: Time efficiency of our networks. Time required to solve
each problem: drag evaluation, drag optimization, vorticity evalu-
ation within a masked region, vorticity optimization, and computa-
tion of streamlines. We also provide timings of the CNN baseline
for drag computation and optimization.

Drag Drag opt. Vort. Vort. opt. Str.lines
Ours 8.5 ms 26 ms 11±2 ms 21±7 ms 124 ms
CNN 39 ms 98 ms

aged over 1,000 inferences. For each case, we leverage the implicit
nature of our networks to evaluate them over a small set of spa-
tial coordinates. In practice, we first define a large set of regularly-
spaced samples that cover the whole domain, with a resolution
equivalent to the output of the fluid simulation (600x256), and we
select a subset of these points based on problem-specific criteria.

The estimation of drag requires the evaluation of pressure near
the profile, as well as the evaluation of the signed distance func-
tion and of its horizontal normal computed analytically with auto-
matic differentiation. The vicinity to the profile is localized by the
smoothed Dirac function introduced in Eq. 5, which is negligible at
distances greater than 5σ from the shape. This criterion allows us
to select 6,000 points on average, from which the total computation
for the drag estimation requires 8.5 ms. In comparison, computing
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Figure 9: Application to shape optimization. Our method suggests effective shape modifications to reduce drag (a) or to attenuate vorticity
(b). For each profile, we display the suggested improvement with a green outline (top) and then visualize the impact of the shape optimization
on the flow field (bottom).

the same quantity over the entire pressure and distance fields pre-
dicted by the CNN – using finite differences for the evaluation of
the normals – takes 39 ms.

Suggesting a change to the profile that will improve drag also re-
quires computing the analytical gradients of the drag with respect to
the input latent code. Because the profile typically drifts away from
its initial state during successive steps of gradient descent, we po-
tentially need to perform this computation for points that are further
away from the input profile. Assuming a maximum displacement of
10% of the horizontal extent of the domain – which correspond to
the average height of the cars in our dataset – we select 37,000
samples around the input profile on average. These points allow
computing the suggestion in around 26 ms. The same task, for the
CNN, would take 98 ms.

The vortex attenuation is prescribed by the user in a small re-
gion behind the car, and requires automatic differentiation on the
horizontal and vertical components of the velocity to compute the
orthogonal spatial derivatives. The selected region usually covers
between 1,000 samples for small regions to 20,000 points for re-
gions close to the size of the car itself. For these, the vorticity es-
timation takes from 9.0 to 13.4 ms. The corresponding suggestion
for shape improvement takes from 15.0 to 28.6 ms.

One possibility to generate the streamlines is to sample around
200 seed points along and behind the car profile, and then itera-
tively displace the points in the direction of the evaluated velocity.
In practice, this procedure requires around 50 successive evalua-
tions of the network, for a total time of 124 ms. Note that we did
not include in these timings the post-processing step that cuts over-
lapping streamlines. Since the GPU is scarcely used during this
sequential process, the timing would not increase significantly for
more seed points.

Finally, our networks are relatively fast to train: 16h for the pres-
sure (learning rate 1× 10−3, 100 epochs), 15h for the signed dis-

tance function that has one layer less (learning rate 7.5×10−4, 100
epochs). The velocity network is slower to train (8d, 3h) because of
the additional gradient loss, and because we used a smaller learn-
ing rate with more epochs (learning rate 1× 10−5, 265 epochs).
While we measured these timings by training the networks with
points sampled uniformly in the simulation domain, training could
be accelerated by adaptively sampling the input coordinates around
and behind the car – where accurate prediction matters most for our
applications.

Limitations. Our prototype interface demonstrates the potential of
our implicit surrogate model to provide various forms of feedback
to designers, from streamline visualization all the way to sugges-
tions of shape improvements for various aerodynamic properties.
However, our current implementation is limited by the relatively
small dataset we used for training our model. In particular, shape
optimization might exit the densely sampled regions of our latent
space and produce implausible profiles, as illustrated in Fig. 10.
Fortunately, our interactive workflow allows users to follow the op-
timization trajectory step-by-step and stop it before the profile de-
grades. Extending our dataset should offer designers greater flexi-
bility by navigating in a more diverse space of car shapes.

Our quantitative evaluation also revealed that our predictions
differ from ground truth by up to 7% on average, preventing our
system to make relevant suggestions for subtle shape changes. We
hope that our approach will benefit from recent progress on neural-
based fluid flow prediction, for instance by training the surrogate
model with physics-aware losses [RPK19], or by treating the pre-
dicted fluid flow as an initialization for a precise, differentiable
solver [HTK20].

Finally, since our strategy to synchronize the simulations in our
dataset relies on the periodicity of 2D fluid flows, it would not apply
to more complex, chaotic flows.
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Figure 10: Limitation. Shape optimization might travel outside of
the relevant region of the latent space, producing profiles that do
not resemble cars anymore (b). We alleviate this issue by letting
users iterate the optimization until they find a proper trade-off be-
tween aerodynamic improvement and shape preservation.

7. Conclusion

Design and engineering have long been considered as sequential
activities, where the role of the engineer was to rationalize the cre-
ative propositions of designers to make them physically efficient.
We proposed a system that tightly integrates physical simulation
within the workflow of car profile design, such that designers can
benefit from immediate feedback on the aerodynamic performance
of the profiles they sketch. We achieved this goal by leveraging
the ability of neural networks to encode complex visual signals –
such as user-sketched car profiles, as well as to generate complex
spatially-varying signals – such as flow fields.

Focusing on 2D car profiles allowed us to avoid the cost of gen-
erating a large training set of 3D simulations, and yet helped us
identify key ingredients to offer real-time feedback and suggestions
for aerodynamic design tasks. We hope that these ingredients will
inspire research towards a 3D design tool. Specifically:

• We believe that processing the input with a learned shape en-
coder is a promising approach to accommodate shape represen-
tations that are difficult to parametrize consistently, such as 3D
sketches [Gra17], meshes, or point clouds.

• We showed that a coordinate-based MLP is more efficient than
a CNN because it can be adaptively sampled in the areas of in-
terest, while CNNs are executed on the entire simulation domain
(Sec. 6). We conjecture that adaptive sampling will yield even
better performances in 3D where CNNs grow with cubic com-
plexity.

• We showed that dynamic flow features like vortices can be
learned if the surrogate model is trained with frames that are
coherent across simulations. We leveraged the periodic behavior
of 2D flow fields to identify these frames. Depending on the tur-
bulence model used, our strategy might not be as effective in 3D
where flows are more chaotic. Identifying similar frames, or fea-
tures, across chaotic 3D simulations is a challenging direction for
future research to go beyond learning time-averaged flow fields.
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