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Abstract In this paper, we deal with the estimation problem for the extreme value parameters in the case

of stationary β-mixing serials with heavy-tailed distributions. We first introduce two families of estimators

generalizing the Hill’s estimator. And from those families, three (03) asymptotically unbiased estimators of

the extreme value index are established. Our reflection is based on the generalized Jackknife methodology

which consists of taking any pair of three special cases of our family of estimators to cancel the bias term.

The resulting estimators are also used to deduce three asymptotically unbiased estimators of the extreme

quantiles. In a simulation survey, the performance of our proposed methods are compared to alternative

estimators recently introduced in the literature. Finally, our methods are applied to high financial losses

data in order to estimate the Value-at-Risk of the daily stock returns on the S&P500 index.
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1. Introduction

Severe damages and losses often occur when unusual and intense events happen. For instance, extremely

high water levels may cause a dike to smash and also large negative stocks return can produce a high finan-

cial losses or bankruptcy. Therefore, it is important to model these potential losses or the corresponding

return periods in order to analyze and evaluate them. The Extreme Value Theory (EVT) helps to depict

such events by estimating the parameter of rare events, i.e, tail risks.

The independence and identically distributed assumption (i.i.d.) is primordial for classical EVT models.

With such models, our main interest is on the estimation of the tail index parameter which is the basic

parameter in extreme value theory. Several approaches for estimating this parameter have been proposed,

including the famous Hill’s estimator ((17)) . And its generalization has been investigated in that regard

((12)). However, some data such as financial or environmental data expose serial dependence. This is the

motivation of (2), (5), and (16) to adapt some estimators in the dependence case.

More precisely, in their work, they assumed that (X1, X2, ...) is a β-mixing time series, that is, a series

such that

β(m) := sup
p≥1

E

{
sup

C∈B∞p+m+1

|P(C|Bp
1)− P(C)|

}
→ 0,

as m → ∞, where Bj
i denotes the σ-algebra generated by (Xi, ..., Xj). Without loss of generality, β(m)

measures the total variation distance between the unconditional distribution of the future of the time series

and the conditional distribution of the future given the past of the time series when both are detached

by m time points. Let F be the common marginal distribution function of Xi, i ∈ N, assuming to be

heavy-tailed (belonging to the the Fréchet domain of attraction), that is, there exist a positive number γ

and the tail quantile function U := (1/1− F )← where ← denotes the left-continuous inverse function, such

that

lim
t→∞

U(tx)

U(t)
= xγ ,∀ x > 0. (1.1)

From the relation in (1.1), U is said to be a regularly varying function at infinity with index γ. The

parameter γ is called tail index or extreme value index and controls the behavior of the tail distribution

function. Its estimation has mostly been studied in the case of i.i.d. random variables, although only few

papers consider that for the case of time series with serial dependence features. We can mention among

others, (5), (6) and (18). And very recently (2) and (16) are explored. Furthermore, in the context of i.i.d.

assumption, the simplest estimator for γ > 0 is the Hill’s estimator (17) defined by

γ̂
(H)
kn

:=
1

kn

kn∑
i=1

logXn−i+1,n − logXn−kn,n,

where X1,n,⩽ · · · ⩽ Xn,n stands for the order statistics and kn represents an intermediate sequence, that

is, a sequence such that kn → ∞ and kn/n → 0, as n → ∞. To prove the asymptotic normality of the

tail index estimators such as the Hill’s one, we need a second order condition which specifies the rate of

convergence for the left-hand side in (1.1) to its limit. This condition can be formulated in different ways

as shown below. We will use the formulation later-on.
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Second order condition (CSO). Suppose that there exists a positive or negative function A with

lim
t→∞

A(t) = 0 and a real number ρ < 0 such that

lim
t→∞

1

A(t)

(
U(tx)

U(t)
− xγ

)
= xγ x

ρ − 1

ρ
, ∀x > 0. (1.2)

The rate of the convergence for the function A to 0 is essential since it helps to exhibit the bias term

of the tail index estimators. From the assumption that the intermediate sequence kn is such that

k
1/2
n A(n/kn) → λ ∈ R, as n → ∞ and assuming the following regularity conditions on the β-mixing

coefficients:

Regularity conditions (CR). There exist ϵ > 0, a bivariate function r and a sequence ℓn such that, as

n → ∞,

(a)
β(ℓn)

ℓn
n+ ℓn

log2 kn√
kn

−→ 0;

(b)
n

ℓnkn
Cov

(
ℓn∑
i=1

I{Xi>F←(1−knx/n)},

ℓn∑
i=1

I{Xi>F←(1−kny/n)}

)
−→ r(x, y), ∀ 0 ⩽ x, y ⩽ 1 + ϵ;

(c) For some constant C:

n

ℓnkn
E

( ℓn∑
i=1

I{F←(1−kny/n)<Xi⩽F←(1−knx/n)}

)4
 ⩽ C(y − x), ∀ 0 ⩽ x < y ⩽ 1 + ϵ and n ∈ N,

(5) established the asymptotic normality of γ̂
(H)
kn

as follows

√
k(γ̂

(H)
kn

− γ)
d−→ N

(
λ

1− ρ
, σ2

H(γ)

)
, (1.3)

where σ2
H(γ) = γ2r(1, 1), with r the covariance structure, but has a simple expression in the i.i.d. context,

where it is equal to γ2. In practice, the bias term of γ̂
(H)
kn

depends on whether ρ is close to zero or not,

since under the second order condition (CSO), the function |A| is regularly varying at infinity with index

ρ. This explains all the literature spread on bias correction in the i.i.d. context, see, e.g., (1), (8) and (11),

etc. However, in the case of β-mixing time series, only the very recent papers by (2) and (16) deal with

this problem and proposed a bias corrected estimator for γ. By the way, they established their asymptotic

properties under the regularity conditions (CR) and the second order assumptions (CSO).

This paper is organised as follows. In Section 2, we introduce the estimation and the asymptotic properties

of three adaptive unbiased tail index estimators and their corresponding high quantiles. We recall that these

estimators come from two families of estimators, presented in (13), which generalize the Hill’s estimator.

And in Section 4, we give some examples of β-mixing series. Then in Section 5&6, we match our theoretical

results with a simulation assessment and real data analysis in order to highlight the salients of our methods.

Finally, Section 7 is devoted to the proofs of our main results.
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2. Methodology and Main Results

In (13), two families of tail index estimators are introduced in the case of i.i.d. of extreme values. These

estimators are parameterized by a positive real α and they also generalize the Hill’s estimator. Using a

Jackknife approach on these estimators, meaning asymptotically unbiased estimators for γ, the tail index

have been constructed. In this work, we fit in our methodology with the case of β-mixing sequences to

estimate a tail parameter such as the extreme value index or an extreme quantile.

2.1. Adaptive generalized tail index estimators. We consider the statistics introduced in (3) and

defined by:

M
(α)
kn

:=
1

kn

kn∑
i=1

(logXn−i+1,n − logXn−kn,n)
α
, α > 0.

This can be rewritten as a functional of
(
Qn(t) := Xn−[knt],n

)
t∈[0,1], and the tail quantile process as follows:

M
(α)
kn

=

∫ 1

0

(
log

Qn(t)

Qn(1)

)α

dt.

Now, to derive the asymptotic properties of this estimator, we first establish those of the quantile process

and the moments M
(α)
kn

. We show that the tail quantile process can be approximated by a Gaussian process

as in the following results.

Proposition 2.1. Suppose that (X1, X2, · · · ) is a stationary β-mixing time series with continuous common

marginal distribution function F and assume that (CSO) and (CR) hold. Let kn be an intermediate sequence

satisfying kn → ∞, kn/n → 0 and k
1/2
n A(n/kn) = O(1), as n → ∞. Then, for given α, δ > 0, under a

Skorohod construction, there exist a function Ã ∼ A, and a centered Gaussian process (W (t))t∈[0,1] with

covariance function r, such that, as n → ∞:

sup
t∈(0,1]

t1/2+δ

∣∣∣∣√k

(
log

Qn(t)

Qn(1)

)α

− γα(− log t)α − αγα(− log t)α−1
(
t−1W (t)−W (1)

)
−
√
kÃ(n/k)αγα−1(− log t)α−1

t−ρ − 1

ρ

∣∣∣∣ −→ 0 a.s.

The aim of the following corollary is to provide the asymptotic properties of the moments M
(α)
kn

by applying

the Proposition 2.1.

Corollary 2.1. Assume that the conditions in the Proposition 2.1 hold. Then under the same Skorohod

construction as in Proposition 2.1, as n → ∞,√
kn

(
M

(α)
kn

− γαΓ(α+ 1)
)
− αγαP (α) −

√
knÃ(n/kn)γ

α−1Γ(α+ 1)

ρ

(
1

(1− ρ)α
− 1

)
−→ 0 a.s.,

where the process term

P (α) =

∫ 1

0

(− log t)α−1
(
t−1W (t)−W (1)

)
dt
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is a normally distributed random variable with mean zero and covariance Cov
(
P (α), P (β)

)
= cα,β defined

as,

cα,β =

∫ 1

0

∫ 1

0

(− log s)α−1(− log t)β−1 ×
(
r(s, t)

st
− r(s, 1)

s
− r(1, t)

t
+ r(1, 1)

)
dsdt,

with the covariance structure r defined as in the regularity condition (CR).

The case α = 1 is special since its corresponding tail index estimator M
(1)
kn

is the Hill’s estimator. For this

reason, the asymptotic variance σ2
H(γ) is equal to γ2c1,1, with c1,1 = r(1, 1) (see, eg. (5)). Following the

idea in the Corollary 2.1 and the methodology in (13), we can define two families of tail index estimators

which generalize the Hill’s estimator. They are also parameterized by a positive real α. The first one is

defined by:

γ̃
(α)
kn

=

(
M

(α)
kn

Γ(α+ 1)

)1/α

, α > 0 (2.4)

and the second one by:

γ̂
(α)
kn

=
M

(α)
kn

Γ(α+ 1)
(
M

(1)
kn

)α−1 , α ≥ 1. (2.5)

It is clear that the Hill’s estimator γ̂
(H)
kn

corresponds to M
(1)
kn

= γ̃
(1)
kn

= γ̂
(1)
kn

. The following theorem gives

the asymptotic expansions of the estimators γ̃
(α)
kn

and γ̂
(α)
kn

in terms of Gaussian process P (α).

Theorem 2.1. Assume that the conditions in the Proposition 2.1 hold. Then we have, as n → ∞:

γ̃
(α)
kn

d
= γ +

γP (α)

k
1/2
n Γ(α+ 1)

+ Ã(n/kn)
1− (1− ρ)α

αρ(1− ρ)α
+ oP(k

−1/2
n ) α > 0 (2.6)

and for α ≥ 1

γ̂
(α)
kn

d
= γ +

γαP (α)

k
1/2
n Γ(α+ 1)

− γ(α− 1)
P (1)

k
1/2
n

+ Ã(n/kn)

{
1− (1− ρ)α

ρ(1− ρ)α
− α− 1

1− ρ

}
+ oP(k

−1/2
n ). (2.7)

The following corollary establishes the asymptotic normality of the generalized tail index estimators γ̃
(α)
kn

and γ̂
(α)
kn

.

Corollary 2.2. Assume that the conditions in the Proposition 2.1 hold. Suppose that kn is an intermediate

sequence satisfying kn → ∞, kn/n → 0 and
√
knA(n/kn) → λ ∈ R, as n → ∞. Then we have, as n → ∞:√

kn(γ̃
(α)
kn

− γ)
d−→ N

(
λ
1− (1− ρ)α

αρ(1− ρ)α
,

γ2cα,α
Γ2(α+ 1)

)
and√

kn(γ̂
(α)
kn

− γ)
d−→ N

(
λ

{
1− (1− ρ)α

ρ(1− ρ)α
− α− 1

1− ρ

}
, γ2

{
(α− 1)2c1,1 +

cα,α
Γ2(α+ 1)

− 2
(α− 1)c1,α
Γ(α+ 1)

})
,

where c1,1, c1,α and cα,α are as defined in the Corollary 2.1.
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Remark 2.1. From the Theorem 2.1, the results show that the bias terms in the i.i.d. case (13) remain

unchanged in the case of β-mixing. This can be explained by the fact that the stationary β-mixing data

satisfying the regularity condition (CR) depend on the covariance function r which impact the variance

terms of the families of estimators and not their bias terms. In addition, the analysis of (13) show that

the bias terms are minimal for some suitable values of (ρ, α).

2.2. Asymptotically unbiased estimators of the tail index . From the Corollary 2.2, it is clear

that the second order parameter ρ is important for the reduction of the bias of the tail index estima-

tors. In the case of i.i.d. random variables, the bias reduction problem have received much attention

from many authors such as (4), (9),(10), (14), (23), and (28). Nevertheless, only few authors considered

the serial dependence topic. We can mention (5), (6) and (18), and very recently (2) and (16) as references.

The purpose in this section is to introduce a class of reduced bias estimators by using a jackknife approach.

Following the idea of (14) and from the Remark 2.2, let’s choose the values 1 and 2 for α . The resulting

tail index estimators are:

γ̂
(H)
kn

= γ̃
(1)
kn

= γ̂
(1)
kn

= M
(1)
kn

, γ̂
(2)
kn

=
M

(2)
kn

2M
(1)
kn

and γ̃
(2)
kn

=

√
M

(2)
kn

2
. (2.8)

From any pair of these above mentioned statistics, we construct the following adaptive reduced bias tail

index estimators in the generalized Jackknife methodology sense (See eg, (14)):

γ̂
(Ub1)
kn,ρ̂

:=
1

ρ̂

(√
2M

(2)
kn

− (2− ρ̂)
M

(2)
kn

2M
(1)
kn

)
,

γ̂
(Ub2)
kn,ρ̂

:=
1

ρ̂

(
(2− ρ̂)M

(1)
kn

− (1− ρ̂)

√
2M

(2)
kn

)
and

γ̂
dH)
kn,ρ̂

:=
1

ρ̂

(
M

(1)
kn

− (1− ρ̂)
M

(2)
kn

2M
(1)
kn

)
,

where ρ̂ is either a canonical negative value ρ̂ := ρ = ρ0 or a consistent estimator ρ̂ := ρ̂kρ
of ρ, with

kρ := kρ,n an intermediate sequence of integers greater than kn, satisfying kρ → ∞ and kρ/n → 0, as

n → ∞. Note that the estimator γ̂
(dH)
kn,ρ̂kρ

can be rewritten as

γ̂
(dH)
kn,ρ̂kρ

= M
(1)
kn

−
M

(2)
kn

− 2
(
M

(1)
kn

)2
2M

(1)
kn

ρ̂kρ

(
1− ρ̂kρ

)−1 .
Clearly, this estimator is seen as a corrected bias version of the Hill’s estimator γ̂

(H)
kn

. It has been studied

in the i.i.d. case by (23). (19) showed that for the canonical choice ρ0 = −1, the estimator γ̂
(dH)
kn,ρ0

is the

t-Hill log-gamma (t-lgHill) estimator of the tail index γ. They established its weak consistency for the

moving average process. Recently, (2) adapted the estimator γ̂
dH)
kn,ρ̂kρ

in the β-mixing serials case and estab-

lished its asymptotic normality related to the β-mixing regularity conditions and a third order assumption.
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The purpose of the following theorem is to establish only the asymptotic normality of the estimators γ̂
(Ub1)
kn,ρ̂

,

γ̂
(Ub2)
kn,ρ̂

and γ̂
(dH)
kn,ρ̂

under the β-mixing regularity conditions and the second order assumption which is less

strong than the third order condition (see (2)).

Theorem 2.2. Let (X1, X2, . . . ) be a stationary β-mixing time series with a continuous common marginal

distribution function F and assume that (CSO) and (CR) hold. Let ρ̂ be either a canonical negative value

ρ̂ := ρ = ρ0 or an estimator ρ̂ := ρ̂kρ
of ρ, consistent in probability such that kρ := kρ,n is an intermediate

sequence of integers satisfying kρ → ∞ and kρ/n → 0, as n → ∞. If kn is another intermediate sequence

such that kn → ∞, kn/n → 0 and
√
kA(n/kn) → λ ∈ R, as n → ∞, then we have:√
kn

(
γ̂
(Ub1)
kn,ρ̂

− γ
)

d−→ N
(
0, σ2(γ, ρ)

)
,√

kn

(
γ̂
(Ub2)
kn,ρ̂

− γ
)

d−→ N
(
0, σ2(γ, ρ)

)
and √

kn

(
γ̂
(dH)
kn,ρ̂

− γ
)

d−→ N
(
0, σ2(γ, ρ)

)
,

where

σ2(γ, ρ) =
γ2

ρ

(
(2− ρ)2c1,1 + (1− ρ)2c2,2 + 2(2− ρ)(−1)c1,2

)
.

Remark 2.2. The Theorem 4.1 in (2) states a similar result for the estimator γ̂
(dH)
kn

(ρ̂kρ
). Comparing

this theorem to the assumptions of our Theorem 2.2, there are less constraints, particularly, we do not need

a third order condition and only
√

kρA(n/kρ) → ∞, as n → ∞ is needed on the intermediate sequence

kρ. This is because we only require the consistency in probability for the estimator ρ̂kρ
, not its asymptotic

normality. However, our rate of convergence
√
kn is smaller than the one obtained in (2) since the as-

sumption
√
knA(n/kn) → ∞, as n → ∞, was used instead of our condition,

√
knA(n/kn) → λ ∈ R, as

n → ∞. Though, their rate of convergence has the form
√
kn, their intermediate sequence is larger than

ours. This occurs when |A|, the rate function, varies regularly at infinity with index ρ.

A possible choice for ρ̂kρ is the most performed estimator among those studied in the i.i.d. case (see, e.g,

(4), (14)) and used in the β-mixing case by (2; 16):

ρ̂
(∗)
kρ

=
6S

(2)
kρ

− 4 +
√
3S

(2)
kρ

− 2

4S
(2)
kρ

− 3
, provided S

(2)
kρ

∈
(
2

3
,
3

4

)
, (2.9)

where

S
(2)
kρ

=
3

4

[
M

(4)
kρ

− 24
(
M

(1)
kρ

)4] [
M

(2)
kρ

− 2
(
M

(1)
kρ

)2]
[
M

(3)
kρ

− 6
(
M

(1)
kρ

)3]2 .

The asymptotic properties of ρ̂
(∗)
kρ

have been established in (2) in the case of β-mixing serials.
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Since the mentioned jackknife estimators have similar asymptotic variances, they can be denoted by γ̂
(•)
kn,ρ̂

.

From the previous remark, follow the direct consequences in the corollary:

Corollary 2.3. Let (X1, X2, . . . ) be a stationary β-mixing time series with a continuous common marginal

distribution function F and assume that (CSO) and (CR) hold. Let ρ̂
(∗)
kρ

be the estimator for ρ defined in

(2.9), where the intermediate sequence kρ := kρ,n satisfies kρ → ∞, kρ/n → 0 and
√
kρA(n/kρ) → ∞, as

n → ∞. If kn is another intermediate sequence such that kn → ∞, kn/n → 0 and
√
kA(n/kn) → λ ∈ R,

as n → ∞, then we have:

√
kn(γ̂

(•)
kn,ρ̂

(∗)
kρ

− γ)
d−→ N (0, σ2(γ, ρ)),

where σ(γ, ρ) is given in Theorem 2.2.

2.3. Estimation of extreme quantiles. The quantile, at probability level (1 − t) ∈ (0, 1) with respect

to F denoted by x(t), is defined as:

x(t) := U(1/t). (2.10)

Therefore x(t), the quantile is estimated by x̂(t) := Xn−[nt];n. Consider some positive sequence t = tn

which tends to 0, as n → ∞. Then it is possible to establish the consistency of x̂(tn), the non parametric

estimator when tn → 0 slowly enough. However, in some fields in life such as insurance, finance, hydrology

and reliability, a major requirement is to find values, large enough so that the chances of exceeding them

are very small. This leads to remove the restriction on the rate of convergence of tn to 0. Moreover, the

interest is to estimate x(p), an extreme quantile, where p, the tail probability depends on the observed

sample size n (i.e p := pn) and pn is smaller than 1/n. Hence, it is not possible to have a non parametric

estimate of such a quantile.

The goal of this section is to tackle this estimation problem in a β-mixing serials framework in order to

estimate x(p) = U(1/p), the extreme quantile with np < 1. Following (21; 2), we propose, in a biased

reduction method, to estimate x(p), the extreme quantile. The construction of our bias reduction procedure

is based on our second-order condition (CSO) which states

U(tx)

U(t)
≈ xγ

{
1− ρ−1A(t)[1− xρ]

}
, t → ∞.

Let tx = 1/p and t = n/kn → ∞, as n → ∞. We obtain the following approximation:

x(p) = U(1/p) ≈ U(n/kn)

(
kn
np

)γ {
1− ρ−1A(n/kn)

[
1−

(
kn
np

)ρ]}
, (2.11)

where γ, ρ and A(n/kn) are unknown. The first part U(n/kn) (k/(np))
γ
in the right side of (2.11) is

exactly estimated by the Weissman’s estimator ((27)) x̂
(W )
kn

(p) and defined as:

x̂
(W )
kn

(p) = Xn−kn,n

(
kn
np

)γ̂
(H)
kn

,
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where Xn−kn,n is the empirical estimator of U(n/kn) and γ̂
(H)
kn

is the Hill’s estimator of γ. Obviously,

x̂
(W )
kn

(p), the Weissman’s estimator exhibits a potential bias because it depends on the Hill’s estimator

γ̂
(H)
kn

which has a similar problem. The expression 1 − ρ−1A(n/kn)[1 − (kn/(np))
ρ
] can be viewed as a

correcting term since A(n/kn) tends to 0. And this leads to the need to estimate A(n/kn) and ρ.

Using the tail index estimators in (2.8) and their expansions in Theorem 2.1, we obtain

M
(2)
kn

2M
(1)
kn

−M
(1)
kn

A(n/kn)

P−→ ρ

(1− ρ)
2 . As n → ∞ (2.12)

From equation 2.12, by substituting ρ with ρ̂, we estimate A(n/kn) as

Â(n/kn) =
(1− ρ̂)

2

ρ̂

(
M

(2)
kn

2M
(1)
kn

−M
(1)
kn

)
.

Finally, the use of the estimators and the approximation in Section 2.2 and (2.11) respectively lead to the

following class of reduced bias estimators of x(p), the extreme quantile:



x̂
(Ub1)
kn,ρ̂

(p)

x̂
(Ub2)
kn,ρ̂

(p)

x̂
(dH)
kn,ρ̂

(p)


= Xn−kn,n ×



(
k
np

)γ̂(Ub1)
kn,ρ̂

(
k
np

)γ̂(Ub2)
kn,ρ̂

(
k
np

)γ̂(dH)
kn,ρ̂


×


1−

M
(2)
kn

2M
(1)
kn

−M
(1)
kn

ρ̂2 (1− ρ̂)
−2

[
1−

(
k

np

)ρ̂kρ

]
. (2.13)

The asymptotic normality of extreme quantile estimators is established in the following theorem.

Theorem 2.3. Let (X1, X2, . . . ) be a stationary β-mixing time series with a continuous common marginal

distribution function F and assume that (CSO) and (CR) hold. Let ρ̂ be either a canonical negative value

ρ̂ := ρ = ρ0 or an estimator ρ̂ := ρ̂kρ
of ρ, consistent in probability such that kρ := kρ,n is an intermediate

sequence of integers satisfying kρ → ∞ and kρ/n → 0, as n → ∞. Consider another intermediate sequence

such that n → ∞, npn/kn → 0 and log(npn)/
√
kn → 0. Then

√
kn

log(npn)

(
x̂
(•)
kn,ρ̂

(p)

x(p)
− 1

)
−→ N (0, σ2(γ, ρ)),

where σ2(γ, ρ) is defined in Theorem 2.2.

3. Examples of β-mixing series

In this section, we present some examples dealing with classical stationary models satisfying the regu-

larity (CR) assumptions.
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Example 3.1. (Autoregressive (AR) model)

Consider the stationary solution of AR(1) equation:

Xi = θXi−1 + εi, (3.14)

for some θ ∈ (0, 1) and i.i.d. random variables εi. The distribution function of the innovations is denoted

by Fε. Assume that Fε admits a positive Lebesgue density which is L1-Lipschiz-continuous; see (6) eq.

(42). Suppose that as x → ∞,

1−Fε(x) ∼ px−1/γ l(x) and Fε(−x) ∼ qx−1/γ l(x), for some slowly varying function l and p = 1−q ∈ (0, 1).

Then from Sect. 3.2 of (6), we obtain 1 − F (x) ∼ dθ(1 − F (x)) as x −→ ∞, where dθ = (1 − θ1/γ)−1.

Furthermore, the regularity conditions hold with,

r(x, y) = x ∧ y +

∞∑
m=1

(cm(x, y) + cm(y, x)) ;

where cm(x, y) = x ∧ yθm/γ .

Example 3.2. (Moving average (MA) model)

Consider the stationary solution of MA(1) equation:

Xi = θεi−1 + εi, (3.15)

where the innovation ε satisfies the same conditions as in the AR(1) model (example 4.1). And from Sect.

3.2 of (6), we obtain 1 − F (x) ∼ dθ(1 − Fε(x)) as x → ∞, where dθ = 1 + θ1/γ . One can also compute

r(x, y) = x ∧ y + (1 + θ1/γ)−1(x ∧ yθ1/γ + y ∧ xθ1/γ).

Example 3.3. (Genralized autoregressive conditional heteroskedasticity (GARCH) model)

Consider the stationary solution to the recursive system of equations: Xt = σtεt,

σ2
t = λ0 + λ1X

2
t−1 + λ2σ

2
t−1,

(3.16)

where the process of innovations ε are i.i.d. with zero mean and unit variance. The stationary solution

Xt of this GARCH(1,1) model follows a heavy-tailed distribution, even if the innovations εt are normally

distributed, see (20) and (7).

This GARCH(1,1) model satisfies the regularity conditions (CR) (see (25) and (5)), but without an explicit

covariance function r(., .).

4. Examples of β-mixing series

In this section, we present some examples dealing with classical stationary models satisfying the regu-

larity (CR) assumptions.

Example 4.1. (Autoregressive (AR) model)

Consider the stationary solution of AR(1) equation:

Xi = θXi−1 + εi, (4.17)
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for some θ ∈ (0, 1) and i.i.d. random variables εi. The distribution function of the innovations is denoted

by Fε. Assume that Fε admits a positive Lebesgue density which is L1-Lipschiz-continuous; see (6) eq.

(42). Suppose that as x → ∞,

1−Fε(x) ∼ px−1/γ l(x) and Fε(−x) ∼ qx−1/γ l(x), for some slowly varying function l and p = 1−q ∈ (0, 1).

Then from Sect. 3.2 of (6), we obtain 1 − F (x) ∼ dθ(1 − F (x)) as x −→ ∞, where dθ = (1 − θ1/γ)−1.

Furthermore, the regularity conditions hold with,

r(x, y) = x ∧ y +

∞∑
m=1

(cm(x, y) + cm(y, x)) ;

where cm(x, y) = x ∧ yθm/γ .

Example 4.2. (Moving average (MA) model)

Consider the stationary solution of MA(1) equation:

Xi = θεi−1 + εi, (4.18)

where the innovation ε satisfies the same conditions as in the AR(1) model (example 4.1). And from Sect.

3.2 of (6), we obtain 1 − F (x) ∼ dθ(1 − Fε(x)) as x → ∞, where dθ = 1 + θ1/γ . One can also compute

r(x, y) = x ∧ y + (1 + θ1/γ)−1(x ∧ yθ1/γ + y ∧ xθ1/γ).

Example 4.3. (Genralized autoregressive conditional heteroskedasticity (GARCH) model)

Consider the stationary solution to the recursive system of equations: Xt = σtεt,

σ2
t = λ0 + λ1X

2
t−1 + λ2σ

2
t−1,

(4.19)

where the process of innovations ε are i.i.d. with zero mean and unit variance. The stationary solution

Xt of this GARCH(1,1) model follows a heavy-tailed distribution, even if the innovations εt are normally

distributed, see (20) and (7).

This GARCH(1,1) model satisfies the regularity conditions (CR) (see (25) and (5)), but without an explicit

covariance function r(., .).

5. Simulation study

In this section, we proceed by generating the data for the four (04) models. This involves an independent

model and the three models mentioned above, Examples 4.1 - 4.3. We define ε such that:

Fε(ε) =

 (1− q)(1− F̃ (−ε)) if ε < 0,

1− q + qF̃ (ε)) if ε > 0,

where F̃ stands for the unit Fréchet distribution function. For q = 0.75, Fε belongs to the max-domain of

attraction with γ = 1, an extreme value index. We generate N = 1000 time series of size n = 1000 based

on i.i.d. observations from Fε.This concerns all four models. The theoretical value of γ = 1 concerns the

three first models. The fourth one is 0.258:
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• Model 1. Independence model with Xt = εt (as a particular case of AR(1) with θ = 0 ). The

theoretical value of x(0.001) is 749.80.

• Model 2. AR(1) model (4.17) with θ = 0.3. The theoretical value of x(0.001) is 1072.26.

• Model 3. MA(1) model (4.18) with θ = 0.3. The theoretical value of x(0.001) is 972.85.

• Model 4. GARCH(1, 1) model (6.20) with standardized Student t innovations with 5.64 degrees

of freedom and λ0 = 8.26 × 10−07, λ1 = 0.052, λ2 = 0.941. The theoretical value of x(0.001) is

0.0592.

Note that the theoretical values are computed by the Monte Carlo method based on 1000 samples of size

106, see (2). For each model, we generate N = 1000 samples of size n = 1000. Firstly, we focus on the

extreme value index γ. We apply the four (04) tail index estimators: γ̂
(H)
kn

, γ̂
(Ub1)
kn,kρ

, γ̂
(Ub2)
kn,kρ

and γ̂
(dH)
kn,kρ

,

with their associated extreme quantile estimators x̂
(W )
kn

(p), x̂
(Ub1)
kn,ρ̂kρ

(p), x̂
(Ub2)
kn,ρ̂kρ

(p) and x̂
(dH)
kn,ρ̂kρ

(p), with

p = 0.001, on each model in order to compare them. But for the estimator ρ̂kρ
, we use ρ̂kρ

= ρ̂
(∗)
kρ

defined

in (2.9),where the sequence kρ is selected as follows:

kρ := sup

{
k : k ⩽ min

(
m− 1,

2m

log logm

)
and ρ̂k exists

}
,

where m is the number of positive observations in the sample.

Secondly, on the one hand we compare the performance of the tail index estimators in each model. And on

the other, we do the same for the extreme quantiles estimators. For this reason, we compute the absolute

value of the mean of the bias (ABias) together with the root mean squared errors (RMSE) based on the

N samples, and defined as

ABias(η, kn) :=

∣∣∣∣∣ 1N
N∑
i=1

η̂(i)

η
− 1

∣∣∣∣∣ and RMSE(η, k) :=

√√√√ 1

N

N∑
i=1

(
η̂(i)

η
− 1

)2

,

where η is either γ or x(p), and η̂(i) is the i-th value (i = 1, ..., N) of an estimator of γ or x(p) evaluated

at kn.

In Figure 5.1, resp. Figure 5.2, we plot the results against the corresponding kn values of the tail index

estimators , resp. the extreme quantile estimators, for each of the models by row, and by column, the

ABias (left) and RMSE (right). We have four curves in each graph. The full line corresponds to γ̂
(H)
kn

(resp. x̂
(W )
kn

(p)) estimator, the dashed line to γ̂
(dH)
kn,ρ̂kρ

(resp. x̂
(dH)
kn,ρ̂kρ

(p)) estimator, the dotdashed line to

γ̂
(Ub1)
kn,ρ̂kρ

(resp. x̂
(Ub1)
kn,ρ̂kρ

(p)) estimator and the longdashed line to γ̂
(Ub2)
kn,ρ̂kρ

(resp. x̂
(Ub2)
kn,ρ̂kρ

(p)) estimator.

By these simulations, we observe that:
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(1) The Figure 5.1 shows that our tail index estimators (γ̂
(Ub1)
kn,ρ̂kρ

and γ̂
(Ub2)
kn,ρ̂kρ

) look the same as the

γ̂
(dH)
kn,ρ̂kρ

estimator given in (2), in term of ABias and RMSE for the different Models. In Models 1,

2 and 3 especially, we observe a longer stability of the three asymptotically unbiased estimators

as a function of kn, which is not the case for the Hill’s estimator γ̂
(H)
kn

. Our first estimator γ̂
(Ub1)
kn,ρ̂kρ

sticks at a lower level for that. However, the Hill’s estimator shows better performance for small

values of kn. Now, regarding the GARCH(1, 1) model, the Hill’s estimator performs very poorly,

whereas our two unbiased estimators γ̂
(Ub1)
kn,ρ̂kρ

and γ̂
(Ub2)
kn,ρ̂kρ

are at least as good as γ̂
(dH)
kn,ρ̂kρ

estimator

with the best performance for γ̂
(Ub2)
kn,ρ̂kρ

estimator.

(2) In Figure 5.1, our extreme quantile estimators (x̂
(Ub1)
kn,ρ̂kρ

(p) and x̂
(Ub2)
kn,ρ̂kρ

(p)) follow the same profile

as x̂
(dH)
kn,ρ̂kρ

(p) (introduced in (2)), in term of ABias and RMSE for the different Models with a

longer stability as a function of kn, better than the Weissman’s estimator (x̂
(W )
kn

(p)). In Models 1,

2 and 3, we observe that our unbiased estimator x̂
(Ub1)
kn,ρ̂kρ

(p) remains at a lower level. However, the

Weissman’s estimator shows better performance for small values of kn. In Model 4, our unbiased

estimator x̂
(Ub2)
kn,ρ̂kρ

(p) turns out best compared to the others.

In summary, this simulation study points out that the Generalized Jackknife methodology which consists

of removing the bias, the extreme value index and extreme quantile estimators remain stable for a broad

range of kn values even if the dataset exhibits serial dependence. Therefore, the bias reduction procedure

related to the serial dependence case enables to overcome the problem of the choice of the intermediate

sequence kn used in the application of extreme value statistics to financial time series.
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Figure 5.1. Simulation of the tail index: By row, Models 1, 2, 3, 4. By

column, ABias (left) and RMSE (right) as functions of kn.
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Figure 5.2. Simulation of the extreme quantiles: By row, Models 1, 2,

3, 4. By column, ABias (left) and RMSE (right) as functions of kn.



16

6. Application to Financial Market index

In this section, we illustrate the performance of our bias reduction procedure through a real study case

dealing with the S&P500 index financial data. We use the tail index and extreme quantiles estimators

to assess the S&P500 index: It, t = 1, ..., n. Figure 6.3 shows the daily negative log-returns Xt =

log(It/It−1) < 0, (Loss) for n = 1000 values of S&P500 index from April 23th, 2018 to April 8th, 2022. In a

risk management perspective, the Value-at-Risk (VaR) is a common quantity hardwired in the international

regulatory framework referred to as the Basel Accords (see (26), for a historical review of the Basel

International Settlement). The Basel Accord requires the largest international banks to hold regulatory

capital for the trading book based on a 99%-VaR over a 1-day or 10-day holding period. The VaR-based

risk capital calculation drew a lot of attention over the last two decades (see (22), Chapter 1). The α-

VaR for the horizon h = 1 day is the quantile x(p) = U(1/p) with p = 1 − α of the distribution for the

index daily log-returns. From Figure 6.3, we observe that although the loss return series can be regarded
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Figure 6.3. S&P500 index data: daily negative log-returns from April 23th,

2018 to April 8th, 2022.

as stationary, there is evidence of serial dependence such as cluster of volatility. To model this kind of

phenomenon, the following GARCH(1, 1) model (6.20) is appropriate : Xt = σtεt,

σ2
t = λ̂0 + λ̂1X

2
t−1 + λ̂2σ

2
t−1,

(6.20)

Furthermore, we fit the GARCH(1, 1) model to our dataset, where the innovations εt are independent

and identically Student-t distributed with λ̂0 = 2.3 × 10−05(2.657 × 10−05), λ̂1 = 7.574 × 10−01(8.665 ×
10−01), λ̂2 = 7.037×10−01(6.539×10−02) and the parameter of the Student-t is ν̂ = 2.189 (2.453×10−01),
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where the value in parentheses is the standard deviation. Our aim is to estimate the Value-at-Risk of the

return series at the 99.9% level, which corresponds to a extreme quantile with tail probability 0.1%, i.e.,

x(0.001).

Following the estimation procedure, we firstly estimate the second order parameter ρ̂kρ = −1.468 which cor-

responds to the value of kρ = 442. Secondly, we use the four estimators which are γ̂
(H)
kn

, γ̂
(dH)
kn,ρ̂kρ

, γ̂
(Ub1)
kn,ρ̂kρ

and γ̂
(Ub2)
kn,ρ̂kρ

to estimate the tail index of the loss return series. We see that our γ̂
(Ub2)
kn,ρ̂kρ

estimator seems to

be more stable while the others increase with kn. Finally, we use x̂
(W )
kn

(p), x̂
(dH)
kn,ρ̂kρ

(p), x̂
(Ub1)
kn,ρ̂kρ

(p), and

x̂
(Ub2)
kn,ρ̂kρ

(p) to estimate the VaR at 99% and 99.9% levels. It is clear that the x̂
(Ub2)
kn,ρ̂kρ

(p) quantile estimator

is more stable than the others regarding the middle and right hand side Figure 6.4. That means it is the

best estimator which can be used for high quantile estimation.

To illustrate that, we proceed by evaluating the optimal value of kn that we denote by k∗n. In the figure,

this is the point around which a tail index estimator γ̂
(•)
kn

is stable. It is essential to decide a value of kn

which will be used to get the high quantile estimator. The selection of k∗n is equivalent to the choice of

the threshold in the EVT peaks-over-threshold method. An alternative method is the algorithm of (24),

p.137, which allows to get an automatic choice of the number of top extremes kn for a given tail index

estimator γ̂
(•)
kn

. According to these authors, an automatic choice of k∗n is the kn value which minimizes

1

kn

kn∑
j=1

jτ
∣∣∣γ̂(•)

j −med
(
γ̂
(•)
1 , . . . , γ̂

(•)
kn

)∣∣∣ , 1 ⩽ kn ≤ N,

where 0 ≤ τ < 1/2 and med
(
γ̂
(•)
1 , . . . , γ̂

(•)
kn

)
denotes the median of

(
γ̂
(•)
1 , . . . , γ̂

(•)
kn

)
and N is the size of

the negative log-return series.

By the way, chosing τ = 1/4, we compute the optimal values k∗n associated to the estimated values

γ̂
(•)
kn

∈
{
γ̂
(H)
kn

, γ̂
(Ub1)
kn,ρ̂kρ

, γ̂
(Ub1)
kn,ρ̂kρ

, γ̂
(dH)
kn,ρ̂kρ

}
. In Table 6.1 below, we present the results of the estimated

values γ̂
(•)
k∗n

with their associated extreme quantile estimators. Since we do not employ a parametric model

for the time series, there is no explicit formula for calculating the asymptotic variance of the two estimators.

Therefore, we opt to use a block bootstrapping method to construct the confidence interval for extreme

quantiles estimators. The block bootstrapping follows the routine boot in the package boot in R software.

By repeating such a bootstrapping procedure K = 1000 times, we obtain K bootstrapped estimates for

each estimator. The sample standard deviation across the K estimates gives an estimate of the standard

deviation of the underlying estimator for given kn ∈ {1, ..., N}. We construct the 95% confidence interval

using the point estimate and the estimated standard deviation. This procedure is applied to all values of

kn of each estimator. The point estimates of the 99% and 99.9% Value at Risk as well as the lower and

upper bounds of the confidence intervals are given in Table 6.1.

From Table 6.1, we remark that for moderate quantiles (p = 0.01), our x̂
(Ub2)
k∗n,ρ̂kρ

(p) estimator is not very

competitive regarding the cover values. In contrast, for high quantiles (p = 0.001), our estimator is the

best compared to that x̂
(dH)
k∗n,ρ̂kρ

(p). That illustrates well our conclusions drawn from the graphical analysis.
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Tail index Value at Risk

γ̂
(•)
kn

k∗n γ̂
(•)
k∗n

x̂
(•)
k∗n

(p) p = 0.01 95%-Conf. Int Cover p = 0.001 95%-Conf. Int Cover

γ̂
(H)
kn

68 0.4665 x̂
(W )
k∗n

(p) 0.0597 (0.0575, 0.1418) 0.0843 0.1752 (0.1602, 0.5949) 0.4347

γ̂
(Ub1)
kn,ρ̂kρ

104 0.4005 x̂
(Ub1)
k∗n,ρ̂kρ

(p) 0.0552 (0.0545, 0.1017) 0.0472 0.1393 (0.1322; 0.5487) 0.4165

γ̂
(Ub2)
kn,ρ̂kρ

126 0.3919 x̂
(Ub2)
k∗n,ρ̂kρ

(p) 0.0511 (0.0129, 0.0594) 0.0465 0.1264 (0.0476, 0.1879) 0.1403

γ̂
(dH)
kn,ρ̂kρ

116 0.4006 x̂
(dH)
k∗n,ρ̂kρ

(p) 0.0543 (0.0538, 0.0710) 0.0172 0.1369 ( 0.1302, 0.4352) 0.3050

Table 6.1. Estimated values of the Value at Risk with 95% confidence

intervals at the optimal point of the SP500 negative log-return series. These

values are computed with ρ̂kρ = 1.468 which corresponds to the value of

kρ = 442.

0 100 200 300 400

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

k

γ̂

γ̂k

(H)

γ̂k

(dH)(ρ̂kρ
)

γ̂k

(Ub1)(ρ̂kρ
)

γ̂k

(Ub2)(ρ̂kρ
)

0 100 200 300 400

0.
00

0.
05

0.
10

0.
15

k

99
%

−
V

aR

x̂p

(H)

x̂p

(dH)(ρ̂kρ
)

x̂p

(Ub1)(ρ̂kρ
)

x̂p

(Ub2)(ρ̂kρ
)

0 100 200 300 400

0.
0

0.
1

0.
2

0.
3

0.
4

k

99
.9

%
−

V
aR

x̂p

(H)

x̂p

(dH)(ρ̂kρ
)

x̂p

(Ub1)(ρ̂kρ
)

x̂p

(Ub2)(ρ̂kρ
)

Figure 6.4. S&P500 index data: estimated values of γ (left panel), 99%-

VaR (middle panel) and 99.9%-VaR (right panel) as function of kn using the

four (04) estimators.

7. Proofs of the main results

Proof of Proposition 2.1

It is similar to that of Colorally A.2 in (2) where we limit ourselves only to the second order conditions.

Assume that the assumptions in Proposition 2.1 hold. With respect to the same Skorohod construction as

in Proposition 1 in (16), it results that, for given α, δ > 0, there exist a function Ã ∼ A, and a centered

Gaussian process (W (t))t∈[0,1] with covariance function r, such that, as n → ∞:

sup
t∈(0,1]

t1/2+δ

∣∣∣∣√kn

(
log

Qn(t)

Qn(1)
− γ(− log t)

)
− γ

(
t−1W (t)−W (1)

)
−
√
knÃ(n/kn)

t−ρ − 1

ρ

∣∣∣∣ −→ 0 a.s. (7.21)
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This means for all t ∈ (0, 1](
log

Qn(t)

Qn(1)

)α

= γα(− log t)α

[
1 +

(− log t)−1√
kn

(
t−1W (t)−W (1)

)
+γ−1(− log t)−1Ã(n/kn)

t−ρ − 1

ρ
+ o(k−1/2n )t−1/2−δ

]α
.

And from the relation (1 + x)α = 1 + αx+ α(α−1)
2 x2 + o(x2), o(x2) −→ 0 when x → 0, we obtain

sup
t∈(0,1]

t1/2+δ

∣∣∣∣√kn

(
log

Qn(t)

Qn(1)

)α

− γα(− log t)α − αγα(− log t)α−1
(
t−1W (t)−W (1)

)
−
√

knÃ(n/kn)αγ
α−1(− log t)α−1

t−ρ − 1

ρ

∣∣∣∣ −→ 0 a.s.

Without losing generality, some terms tend to 0, as n → ∞. In fact, we have supt∈(0,1] t
1/2+ϵt−1|W (t)| =

O(1) a.s. and Ã(n/kn) → 0 as n → ∞.

Proof of Corollary 2.1

Obviously, we have

M
(α)
k =

∫ 1

0

(
log

Qn(t)

Qn(1)

)α

dt (7.22)

By using δ < 1/2 from the Proposition 2.1, we can take the integral of
(
log Qn(t)

Qn(1)

)α
on (0, 1] and use the

fact that
∫ 1

0
(− log t)a−1t−bdt = Γ(a)

(1−b)a for b < 1 to obtain the result in the Corollary. The random term is

obtained by taking

P (α) =

∫ 1

0

(− log t)α−1
(
t−1W (t)−W (1)

)
dt.

and is normally distributed with mean zero and covariance Cov
(
P (α), P (β)

)
= cα,β defined as,

cα,β =

∫ 1

0

∫ 1

0

(− log s)α−1(− log t)β−1 ×
(
r(s, t)

st
− r(s, 1)

s
− r(1, t)

t
+ r(1, 1)

)
dsdt,

with the covariance structure r defined as in the regularity condition (CR).

Proof of Theorem 2.1

With respect to the assumptions from Corollary 2.1 the following representation:

M
(α)
kn

d
= γαΓ(α+ 1) +

αγαP (α)

√
kn

+ Ã(n/kn)γ
α−1Γ(α+ 1)

ρ

(
1

(1− ρ)α
− 1

)
+ oP(k

−/2
n ) (7.23)

It follows

M
(α)
kn

Γ(α+ 1)

d
= γα

(
1 +

αP (α)

√
knΓ(α+ 1)

+ Ã(n/kn)
γ−1

ρ

(
1

(1− ρ)α
− 1

)
+ oP(k

−/2
n )

)
. (7.24)

Therefore

γ̃
(α)
kn

:=

(
M

(α)
kn

Γ(α+ 1)

) 1
α

d
= γ

(
1 +

αP (α)

√
knΓ(α+ 1)

+ Ã(n/kn)
γ−1

ρ

(
1

(1− ρ)α
− 1

)
+ oP(k

−/2
n )

) 1
α

.
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Using a Taylor expansion, we get as n → ∞,

γ̃
(α)
kn

d
= γ

(
1 +

1

α

[
αP (α)

√
knΓ(α+ 1)

+ Ã(n/kn)
γ−1

ρ

(
1

(1− ρ)α
− 1

)]
+ oP(k

−/2
n )

)
d
= γ +

γP (α)

√
knΓ(α+ 1)

+
Ã(n/kn)

αρ

(
1

(1− ρ)α
− 1

)
+ oP(k

−/2
n ).

The expression (2.5) of γ̂
(α)
kn

can be written as:

‘γ̂
(α)
kn

=
M

(α)
kn

Γ(α+ 1)

(
M

(1)
kn

)1−α
, α > 1.

From (7.23), it follows:

M
(1)
kn

d
= γ +

γP (1)

√
kn

+
Ã(n/kn)

1− ρ
+ oP(k

−/2
n )

d
= γ

[
1 +

P (1)

√
kn

+ Ã(n/kn)
γ−1

1− ρ
+ oP(k

−/2
n )

]
.

(
M

(1)
kn

)1−α d
= γ1−α

(
1 +

P (1)

√
kn

+ Ã(n/kn)
γ−1

1− ρ
+ oP(k

−/2
n )

)1−α

d
= γ1−α

(
1 +

(1− α)P (1)

√
kn

+ Ã(n/kn)γ
−1 1− α

1− ρ
+ oP(k

−/2
n )

)
.

We recall that

M
(α)
kn

Γ(α+ 1)

d
= γα

(
1 +

αP (α)

√
knΓ(α+ 1)

+ Ã(n/kn)
γ−1

ρ

(
1

(1− ρ)α
− 1

)
+ oP(k

−/2
n )

)
.

Hence

γ̂
(α)
kn

d
= γ +

γ√
kn

P̂ (α) + Ã(n/kn)

{
1− (1− ρ)α

ρ(1− ρ)α
− α− 1

1− ρ

}
+ oP(k

1/2
n ).

Where P̂ (α) = αP (α)

Γ(α+1) − (α− 1)P (1), which ends the proof of the Theorem 2.1.

Proof of Corollary 2.2

The results in Corollary 2.2 quite direct by computing the variance of the centered Gaussian term P (α)

given in Corollary 2.1.

Proof of Theorem 2.2

Note That:

γ̂
(H)
kn

= γ̃
(1)
kn

= γ̂
(1)
kn

= M
(1)
kn

, γ̂
(2)
kn

=
M

(2)
kn

2M
(1)
kn

and γ̃
(2)
kn

=

√
M

(2)
kn

2
. (7.25)

We recall that:

γ̂
(Ub1)
kn,ρ̂

:=
1

ρ̂

(√
2M

(2)
kn

− (2− ρ̂)
M

(2)
kn

2M
(1)
kn

)
,

γ̂
(Ub2)
kn,ρ̂

:=
1

ρ̂

(
(2− ρ̂)M

(1)
kn

− (1− ρ̂)

√
2M

(2)
kn

)
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and

γ̂
(dH)
kn,ρ̂

:=
1

ρ̂

(
M

(1)
kn

− (1− ρ̂)
M

(2)
kn

2M
(1)
kn

)
,

where ρ̂ is either a canonical negative value ρ̂ := ρ = ρ0 or a consistent estimator ρ̂ := ρ̂kρ
of ρ, with

kρ := kρ,n an intermediate sequence of integers greater than kn, satisfying kρ → ∞ and kρ/n → 0, as

n → ∞.

From Theorem 2.1, we have:

M
(1)
kn

d
= γ +

γP (1)

k
1/2
n

+
Ã(n/kn)

1− ρ
+ oP(k

−1/2
n ), (7.26)

√
2M

(2)
kn

:= 2

√
M

(2)
kn

2

d
= 2γ +

γP (2)

k
1/2
n

+ Ã(n/kn)
2− ρ

(1− ρ)2
+ oP(k

−1/2
n ), (7.27)

and

M
(2)
kn

2M
(1)
kn

d
= γ +

γP (2)

k
1/2
n

− γP (1)

k
1/2
n

+ Ã(n/kn)
1

(1− ρ)2
+ oP(k

−1/2
n ). (7.28)

Using the Jackknife methodology, this leads to:

γ̂
(•)
kn,ρ̂

d
= γ +

γ(2− ρ̂)P (1) − γ(1− ρ̂)P (2)

ρ̂
√
kn

+ Ã(n/k)
ρ̂− ρ

ρ̂(1− ρ)2
+ oP(k

−1/2
n ).

For a given canonical negative value ρ̂ := ρ = ρ0 or a consistent estimator ρ̂ := ρ̂kρ
of ρ, we get as n → ∞

k1/2n

(
γ̂
(•)
kn,ρ̂

− γ
)

d→ γ

ρ

(
(2− ρ)P (1) − (1− ρ)P (2)

)
.

Computing the the variance term of γ
ρ

(
(2− ρ)P (1) − γ(1− ρ)P (2)

)
. with respect to the covariance struc-

ture, the Theorem 2.2 holds.

Proof of Corollary 2.2

According to (2), under (CSO) and (CR) assumptions, if kρ := kρ,n satisfies kρ → ∞, kρ/n → 0 and√
kρA(n/kρ) → ∞, as n → ∞, then ρ̂

(∗)
kρ

P→ ρ. The Corollary 2.3 follows by applying the Theorem 2.2.

Proof of Theorem 2.3

For simplify, let’s denote by dn = kn

np and

Tn =

(
M

(2)
kn

− 2(M
(1)
kn

)2
)
(1− ρ̂)

2

2M
(1)
kn

ρ̂2

(
1− dρ̂n

)
.

We consider the expression:

En =

√
kn

log dn

(
x̂
(•)
kn,ρ̂

(p)

x(p)
− 1

)
with x̂

(•)
kn,ρ̂

(p) = Xn−kn,nd
γ̂
(•)
kn,ρ̂

n (1− Tn)
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. Let x(p) = U(1/p). It follows

En =

√
kn

log dn

Xn−kn,nd
γ̂
(•)
kn,ρ̂

n (1− Tn)

xp
− 1


=

√
kn

log dn

Xn−kn,nd
γ̂
(•)
kn,ρ̂

n

x(p)
− 1 + 1

 (1− Tn)− 1


=

√
kn

log dn

[(
Xn−kn,nd

γ̂(•)

n

x(p)
− 1

)
(1− Tn) + (1− Tn)− 1

]

=

√
kn

log dn

Xn−kn,nd
γ̂
(•)
kn,ρ̂

n

x(p)
− 1

 (1− Tn)−
√
kn

log dn
Tn

=

√
kn

log dn

Xn−kn,nd
γ̂
(•)
kn,ρ̂

n

x(p)
(1− Tn)−

√
kn

log dn
(1− Tn)−

√
kn

log dn
Tn

=

√
kn

log dn

Xn−kn,nd
γ̂
(•)
kn,ρ̂−γ+γ

n U(n/kn)

x(p)U(n/kn)
(1− Tn)−

√
kn

log dn
(1− Tn)−

√
kn

log dn
Tn

=
dγnU(n/kn)

U(1/pn)

√
kn

log dn

Xn−kn,n

U(n/kn)
d
γ̂
(•)
kn,ρ̂−γ

n (1− Tn)−
√
kn

log dn
(1− Tn)−

√
kn

log dn
Tn

=
dγnU(n/kn)

U(1/pn)

[ √
kn

log dn

(
Xn−kn,n

U(n/kn)
− 1

)
d
γ̂
(•)
kn,ρ̂−γ

n +

√
kn

log dn
dγ̂

(•)−γ
n

]
(1− Tn)

−
√
kn

log dn
(1− Tn)−

√
kn

log dn
Tn

=
dγnU(n/kn)

U(1/pn)

[ √
kn

log dn

(
Xn−kn,n

U(n/kn)
− 1

)
d
γ̂
(•)
kn,ρ̂−γ

n +

√
kn

log dn

(
d
γ̂
(•)
kn,ρ̂γ

n − 1

)]
(1− Tn)

+
dγnU(n/kn)

U(1/pn)

√
kn

log dn
(1− Tn)−

√
kn

log dn
.

We have as n → ∞,
dγnU(n/kn)

U(1/pn)
−→ 1, because

U(1/pn)d
−γ
n

U(n/kn)
−→ 1, by the regularly varying condition of

the tail quantile U .

From Proposition 1. in (16), we have as n → ∞,

√
k

(
Xn−kn,n

U(n/kn)
− 1

)
d→ γW (1). (7.29)

Next, we also

d
γ̂
(•)
kn,ρ̂
−γ

n = exp
[(

γ̂
(•)
kn,ρ̂

− γ
)
log dn

]
.

From Theorem 2.2, we get for all large values of n;

γ̂
(•)
kn,ρ̂

− γ
d
= k−1/2n Γ + oP(k

−1/2)
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as n → ∞ where Γ is a centred Gaussian distribution with variance by assumption σ2(γ, ρ). Since

log dn/k
1/2
n → 0, as n → ∞, this implies that for all n large enough,(

γ̂
(•)
kn,ρ̂

− γ
)
log dn = oP(1). (7.30)

Further, by using the inequality,
∣∣∣ exp(x)−1x − 1

∣∣∣ ≤ exp(|x|)− 1, in the neighborhood of zero, we get

d
γ̂
(•)
kn,ρ̂
−γ

n
d
= 1 +

(
γ̂
(•)
kn,ρ̂

− γ
)
log dn +OP(Rn), (7.31)

as n → ∞, with

Rn =
∣∣∣(γ̂(•)

kn,ρ̂
− γ
)
log dn

∣∣∣× [ exp{ ∣∣∣(γ̂(•)
kn,ρ̂

− γ
)
log dn

∣∣∣ }− 1

]
.

Since npn/kn → 0, as n → ∞, we have dn = kn/(npn) → ∞. Therefore, from (7.29), (7.30) and (7.31),

we get as n → ∞: √
kn

log dn

(
Xn−kn,n

U(n/kn)
− 1

)
d
γ̂
(•)
kn,ρ̂−γ

n = oP(1).

And in the other hand, we get as n → ∞:
√
kn

log dn

(
d
γ̂
(•)
kn,ρ̂−γ

n − 1

)
d
=
√
kn

(
γ̂
(•)
kn,ρ̂

− γ
)
+ oP(1).

This leads to √
kn

log dn

(
d
γ̂
(•)
kn,ρ̂−γ

n − 1

)
d→ Γ,

as n → ∞. Next, from (7.23), M
(1)
kn

P→ γ and M
(2)
kn

P→ 2γ2, as n → ∞. For a given canonical negative

value ρ̂ := ρ = ρ0 or a consistent estimator ρ̂ := ρ̂kρ
of ρ, we get Tn

P→ 0, as n → ∞.

For the last term, we have:

Fn =
dγnU(n/kn)

U(1/pn)

√
kn

log dn
(1− Tn)−

√
kn

log dn

=

√
kn

log dn

dγnU(n/kn)

U(1/pn)
(1− Tn)−

√
kn

log dn

=

√
kn

log dn

[
dγnU(n/kn)

U(1/pn)
− 1

]
(1− Tn) +

√
kn

log dn
(1− Tn)−

√
kn

log dn

=

√
kn

log dn

[
dγnU(n/kn)

U(1/pn)
− 1

]
(1− Tn) +

√
kn

log dn
Tn

= Fn,1 + Fn,2.

By expanding Fn,1 we get:

Fn,1 =

√
k

log dn

dγnU(n/kn)

U(1/pn)

[
1− d−γn U(1/pn)

U(n/k)

]
(1− Tn)

=
1

log dn

−dγnU(n/k)

U(1/pn)

√
kA(n/k)

 d−γ
n U(1/pn)
U(n/k) − 1

A(n/k)

 (1− Tn) .
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Since
−dγ

nU(n/k)
U(1/pn)

−→ 1,
√
kA(n/k) −→ λ, log dn −→ ∞,

d
−γ
n U(1/pn)

U(n/k)
−1

A(n/k) −→ − 1
ρ , and Tn

P→ 0, we get

Fn,1
P→ 0, as n → ∞.

Now, for Fn,2, we obtain:

Fn,2 =

√
kn

log dn

(
Tn − Ã(n/kn)

ρ

(
1− dρ̂n

))
+

√
kn

log dn

Ã(n/kn)

ρ

(
1− dρ̂n

)
.

For a given canonical negative value ρ̂ := ρ = ρ0 or a consistent estimator ρ̂ := ρ̂kρ of ρ, we get dρ̂n → 0,

as n → ∞. Since
√
kA(n/k) −→ λ, log dn −→ ∞, we have, as n → ∞:

√
kn

log dn

Ã(n/kn)

ρ

(
1− dρ̂n

)
→ 0.

On the other hand

√
kn

log dn

(
Tn − Ã(n/kn)

ρ

(
1− dρ̂n

))
=

√
kn

log dn


(
M

(2)
kn

− 2(M
(1)
kn

)2
)
(1− ρ̂)

2

2M
(1)
kn

ρ̂2
− Ã(n/kn)

ρ

(1− dρ̂n

)
.

From (7.26) and (7.28), we have:

√
kn

(
M

(2)
kn

− 2(M
(1)
kn

)2

2ρ̂M
(1)
kn

− Ã(n/kn)

ρ

)
d→ (1− ρ)2

ρ2

(
P (2) − 2P (1)

)
.

This implies that

√
kn

log dn

(
Tn − Ã(n/kn)

ρ

)
P→ 0.

Finally, we get, as n → ∞,
√
kn

log dn

(
x̂
(•)
kn,ρ̂

(p)

x(p)
− 1

)
d→ Γ.

This ends the proof of Theorem 2.3.
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