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Abstract

Recent advances in NLP have significantly im-
proved the performance of language models
on a variety of tasks. While these advances
are largely driven by the availability of large
amounts of data and computational power, they
also benefit from the development of better
training methods and architectures. In this pa-
per, we introduce CAMEMBERTA, a French
DeBERTa model that builds upon the DeBER-
TaV3 architecture and training objective. We
evaluate our model’s performance on a variety
of French downstream tasks and datasets, in-
cluding question answering, part-of-speech tag-
ging, dependency parsing, named entity recog-
nition, and the FLUE benchmark, and com-
pare against CamemBERT, the state-of-the-art
monolingual model for French. Our results
show that, given the same amount of training
tokens, our model outperforms BERT-based
models trained with MLM on most tasks. Fur-
thermore, our new model reaches similar or su-
perior performance on downstream tasks com-
pared to CamemBERT, despite being trained
on only 30% of its total number of input to-
kens. In addition to our experimental results,
we also publicly release the weights and code
implementation of CAMEMBERTA, making it
the first publicly available DeBERTaV3 model
outside of the original paper and the first openly
available implementation of a DeBERTaV3
training objective.1

1 Introduction

Advances in natural language processing (NLP)
have been driven mainly by scaling up the size
of pre-trained language models, along with the
amount of data and compute required for train-
ing (Raffel et al., 2020; Radford et al., 2019; Rae
et al., 2021; Fedus et al., 2021; Hoffmann et al.,
2022). However, these are not the only factors to de-
termine a model’s downstream performance, as the
model’s architecture and training objective are also

1https://gitlab.inria.fr/almanach/CamemBERTa

important. He et al. (2021b) showed that we can
improve a model’s performance by using disentan-
gled attention, which uses two vectors to represent
a token, one for position and one for content. He
et al. (2021a) later showed that performance could
be further improved by using ELECTRA’s (Clark
et al., 2020) self-supervised and sample-efficient
replaced token detection objective. Another cru-
cial aspect lies in the ability to train models faster,
which allows for quick iteration and thus acceler-
ates the research process and allows for more effi-
cient exploration of new ideas (Izsak et al., 2021;
Pan et al., 2022; Geiping and Goldstein, 2022).

This research aims to develop data-efficient and
optimized training techniques that can improve per-
formance in downstream tasks, while reducing the
required training corpus size and compute. To
achieve this goal, we propose a new data-efficient
French language model based on DeBERTaV3 (He
et al., 2021a). Our proposed model aims to op-
timize the training process by using a sample-
efficient training objective, a state-of-the-art model
architecture, and an efficient implementation. We
evaluate downstream performance with a variety
of NLP tasks, including dependency parsing, part-
of-speech tagging, named entity recognition, text
classification, and question answering. We com-
pare our model to a BERT model trained with the
masked language modeling (MLM) objective using
the same tokenizer and training corpus, and to the
state-of-the-art French language model, Camem-
BERT (Martin et al., 2020), which required three
times as many training iterations. Our results show
that our proposed model reaches or establishes a
new state-of-the-art using one third of the compu-
tational budget of its main predecessors.

Our contributions can be summarized as follows:
• We propose a new data-efficient French lan-

guage model, which we train based on our
DeBERTaV3 re-implementation with our op-
timized training recipe.

https://gitlab.inria.fr/almanach/CamemBERTa


• We empirically show that under the same con-
ditions, our model outperforms Transformer
models trained with MLM on most tasks,
and that it reaches or establishes a new state-
of-the-art even when compared with models
trained for three times as long.

• Our release is the only publicly available
implementation of DeBERTaV3’s training
objective, and the first for a monolingual
DeBERTaV3 model other than the original
paper.

Our code and models are available under an
open-source license2, making it easy for re-
searchers to reproduce our results and build upon
our work.

2 Related Works

Transformers. This architecture has been widely
adopted in NLP tasks such as language modeling,
mainly due to the use of the self-attention mech-
anisms (Vaswani et al., 2017), which allow the
model to weigh the importance of different parts
of the input when making predictions. A downside
of the Transformer block is that it is permutation-
invariant, which inhibits the model from encoding
word order information. Originally, the authors pro-
posed to add either a fixed sinusoidal pattern or a
learned positional embedding as positional bias the
input token embedding. Later studies have shown
that using relative positional embeddings is more
effective (Shaw et al., 2018; Dai et al., 2019; Qu
et al., 2021). Recently, He et al. (2021b) proposed
a new disentangled attention mechanism, which
considers both the relative position and the content
of the input tokens as separate vectors.

Pre-trained French Language Models. Cur-
rent language models available for French are ei-
ther trained using Masked Language Modeling
(MLM) or Causal Language Modeling (CLM).
CamemBERT (Martin et al., 2020) and FlauBERT
(Le et al., 2020) are two of the most popular
contemporary French models, both trained with
masked language modeling. Other models in-
clude FrALBERT (Cattan et al., 2021), a French
version of ALBERT (Lan et al., 2020), LeP-
etit (Micheli et al., 2020) which is a small ver-
sion of CamemBERT, and D’AlemBERT (Gabay
et al., 2022), a RoBERTa (Liu et al., 2020) based
language model targeted towards Early Modern

2https://gitlab.inria.fr/almanach/CamemBERTa

French. BARThez (Kamal Eddine et al., 2021) is a
sequence-to-sequence model trained with BART’s
objective (Lewis et al., 2020), and PAGnol (Lau-
nay et al., 2022) and Cedille (Müller and Laurent,
2022) are models trained with the CLM objective.

To the best of our knowledge, there is no prior
effort in developing language models with this im-
proved disentangled attention mechanism and ob-
jectives other than MLM/CLM beyond English.

3 CAMEMBERTA: Methodology

The following section details our proposed archi-
tecture and pre-training objective, along with de-
scriptions for the downstream tasks.

Architecture CAMEMBERTA is based on the
DeBERTaV3 (He et al., 2021b) architecture which
uses two vectors to encode the word and its posi-
tion, with the premise being that the relative posi-
tion of a word pair should also directly affect the
computed attention weights. The V3 version opti-
mizes the initial DeBERTa architecture by sharing
the relative position embedding projection layers
across all the encoder layers, and by adding a con-
volution layer aside the first encoder layer.3 We use
a base model configuration with 12 layers and 12
attention heads, 768 hidden dimensions with 32k
for vocabulary size.

Training Objective We follow the DeBER-
TaV3 (He et al., 2021a) pretraining strategy by us-
ing the replaced token detection (RTD) pre-training
loss first introduced in ELECTRA (Clark et al.,
2020), with a generator and discriminator based
on the DeBERTa architecture. During pre-training
we project the generator embeddings to 256 dimen-
sions and keep the generator model at 12 layers.

During pre-training the generator model is
trained using the MLM objective where we dy-
namically mask 15% of the input tokens. We then
sample from the generator the masked tokens, and
feed the output along with the unmasked tokens to
the discriminator which is tasked to identify tokens
that were replaced by the generator. The RTD ob-
jective increases sample efficiency since the model
is predicting over all input tokens instead of the
15% masked tokens.

In DeBERTaV3, the authors hypothesized and
showed that sharing token embeddings between
the generator and the discriminator results in a tug-
of-war situation, where the MLM and RTD tasks

3See Section 5.3 of the DeBERTa paper (He et al., 2021b)
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pull the embedding vectors into opposing direc-
tions. To alleviate this problem, the authors imple-
mented Gradient-Disentangled Embedding Sharing
(GDES), a method that re-parameterize the discrim-
inator’s token embeddings as ED = sg(EG)+E∆,
where sg stops the gradient flow from the RTD loss
to the generator token embeddings EG, and hence
the loss gradient only updates a Difference Embed-
ding matrix E∆ that is added to EG to form the
discriminator token embeddings ED. After pre-
training, E∆ and EG are summed to get the final
ED and E∆ is then discarded.

Pre-Training We pre-train on the French subset
of CCNet4 (Wenzek et al., 2020), the same corpus
used to pre-train CamemBERTCCNet (Martin et al.,
2020).5 Moreover we reuse CamemBERTCCNet’s
tokenizer (Kudo and Richardson, 2018). By
reusing the pre-training corpus and tokenizer, we
isolate the performance differences to the model
architecture and training objective variables.

Optimization To speed up the pre-training exper-
iments, we split the pre-training into two phases; in
phase 1, the model is trained with a maximum se-
quence length of 128 tokens for 10,000 steps with
2,000 warm-up steps and a very large batch size of
67,584. In phase 2, maximum sequence length is
increased to the full model capacity of 512 tokens
for 3,300 steps with 200 warm-up steps and a batch
size of 27,648. Because we use very large batch
sizes, we optimize the model using the LAMB op-
timizer (You et al., 2020) with a learning rate of
6e−3, β1 = 0.878, and β2 = 0.974.

4 Experiments and Results

Pre-Training Setup We re-implement the
DeBERTaV3 RTD pre-training objective with
GDES, since no public implementation was
available at the time of writing. Our training
implementation is based on Nvidia’s ELECTRA
and BERT TensorFlow2 implementations.6 We
train our models for 8 days on 6 Nvidia A40 with
Horovod (Sergeev and Balso, 2018), and make use
of XLA compilation, mixed-precision and gradient
accumulation to speed-up training and to fit large
batch sizes with our limited compute.

During pre-training, our model would have
seen 133B tokens compared to 419B tokens for

4See Appendix 4 for more information on dataset choice.
5We go over the pertaining dataset choice in the experi-

ments section.
6https://github.com/NVIDIA/DeepLearningExamples/

CamemBERTCCNet which was trained for 100K
steps. This represents roughly 30% of Camem-
BERT’s full training. Hence for a fair com-
parison, we train a RoBERTa model, which we
dub CamemBERT30%, using our same exact pre-
training setup but with the MLM objective.

Downstream Evaluation We compare our mod-
els, CamemBERTCCNet, and CamemBERT30%,
on a diverse set of French downstream tasks and
datasets, namely: Question Answering (QA) on
FQuAD 1.0 (d’Hoffschmidt et al., 2020), Part-Of-
Speech (POS) tagging and Dependency Parsing on
GSD (McDonald et al., 2013), Rhapsodie (Lacheret
et al., 2014), Sequoia (Candito and Seddah, 2012;
Candito et al., 2014) in their UD v2.2 versions
and the French Social Media Bank7 (Seddah et al.,
2012), Named Entity Recognition (NER) on the
2008 version of FTB (Abeillé et al., 2000; Candito
and Crabbé, 2009) with NER annotation by Sagot
et al. (2012), and the FLUE benchmark (Le et al.,
2020).

We use the dataset splits as provided by their
respective authors, and we finetune using well-
tested scripts from the Hugging Face Transformers
library and the HOPS parser (Grobol and Crabbé,
2021). We only perform hyper-parameter tuning
for the NER and QA tasks. See Appendix C for
task-specific details. Bold text shows the best sta-
tistically significant score over 5 seeds.

Question Answering. We evaluate our model
on the FQuAD 1.0 dataset (d’Hoffschmidt et al.,
2020), which is a SQuAD (Rajpurkar et al.,
2016) style French question-answering dataset with
20731 examples for training, and 3188 for evalua-
tion.

The results shown in Table 2 show that our
model outperforms CamemBERT30% by 6.01 F1
points, but shows no statistically significant im-
provement over CamemBERTCCNet F1 score, and
exact match (EM) score.

Part-of-Speech and Dependency Parsing. We
report our results on 4 diverse French treebanks.
For the parser training, we make use of the HOPS
parser (Grobol and Crabbé, 2021) implementation,
which is a graph-based dependency parser inspired
by Dozat and Manning (2017). Our configuration
uses the Transformer model’s last layer in addi-

7We follow Riabi et al. (2021) and use their shuffled ver-
sion of the treebank, which they split into around 2000 sen-
tences for training, and 1000 for each the dev and test sets
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GSD RHAPSODIE SEQUOIA FSMB NER
MODEL

UPOS LAS UPOS LAS UPOS LAS UPOS LAS F1

CamemBERT30% 98.55±0.05 94.26±0.03 97.61±0.12 83.19±0.62 99.32±0.08 94.09±0.06 94.63±0.11 80.13±0.41 91.04±0.76
CamemBERTCCNet 98.57±0.07 94.35±0.15 97.62±0.08 84.29±0.56 99.35±0.09 94.78±0.12 94.80±0.16 81.34±0.63 89.97±0.50

CAMEMBERTA 98.55±0.05 94.38±0.15 97.52±0.14 84.23±0.08 99.44±0.07 94.85±0.14 94.80±0.09 80.74±0.25 90.33±0.54

Table 1: POS tagging, dependency parsing and NER results on the test sets of our French datasets. UPOS
(Universal Part-of-Speech) refers here to POS tagging accuracy, and LAS measures the overall accuracy of labeled
dependencies in a parsed sentence.

Model F1 EM

FrALBERT 72.6∗XX0 55.1∗XXX

CamemBERT30% 75.14±0.17 56.19±0.27
CamemBERTCCNet 80.98±0.48 62.51±0.54

CAMEMBERTA 81.15±0.38 62.01±0.45

Table 2: Question Answering results on FQuAD 1.0.

tion to FastText embeddings (Bojanowski et al.,
2017), character-level bi-directional RNN embed-
dings, and word embeddings trained during the
fine-tuning phase.

Table 1 shows that our proposed model con-
sistently outperforms CamemBERT30%, and com-
petes with CamemBERTCCNet on all 4 treebanks.

Named Entity Recognition is performed on
the French Treebank (FTB) which contains
350k tokens in 27k sentences extracted from
news articles. Our results in Table 1, surpris-
ingly show that CamemBERT30% outperforms
CamemBERTCCNet, while not being statistically
better than our model.

FLUE Benchmark We use datasets from
the French Language Understanding Evaluation
(FLUE) benchmark (Le et al., 2020), namely the
French part of the paraphrase identification dataset
PAWS-X (Yang et al., 2019), and of XNLI (Con-
neau et al., 2018), in addition to CLS, a binary
classification dataset with Amazon reviews taken
from Amazon.

Our results (Table 3) show that our model out-
performs all models on the CLS movie classi-
fication task, and matches the performance of
CamemBERTCCNet on the other FLUE tasks.

Pre-training Dataset Choice We choose CCNet
as our pre-training dataset instead of the more com-
mon OSCAR dataset (Ortiz Suárez et al., 2019),
as (i) it was shown to produce less offensive out-
put (Launay et al., 2022) and (ii) it allowed us
to be fully comparable with many of the Camem-

Model CLS PAWS-X XNLI

FrALBERT 72.17±3.32 76.29±1.28 66.87±0.42
FlauBERT 93.22∗000 89.49∗000 80.6∗0000

CamemBERT30% 93.28±0.19 88.94±0.14 79.89±0.64
CamemBERTCCNet 94.62±0.04 91.36±0.38 81.95±0.51

CAMEMBERTA 94.92±0.13 91.67±0.17 82.00±0.17

Table 3: Text classification results (Accuracy) on the
FLUE benchmark. ∗Results taken from Le et al. (2020).

BERT models (Martin et al., 2020), enabling
thus meaningful comparisons. Nevertheless, we
also ran experiments with CamemBERTOSCAR,
and found that it performed slightly worse than
CamemBERTCCNet, as shown in Table 5 Ap-
pendix A.

Pre-training Compute and CO2 Impact Our
model was trained for 8 days on 6 A40 GPUs, com-
pared to CamemBERT which was trained on 256
V100 GPUs for one day, which is roughly equiva-
lent to 28 days of training on 6 A40 GPUs, since
an NVIDIA A40 GPU is about 1.5x faster than a
V100 GPU on language modeling tasks according
to recent benchmarks.8

Following the reports by Luccioni et al. (2022)
and Cattan et al. (2022) on the environmental im-
pact of language model training, we use Lanne-
longue et al.’s (2021) online carbon footprint calcu-
lator to provide the following estimates: CAMEM-
BERTA’s pre-training used 700kWh and emitted
36kg CO2 compared to 3.32MWh and 170kg for
CamemBERT.9

5 Discussion

Our experiments clearly show that given the same
training corpus, tokenizer, and total number of ex-
amples seen during training, CAMEMBERTA out-
performs the MLM trained CamemBERT model

8See https://lambdalabs.com/blog/nvidia-rtx-a40-
benchmarks.

9These estimates are specific to our training infrastructure
situated in France. These estimates highlight the remarkable
efficiency achieved by CamemBERTa’s pretraining process.

https://lambdalabs.com/blog/nvidia-rtx-a40-benchmarks
https://lambdalabs.com/blog/nvidia-rtx-a40-benchmarks


on all tasks except NER on FTB and POS tagging
on Rhapsodie. Moreover, our model implementa-
tion is able to match or outperform a fully trained
CamemBERT model, trained on around 3 times
more samples and more compute. The strong per-
formance of our model on higher level FLUE tasks
suggest that lower level tasks such as POS tagging
and dependency parsing are less challenging for
current generation models, since they mostly re-
quire surface level information which the model
can capture early in the training process, as sug-
gested by Martin et al. (2020), compared to tasks
such as question answering and text classification
which require more complex processing.

Taking a step back and looking at the only De-
BERTa model that includes French, mDeBERTa
(He et al., 2021a) we can see (cf. Table 4) that
our model only requires 6.6% of its multilingual
counterpart training samples to achieve competitive
performance while additionally also outperforming
the XLM-R model (Conneau et al., 2020) trained
on a much larger training sample size.

XNLI Steps # tokens† Size‡

mDeBERTa∗ 84.4 500k 2T 0.295T
CAMEMBERTA 82.0 33k†† 0.139T 0.032T

XLM-R∗∗ 81.4 1.5M 6T 0.295T
C.BERTCCNet 81.95 100k 0.419T 0.032T

Table 4: Comparison of XNLI results for different pre-
training settings. ††step count was converted assuming
8k batch size. †the total number of tokens seen during
training. ‡Total dataset size in tokens. ∗He et al. (2021a),
∗∗Conneau et al. (2020).

This confirms the interest in using such training
paradigms in compute limited scenarios for seman-
tically demanding tasks such as question-answering
or natural-language inference.

Last but not least, other competitive language
models for French are available and although not
the primary focus of this paper, we conducted
a comparative analysis involving FlauBERT (Le
et al., 2020) and FrALBERT (Cattan et al., 2021).
The results, presented in Table 5 in Appendix A,
demonstrate the better performance of our model
across all evaluated tasks in comparison to these
French models. Additionally, it is worth noting that
FlauBERT was trained for 17 days with 32 V100
GPUs, which is equivalent to 60 days of training on
6 A40 GPUs. This represents a 7.5-fold increase
in computational resources employed compared to
CAMEMBERTA.

6 Conclusion

We presented CAMEMBERTA, a data-efficient
French language model trained on a large cor-
pus of French text and the first publicly available
DeBERTaV3-style pretrained model and imple-
mentation. For a fair evaluation we reused the
same corpus and tokenizer as CamemBERTCCNet,
but using only 30% of the total number of input
training tokens. We compared the performance of
both models in addition to an MLM model trained
from scratch under the same setup as CAMEM-
BERTA, CamemBERT30%, on a variety of down-
stream tasks. Our experiments showed that our
model outperforms CamemBERT30% on all tasks
except NER on FTB, and that it is able to match and
even surpass CamemBERTCCNet. Furthermore,
we have also made our optimized code implemen-
tation and pretrained model weights publicly avail-
able for others to use.

Limitations

Although our model is more efficient than previous
models trained using the MLM objective and the
standard transformer architecture, we notice that
the models runs around 30% slower. This is due
to the disentangled attention mechanism, which is
more computationally expensive than the standard
attention mechanism. We also note that at the time
of writing, the DeBERTaV3 TensorFLow 2 imple-
mentation available on HuggingFace’s Transform-
ers library (Wolf et al., 2020) experiences heavy
slowdowns with TPU backends. Our attempts to
solve this issue were unsuccessful, and we were
unable to train our model on TPUs.

Ethics Statement

We propose a model trained using DeBERTaV3
style pre-training along with an optimized training
implementation, which reduces training computa-
tion cost when compared to previous models, and
hence greatly reduces the energy cost and environ-
mental impact of language model training. We
trained our model using the CCNet dataset, for
which we direct the reader to for further discussion
on bias and ethical considerations. Our experi-
ments do not include any additional data collection
or human annotators. Like other language models
trained on massive corpora, there may be potential
biases present in the training data, which could af-
fect the output of our models. Therefore, we advise



against using these models in production without
thorough testing. All our experiments were carried
out on clusters with energy sources consisting of
nuclear (65–75%), 20% renewable, and the remain-
ing from gas.
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Appendix

A Experiments Results on OSCAR and Dropout

Model UPOS LAS NER CLS PAWS-X XNLI F1FQuAD EMFQuAD

FrALBERT 93.53 78.89 69.83 72.17 76.29 66.87 72.6∗ 55.1∗

FlauBERT 97.51 87.92 - 93.22∗ 89.49∗ 80.6∗ - -

CamemBERTOSCAR 97.50 88.24 88.19 94.61 90.87 81.38 79.92 61.15
CamemBERTCCNet 97.59 88.69 89.97 94.62 91.36 81.95 80.98 62.51

CAMEMBERTA 97.57 88.55 90.33 94.92 91.67 82.00 81.15 62.01
CAMEMBERTAdropout 97.56 88.57 90.03 94.46 91.42 81.91 79.37 60.29

Table 5: Comparison results of CamemBERTOSCAR and CamemBERTCCNet, and our model CAMEMBERTA,
with and without dropout. Due to compatibility issues with FlauBERT’s tokenizer, we were unable to conduct
FlauBERT testing on FQuAD and NER using standard finetuning scripts. ∗Results from the models’ respective
papers Cattan et al. (2021) and (Le et al., 2020).

B Negative Results

In addition to our main results, we attempted to improve the performance of our model by adding BPE-
Dropout (Provilkov et al., 2020) to the tokenization process, as it was shown that this method of subword
regularization improves performance on translation tasks. We retrain our model with BPE-Dropout,
dubbed CamemBERTadropout, and compare the results to our original model in Table 5. We observe that
by adding BPE-Dropout, we obtain a decrease in performance on most tasks, except for POS tagging and
dependency parsing, where the performance does not change.

C Hyper-parameters

Hyper-parameter Value

Max sequence length 512
Batch size 16
FP16 Enabled
Learning rate {1.5e-5,2e-5,3e-5}
Epochs 8
Scheduler linear
Warmup steps {0,0.1%}
Seed {1,25,42,666,1337}

Table 6: Hyper-parameters used for the Question Answering and Named Entity Recognition experiments.

For experiments on the FLUE benchmark we use the same hyper-parameters as the authors of Camem-
BERT on the NLI task. As for POS tagging and dependency parsing, we use the same configurations as
the one used in Riabi et al. (2021).


