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Abstract

We study an inexact inner-outer generalized Golub-Kahan algorithm
for the solution of saddle-point problems with a two-times-two block struc-
ture. In each outer iteration, an inner system has to be solved which in
theory has to be done exactly. Whenever the system is getting large,
an inner exact solver is, however, no longer efficient or even feasible and
iterative methods must be used. We focus this article on a numerical
study showing the influence of the accuracy of an inner iterative solution
on the accuracy of the solution of the block system. Emphasis is further
given on reducing the computational cost, which is defined as the total
number of inner iterations. We develop relaxation techniques intended to
dynamically change the inner tolerance for each outer iteration to further
minimize the total number of inner iterations. We illustrate our findings
on a Stokes problem and validate them on a mixed formulation of the
Poisson problem.

1 Introduction

Saddle-point systems can be found in a variety of application fields, such as,
for example, mixed finite element methods in fluid dynamics or interior point
methods in optimization. An extensive overview about application fields and
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solution methods for this kind of problems is presented in the well-known article
[6] by Benzi, Golub and Liesen. In our following study, we want to focus on
an iterative solver based on the Golub-Kahan bidiagonalization: the general-
ized Golub-Kahan bidiagonalization (GKB) algorithm. This solver is designed
for saddle-point systems, and was introduced by Arioli[1]. It belongs to the
family of Krylov subspace methods and, as such, relies on specific orthogonal-
ity conditions, as we will review in more detail in Section 2. Enforcing these
orthogonality conditions requires solving an inner problem, i.e. formally com-
puting products with matrix inverses (as described in Algorithm 1). In practice,
this computation is performed with a linear system solver. For this task, we
will explore in this article the use of iterative methods to serve as replacement
for direct methods that have been used within GKB so far. This is essential for
very large problems, such as those coming from a discretized Partial Differential
Equation (PDE) in 2D or 3D, when direct solvers may reach their limits.

Using an inner iterative solver might also be advantageous from another
point of view as we motivate in the following. The solution of large linear systems
is often the bottleneck in scientific computing. The computational cost and,
consequently, the execution time and/or the energy consumption can become
prohibitive. For the inner-outer iterative GKB solver in turn, the principal and
costliest part is the solution of the inner system at each outer iteration. One
approximate metric to measure the cost of the GKB solver is the aggregate sum
of the number of inner iterations. For a given setup, the cost of the GKB method
can hence be optimized by executing only a minimal number of inner iterations
necessary for achieving a prescribed accuracy of the solution. To reduce this
number, there are two possible steps to be taken into account. In a first step,
for a given application it is often unnecessary to solve the linear system with
the highest achievable accuracy. This could be the case, for example, in the
solution of a discretized PDE, when the discretization already introduces an
error. A precise solution of the linear system would not improve the numerical
solution with respect to the analytic solution of the PDE any further than the
discretization allows. Next, we come to the second step which will be the main
point of the study in this paper. The solution of the inner linear system in the
GKB method has to be exact, in theory. If we choose a rather low accuracy for
the outer iterative solver, an inner exact solution might, however, no longer be
necessary, as long as the inner error does not alter the chosen accuracy of the
numerical solution. This strategy results in a further reduction of the number
of inner iterations, since the inner solver will converge in fewer iterations when
a less strict stopping tolerance is used.

In the following study, we address the case where the inner solver has a pre-
scribed stopping tolerance and then how this limited accuracy affects the outer
process and the quality of its iterates. We will show that, with the appropriate
choice of parameters, it is possible to make use of inner iterative solvers without
compromising the accuracy of the GKB result. As it can be seen immediately,
the lower the accuracy for the inner solver, the less expensive the GKB method
will be. Furthermore, we take advantage of the versatility of iterative methods
by adapting the stopping tolerance of the inner solver dynamically. In other
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words, we prescribe the tolerance of the inner solver according to some criteria
determined at each outer iteration. This can lead to a reduction of the cost,
since only a minimal number of inner iterations are executed. Typically, we will
reduce the required accuracy for later instances of the inner solver, since later
steps of the outer GKB-iteration may contribute less to the overall accuracy.

One particular advantage of our proposed method is its generality. The
strategy is independent of other choices which are problem-specific, such as the
preconditioner for a Krylov method. We perform most of our tests on a relatively
small Stokes flow problem, to illustrate the salient features. We confirm our
findings by one final test on a larger case of the mixed Poisson problem, including
the use of the augmented Lagrangian method, to demonstrate the use in a
realistic scenario.

Our study has a similar context as other works on inexact Krylov methods
[8, 7], where these algorithms have been investigated from a numerical perspec-
tive. In these articles, the inexactness originates from a limited accuracy of the
matrix-vector multiplication or that of the solution of a local sub-problem. Simi-
lar to what we have described above, it was found that the inner accuracy can be
varied from step to step while still achieving convergence of the outer method.
It was shown experimentally that the initial tolerance should be strict, then
relaxed gradually, with the change being guided by the latest residual norm.
Other works complemented the findings with theoretical insights, relevant to
several algorithms of the Krylov family [27, 28, 30]. It was noted that, in some
cases, unless a problem-dependent constant is included, the outer solver may
fail to converge if the accuracy of the inner solution is adapted only based on
the residual norm. This constant can be computed based on extreme singular
values, as shown by Simoncini and Szyld [27]. Another source of inexactness can
be the application of a preconditioner via an iterative method. Van den Eshof,
Sleijpen and van Gijzen considered inexactness in Krylov methods originating
both from matrix-vector products and variable preconditioning, using iterative
methods from the GMRES family [31]. Similarly to earlier work, their analysis
relies on the connection between the residual and the accuracy of the solution
to the inner problem. Since applying the preconditioner has the same effect as
a matrix-vector product, the same strategies can be applied to more complex,
flexible algorithms, such as those involving variable preconditioning: FGMRES
[26], GMRESR [32], etc. A flexible version of the Golub-Kahan bidiagonaliza-
tion is employed by Chung and Gazzola to find regularized solutions to a prob-
lem of image deblurring [9]. In a more recent paper with the same application,
Gazzola and Landman develop inexact Krylov methods as a way to deal with
approximate knowledge of A and AT [16]. Erlangga and Nabben construct a
framework including nested Krylov solvers. They develop a multilevel approach
to shift small eigenvalues, leading to a faster convergence of the linear solver
[15]. In subsequent work related to multilevel Krylov methods, Kehl, Nabben
and Szyld apply preconditioning in a flexible way, via an adaptive number of
inner iterations [19]. Baumann and van Gijzen analyze solving shifted linear
systems and, by applying flexible preconditioning, also develop nested Krylov
solvers [5]. McInnes et al. consider hierarchical and nested Krylov methods
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with a small number of vector inner products, with the goal of reducing the
need for global synchronization in a parallel computing setting [23].

Other than solving linear systems, inexact Krylov methods have been studied
when tackling eigenvalue problems, as in the paper by Golub, Zhang and Zha
[17]. Although using different arguments, it was shown that the strategy of
increasing the inner tolerance is successful for this kind of problem as well. Xu
and Xue make use of an inexact rational Krylov method to solve nonsymmetric
eigenvalue problems and observe that the accuracy of the inner solver (GMRES)
can be relaxed in later outer steps, depending on the value of the eigenresidual
[33]. Dax computes the smallest eigenvalues of a matrix via a restarted Krylov
solver which includes inexact matrix inversion [10].

Our paper is structured as follows: in Section 2, we review the theory and
properties of the GKB algorithm; in Section 3, we describe the specific problem
we chose to use as test case for the numerical experiments; Section 4 is meant
to illustrate the interactions between the accuracy of the inner solver and that
of the outer one in a numerical test setting; Section 5 describes the link between
the error of the outer solver and the perturbation induced by the use of an
iterative inner solver. We describe and test our proposed strategy of using a
variable tolerance parameter for the inner solver in Section 6. We explore the
interaction between the method of the Augmented Lagrangian (AL) and our
strategy in Section 7. The final section is devoted to concluding remarks.

2 Generalized Golub-Kahan algorithm

We are interested in saddle-point problems of the form

[
M A
AT 0

] [
w
p

]
=

[
g
r

]
(1)

with M ∈ Rm×m being a symmetric positive definite matrix and A ∈ Rm×n a
full rank constraint matrix. The generalized GKB algorithm for the solution of
a class of saddle-point systems was introduced by Arioli [1]. To apply it to the
system (1), we first need to have the upper block of the right-hand side to be
equal to 0. To this end, we use the transformation

u = w −M−1g, (2)

b = r−ATu. (3)

The resulting system is

[
M A
AT 0

] [
u
p

]
=

[
0
b

]
, (4)

which is equivalent to that in Equation (1). We can recover the w variable as
w = u + M−1g.
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Let N ∈ Rn×n be a symmetric positive definite matrix. To properly describe
the GKB algorithm, we need to define the following norms

‖v‖M =
√
vTMv; ‖q‖N =

√
qTNq; ‖y‖N−1 =

√
yTN−1y. (5)

Given the right-hand side vector b ∈ Rn, the first step of the bidiagonaliza-
tion is

β1 = ‖b‖N−1 , q1 = N−1b/β1. (6)

After k iterations, the partial bidiagonalization is given by

{
AQk = MVkBk, VT

kMVk = Ik

ATVk = NQkB
T
k + βk+1qk+1e

T
k , QT

kNQk = Ik
, (7)

with the bidiagonal matrix

Bk =




α1 β2 0 . . . 0
0 α2 β3 . . . 0
...

...
...

...
...

0 . . . 0 αk−1 βk
0 . . . 0 0 αk




(8)

and the residual term βk+1qk+1e
T
k . The columns of Vk are orthonormal vectors

with respect to the inner product and norm induced by M, while the same holds
for Qk and N respectively

vTi Mvj = 0,∀i 6= j; ‖vk‖M = 1;

qTi Nqj = 0,∀i 6= j; ‖qk‖N = 1.
(9)

Prior to the normalization leading to vk and qk, the norms are stored as αk for
vk and βk for qk, as detailed in algorithm 1. Using Vk, Qk and the relations
in Equation (7), we can transform the system from Equation (4) into a simpler
form

[
Ik Bk

BT
k 0

] [
zk
yk

]
=

[
0

QT
k b

]
. (10)

With the choice for q1 given in Equation (6), we have that QT
k b = β1e1. The

solution components to Equation (10) are then given by

zk = β1B
−T
k e1; yk = −B−1k zk, (11)

where B−Tk is the inverse of BT
k . We can build the k-th approximate solution

to Equation (4) as
uk = Vkzk; pk = Qkyk. (12)

In particular, after a number of k = n steps and assuming exact arithmetic,
we have uk = u and pk = p, meaning we have found the exact solution to
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Equation (4). A proof of why n terms are sufficient to find the exact solution
is given in the introductory paper by Arioli [1]. This corresponds to a scenario
where it is necessary to perform the n iterations, although, for specific problems
with particular features, the solution may be found after fewer steps. As k → n,
the quality of the approximation improves (uk → u and pk → p), with the
bidiagonalization residual βk+1qk+1e

T
k vanishing for k = n.

Given the structure of β1e1 and BT , we find

ζ1 =
β1
α1
, ζk = ζk−1

βk
αk
, zk =

[
zk−1
ζk

]
(13)

in a recursive manner. Then, uk is computed as uk = uk−1 + ζkvk. In order to
obtain a recursive formula for p as well, we introduce the vector

dk =
qk − βkdk−1

αk
, d1 =

q1

α1
. (14)

Finally, the update formulas are

uk = uk−1 + ζkvk, pk = pk−1 − ζkdk. (15)

At step k of Algorithm 1, we have the following error in the energy norm.

‖ek‖2M = ‖uk − u‖2M =

∥∥∥∥Vkzk − [VkVn−k]

[
zk

zn−k

]∥∥∥∥
2

M

= ‖Vn−kzn−k‖2M = ‖zn−k‖22 =

n∑

i=k+1

ζ2i

(16)

In the last line, we have made use of the M-orthonormality of the V matrices.
If we truncate the sum above to only its first d terms, we get a lower bound
on the energy norm of the error. The subscript d stands for delay, because we
can compute this lower bound corresponding to a given step k only after an
additional d steps

ξ2k,d =
k+d+1∑

i=k+1

ζ2i < ‖ek‖2M . (17)

With this bound for the absolute error, we can devise one for the relative error in
Equation (18), which is then used as stopping criterion in Line 15 of Algorithm 1.

ξ̄2k,d =

∑k
i=k−d+1 ζ

2
i∑k

i=1 ζ
2
i

. (18)

The GKB algorithm has the following error minimization property. Let Vk =
span{v1, ...,vk} and Qk = span{q1, ...,qk}. Then, for any arbitrary step k, we
have that

min
uk∈Vk,

(AT uk−b)⊥Qk

‖u− uk‖M (19)
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is met for uk as computed by Algorithm 1.
For brevity and because the GKB algorithm features this minimization prop-

erty for the primal variable, our presentation will focus on the velocity for Stokes
problems. The stopping criteria for our proposed algorithmic strategies rely on
approximations of the velocity error norm. For all the numerical experiments
that we have performed, the pressure error norm is close to that of the velocity
(less than an order of magnitude apart). In the cases where we operate on a
different subspace, as a result of preconditioning, we find that the pressure error
norm is actually smaller than that for the velocity. In the case where the dual
variable is equally important as the primal, one can use a monolithic approach,
such as applying MINRES to the complete saddle-point system.

The GKB (as implemented by Algorithm 1) is a nested iterative scheme in
which each outer loop involves solving an inner linear system. According to
the theory given in the paper by Arioli [1], the matrices M and N have to be
inverted exactly in each iteration. We can choose N = 1

η I, whose inversion
reduces to a scalar multiplication. In the following sections, unless otherwise
specified, we consider η = 1. On the other hand, the matrix M depends on the
underlying differential equations or the problem setting in general. As long as
the matrix M is of moderate size, a robust direct solver can be used. For large
problems, however, a direct solution might no longer be possible and an iterative
solver will be required. At this point, we face two problems. First, depending
on the application, inverting M might be more or less costly. Second, to achieve
a solution quality close to machine precision, an iterative solver might require
a considerable number of iteration steps.

Algorithm 1 Golub-Kahan bidiagonalization algorithm

Require: M,A,N,b, maxit
1: β1 = ‖b‖N−1 ; q1 = N−1b/β1
2: w = M−1Aq1; α1 = ‖w‖M; v1 = w/α1

3: ζ1 = β1/α1; d1 = q1/α1; u(1) = ζ1v1; p(1) = −ζ1d1;
4: ξ̄1,d = 1; k = 1;
5: while ξ̄k,d > tolerance and k < maxit do
6: g = N−1

(
ATvk − αkNqk

)
; βk+1 = ‖g‖N

7: qk+1 = g/βk+1

8: w = M−1 (Aqk+1 − βk+1Mvk); αk+1 = ‖w‖M
9: vk+1 = w/αk+1

10: ζk+1 = −βk+1

αk+1
ζk

11: dk+1 = (qk+1 − βk+1dk) /αk+1

12: u(k+1) = u(k) + ζk+1vk+1; p(k+1) = p(k) − ζk+1dk+1

13: k = k + 1
14: if k > d then

15: ξ̄k,d =
√∑k

i=k−d+1 ζ
2
i /
∑k
i=1 ζ

2
i

16: end if
17: end while return uk+1,pk+1

7



In Line 8 of Algorithm 1, we have the application of M−1 to a vector, which
represents what we call the inner problem. Typically, this is implemented as a
call to a direct solver using the matrix M and the vector Aqk+1 − βk+1Mvk
as the right hand side. The main contribution of this work is a study of the
behavior exhibited by Algorithm 1 when we replace the direct solver employed
in Line 8 by an iterative one. In particular, for a target accuracy of the final
GKB iterate, we want to minimize the total number of inner iterations.

Our choice for the inner solver is the unpreconditioned Conjugate Gradient
(CG) algorithm, for its simplicity and relative generality. The strategies we
propose in the subsequent sections do not rely on any specific feature of this inner
solver, and are meant to be applicable regardless of this choice. We are interested
in reducing the total number of inner iterations in a relative and general manner.
This is why we do not take preconditioning for CG into account, which is usually
problem-dependent. We measure the effectiveness of our methods based on the
percentage of inner iterations saved when compared against a scenario to be
described in more detail in the following sections.

3 Problem description

As test problem, we will use a 2D Stokes flow in a rectangular channel domain
Ω = [−1, L]× [−1, 1] given by

−∆~u+∇p = 0

∇ · ~u = 0,
(20)

More specifically, we will consider the Poiseuille flow problem, i.e. a steady
Stokes problem with the exact solution





ux = 1− y2,
uy = 0,

p = −2x+ constant.

(21)

The boundary conditions are given as Dirichlet condition on the inflow Γin =
{−1}×[−1, 1] (left boundary) and no-slip conditions on the top and bottom walls
Γc = [−1, L]×{−1}∪[−1, L]×{1}. The outflow at the right Γout = {L}×[−1, 1]
(right) is represented as a Neumann condition

∂ux
∂x
− p = 0

∂uy
∂x

= 0.

We use Q2-Q1 Finite Elements as discretization method. Our sample matrices
are generated by the Incompressible Flow & Iterative Solver Software (IFISS)1

package [13], see the book by Elman et al. [14] for a more detailed description
of this reference Stokes problem.

1http://www.cs.umd.edu/~elman/ifiss3.6/index.html
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Figure 1: Exact solution to the Stokes problem in a channel of length 5. Plotted
is the 1−y2 function, which represents the x direction velocity, overlaid with the
mesh resulting from the domain discretization (Q2-Q1 Finite Elements Method).
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Figure 2: GKB convergence history for the IFISS channel problem. The length
of each channel is given in the legend. Y-axis: Energy norm of the relative error
for the velocity.

We first illustrate some particular features shown by GKB for this problem.
We use a direct inner solver here, before discussing the influence of an iterative
solver in subsequent sections. In Figure 2, we plot the convergence history for
several channels of different lengths, which leads us to noticing the following de-
tails. The solver starts with a period of slow convergence, visually represented
by a plateau, the length of which is proportional to the length of the channel.
The rest of the convergence curve corresponds to a period of superlinear conver-
gence, a phenomenon also known for other solvers of the Krylov family, such as
CG. The presence of this plateau is especially relevant for our proposed strate-
gies and, since it appears for each channel, we can conclude it is a significant
feature of this class of channel problems. In the following numerical examples,
we choose as boundary L = 20 and thus a domain of length 21 units.
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4 Constant accuracy inner solver

Similar to what has been described by Golub et al. [17] for solving eigenvalue
problems, we have observed that when using an iterative method as an inner
solver, its accuracy has a clear effect on the overall accuracy of the outer solver
(see Figure 3).

We solve the channel problem described in Section 3 with various configu-
rations for the tolerance of the inner solver, and plot the resulting convergence
curves in Figure 3. The outer solver is always GKB with a 10−7 tolerance. The
cases we show are: a direct inner solver, three choices of constant inner solver
tolerance (10−3, 10−7 and 10−8), and a final case using a low accuracy solver of
(10−3) only for the first two iterations, then a high accuracy one (10−14).

The stopping criterion for the GKB algorithm is a delayed lower bound
estimate for the energy norm of the primal variable (see Equation (17)). As
such, GKB with a direct inner solver performs a few extra steps, achieving a
higher accuracy than the one required, here around 10−8.

Notice how the outer solver cannot achieve a higher accuracy than that of
the inner solver. The outer solver stops reducing the error even before reaching
the same accuracy as the inner solver. Replacing the exact inner solver by a
CG method with a constant tolerance of 10−8 leads to a convergence process
where the error norm eventually reaches a value just below the target accuracy
of 10−7 and does not decrease further. This highlights the fact that the inner
solver does not need to be exact in order to have GKB converge to the required
solution. For this Poiseuille flow example, however, the inner solver must be
least one order of magnitude more precise than the outer one.

In the last case examined here, we want to see if early imprecise iterations
can be compensated later by others having a higher accuracy. This strategy
of increasing accuracy has been found to work, e.g., in the case of the Newton
method for nonlinear problems [11]. We tested the case when the first two iter-
ations of GKB use an inner solver with tolerance 10−3, with all the subsequent
inner iterations employ a tolerance of 10−14. The resulting curve shows a con-
vergence history rather similar to the case where CG has a constant tolerance of
10−3. The outer process cannot reduce the error norm below 10−3, despite the
fact that the bulk of the iterations employ a high-accuracy inner solver. This
is in correspondence with which was observed by Golub et al. [17] for solving
eigenvalue problems.

An interesting observation is that all the curves in Figure 3 overlap in their
initial iterations, until they start straying from the apparent profile, eventually
leveling off. In Section 5, we analyze the causes leading to these particular
behaviors and link them to the accuracy of the inner solver.

5 Perturbation and error study

In this section we describe how the error associated with the iterates of Algo-
rithm 1 behaves if we use an iterative solver for the systems involving M−1.
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Figure 3: GKB convergence history for the IFISS Channel test case, depending
on the CG tolerance (see legend). Y-axis: Energy norm of the relative error for
the velocity. Target GKB tolerance 10−7. Mixed precision: first two iterations
10−3, afterwards 10−14. The final value for each case with CG is: 3 · 10−3

, 7 · 10−7 , 8 · 10−8 , 2 · 10−3 . Only the cases and
converge successfully, reducing the error norm below 10−7.

We can think of the approximate solutions of these inner systems as perturbed
versions of those we would get when using a direct solver. The error is then
characterized in terms of this perturbation and the implications motivate our
algorithmic strategies given in the subsequent sections. With this characteriza-
tion, we can also explain the results in Section 4.

The use of an iterative inner solver directly affects the columns of the V
matrix. In the following, V denotes the unperturbed matrix, with EV being
the associated perturbation matrix. In particular, we are interested in the M
norm of the individual columns of EV, which gives us an idea of how far we are
from the “ideal” columns of V.

Changes in the v and q vectors also have an impact on their respective
norms α and β, which shift away from the values they would normally have
with a direct inner solver. In turn, these changes propagate to the coefficients ζ
used to update the iterates u and p. Our observations concern the z vector, its
perturbation ez and their effect on the error of the primal variable u measured
in the M norm. The entries of z change sign every iteration, but we will only
consider them in absolute value, as it is their magnitude which is important. In
the following, we will denote perturbed quantities with a hat.
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5.1 High initial accuracy followed by relaxation

In this subsection, we take a closer look at the interactions between the per-
turbation and the error. For us, perturbation is the result of using an inexact
inner solver and represents a quantity which can prevent the outer solver from
reducing the error below a certain value. The error itself needs to be precisely
defined, as it may contain several components, each minimized by a different
process. Because we focus on the difference between the perturbed and the un-
perturbed GKB, sources of error that affect both versions, such as the round-off
error, are not included in the following discussion. According to the observations
by Jiránek and Rozložńık, the accuracy of the outer solver depends primarily
on that of the inner solver, since the perturbations introduced by an iterative
solver dominate those related to finite-precision arithmetic [18]. We take the
exact solution u to be equal to un, the n-th iterate of the unperturbed GKB
with exact arithmetic.

At step k of the GKB, we have the error,

‖ek‖M = ‖ûk − u‖M , (22)

where ûk is the current approximate solution and u is the exact one. Both can be
written as linear combinations of columns from V with coefficients from z. Let
ûk come from an inexact version of Algorithm 1, where the solution of the inner
problem (a matrix-vector product with M−1) includes perturbations. The term
u = Vnzn is available after n steps of Algorithm 1 in exact arithmetic, without
perturbations. We separate the first k terms, which have been computed, from
the remaining (n− k).

‖ek‖2M = ‖ûk − u‖2M =

∥∥∥∥(Vk + EV)(zk + ez)− [VkVn−k]

[
zk

zn−k

]∥∥∥∥
2

M

= ‖EVzk + EVez + Vkez −Vn−kzn−k‖2M
≤ ‖EVzk‖2M + ‖EVez‖2M + ‖ez‖22 + ‖zn−k‖22

(23)

In the last line, we have made use of the M-orthonormality of the V matrices.
In the case of a direct inner solver, we can leave out the perturbation terms,

recovering the result ‖ek‖2M = ‖zn−k‖22 =
∑n
i=k+1 ζ

2
i given by Arioli [1]. This

is simply the error coming from approximating u (a linear combination of n M-
orthogonal vectors) by uk (a linear combination of only kM-orthogonal vectors).
This term decreases as we perform more steps of Algorithm 1 (k → n). By
truncating the sum

∑n
i=k+1 ζ

2
i , we obtain a lower bound for the squared error.

The remaining three terms in Equation (23) include the perturbation coming
from the inexact inner solution. Our goal is to minimize the total number of
iterations of the inner solver, so we are interested in knowing how large can
these terms be allowed to be, such that we still recover a final solution of the
required accuracy. The answer is to keep them just below the final value of the
fourth one, ‖zn−k‖2, below the acceptable algebraic error. If they are larger,

12



the final accuracy will suffer. If they are significantly smaller, then our inner
solver is unnecessarily precise and expensive.

The following observations rely on the behavior of the z vector. At each
iteration, this vector gains an additional entry, while leaving the previous ones
unchanged. These entries form a (mostly) decreasing sequence and have a mag-
nitude below 1 when reaching the superlinear convergence phase. Unfortunately,
we cannot yet provide a formal proof of these properties, but having seen them
consistently reappear in our numerical experiments encourages us to consider
them for motivating our approach. These properties appear in both cases, with
and without perturbation.

The decrease in the entries of the coefficient vector used to build the ap-
proximation has also been observed and described for other Krylov methods
(see references [30, 27, 28]). Their context is that of inexact matrix-vector
products, which is another way of viewing our case. The fact that new entries
of z are simply appended to the old ones and that they are smaller than one is
linked to the particular construction specific to GKB.

Back to Equation (23), let us assume the perturbation at each iteration is
constant, i.e. the M norm of each column of EV is equal to the same constant.
Then, the vector EVzk will be a linear combination of perturbation vectors
with coefficients from zk. Following our observations concerning the entries of
zk, the first terms of the linear combination will be the dominant ones, with
later terms contributing less and less to the sum. If the perturbation of the
first v has an M norm below our target accuracy, the term ‖EVzk‖M will never
contribute to the error. We can allow the M norm of the columns of EV to
increase, knowing the effect of the perturbation will be reduced by the entries of
z, which are decreasing and less than one. The GKB solution can be computed
in a less expensive way, as long as the term ‖EVzk‖M is kept below our target
accuracy. The perturbation should initially be small, then allowed to increase
proportionally to the decrease of the entries in z.

Next, we describe the terms including ez. Let the following define the per-
turbed entries of ẑ

ζ̂k = −ζ̂k−1
β̂k
α̂k

= −ζ̂k−1(
βk
αk

+ εk).

The term εk is the perturbation introduced at iteration k, coming from the
shifted norms associated with qk and vk. This term is then multiplied by ζ̂k−1
which, according to our empirical observations, decreases at (almost) every step.
If we assume εk is constant, the entries of ez decrease in magnitude and the norm
‖ez‖2 is mostly dominated by the first vector entry. The strategy described for
the term ‖EVzk‖M also keeps ‖ez‖2 small. We start with a perturbation norm
below the target accuracy, to ensure the quality of the final iterate. Gradu-
ally, we allow an increase in the perturbation norm proportional to the decrease
of ζ̂k to reduce the costs of the inner solver. Finally, since the vector ez de-
creases similarly to z, the term ‖EVez‖M can be described in the same way as
‖EVzk‖M.
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We close this section by emphasizing the important role played by the first
iterations and how the initial perturbations can affect the accuracy of the solu-
tion. Notice that the perturbation terms included refer to all the k steps, not
just the latest one. Relaxation strategies that start with a low accuracy and
gradually increase it are unlikely to work for GKB and other algorithms with
similar error minimization properties. Since the first vectors computed are the
ones that contribute the most to reducing the error, they should be determined
as precisely as possible. Even if we follow a perturbed iteration exclusively by
very accurate ones, this will not prevent the perturbation from being transmit-
ted to all the subsequent vectors, and potentially be amplified by multiplication
with matrices and floating-point error. With these observations in mind, we can
understand the results in Section 4.

These findings are in line with those concerning other Kylov methods in the
presence of inexactness (see Section 11 of the survey by Simoncini and Szyld [29]
and the references therein). GKB is not the only method which benefits from
lowering the accuracy of the inner process, and the reason why this is possible
is linked to the decreasing entries of the coefficient vector.

6 Relaxation strategy choices

We have seen in Section 5.1 that we can allow the perturbation norm to increase

in a safe way, as long as the process is guided by the decrease of
∣∣∣ζ̂
∣∣∣. This

means that we can adapt the tolerance of the inner solver, such that each call
is increasingly cheaper, without compromising the accuracy of the final GKB
iterate. Then, at step k we can call the inner solver with a tolerance equal to
τ/f(ζ). The scalar τ represents a constant chosen as either the target accuracy
for the final GKB solution, or something stricter, to counteract possible losses
coming from floating-point arithmetic. The function f is chosen based on the
considerations described below, with the goal of minimizing the number of inner
iterations.

A similar relaxation strategy was used in a numerical study by Bouras and
Frayssé [7] to control the magnitude of the perturbation introduced by per-
forming inexact matrix-vector products. They employ Krylov methods with
a residual norm minimization property, so the proposed criterion divides the
target accuracy by the latest residual norm. In our case, because of the mini-
mization property in Equation (19), we need to use the error norm instead of
the residual, since it is the only quantity which is strictly decreasing. Due to
the actual error norm being unknown, we rely on approximations found via ζ.

Considering the error characterization of the unperturbed process ‖ek‖2M =∑n
i=k+1 ζ

2
i , we can approximate the error by the first term of the sum, which is

the dominant one. However, when starting iteration k we do not know ζk+1, not
even ζk, so we cannot choose a tolerance for the inner solver required to compute
uk based on these. What we can do is predict these values via extrapolation,
using information from the known values ζk−1 and ζk−2. We know that in
general βk

αk
= ζk

ζk−1
acts as a local convergence factor for the |ζ| sequence. We
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approximate the one for step k by using the previous one ζk−1

ζk−2
. Then, we can

compute the prediction ζ̃k := ζk−1
ζk−1

ζk−2
. By squaring the local convergence

factor, we get an approximation for ζk+1 as ζ̃k+1 := ζk−1
(
ζk−1

ζk−2

)2
, which we can

use to approximate ‖ek‖M and adapt the tolerance of the inner solver.
In practice, we only consider processes which include perturbation, and as-

sume we have no knowledge of the unperturbed values |ζ|. As such, for better
readability, we drop the hat notation with the implicit convention that we are
referring to values which do include perturbation and use them in the extrapo-
lation rule above.

For some isolated iterations, it is possible that |ζk| ≥ |ζk−1|. This behavior is
then amplified through extrapolation, potentially leading to even larger values.
In turn, this can cause an increase in the accuracy of the inner solver, following a
stricter value for the tolerance parameter τ/f(ζ). In Section 5.1, we have shown
that there is no benefit in increasing this accuracy. The new perturbation would
be smaller in norm, but the error ‖ek‖M would be dominated by the previous,
larger perturbation. As such, we propose computing several candidate values
for the stopping tolerance of the inner solver, and choose the one with maximum
value. Since these are only scalar quantities, the associated computational effort
is negligible, but the impact of a well-chosen tolerance sequence can lead to
significant savings in the total number of inner iterations. The candidate values
are: 




the value at the previous step,

τ/ |ζk−1| ,
τ/
∣∣∣ζ̃k
∣∣∣ ,

τ/
∣∣∣ζ̃k+1

∣∣∣ .

(24)

To prevent a limitless growth of the tolerance parameter, we impose a max-
imum value of 0.1. All these choices are safe in the sense that they do not lead
to introduction of perturbations which prevent the outer solver from reaching
the target accuracy.

We proceed by testing these relaxations strategies on the problem described
in Section 3. The initial tolerance for CG is set to τ = 10−8, one order of magni-
tude more precise than the one set of GKB. As a baseline for comparison, we first
keep the tolerance constant, equal to τ . Then, we introduce adaptivity using

τ/ |ζk−1|. The third case changes the tolerance according to τ/
∣∣∣ζ̃k+1

∣∣∣, the latter

term being a predicted approximation of the current error. Finally, we employ
a hybrid approach, where all candidate values in Equation (24) are computed,
but only the largest one is used. In the legends of the following plots, these four
cases are labeled Constant, Adaptive, Predicted, and Hybrid, respectively.
To monitor GKB convergence, we track the lower bound for the energy norm of
the error corresponding to the primal variable given in Equation (17). For easy
reference, all the choices used and their respective labels are given below. We
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Figure 4: Lower bound (Equation (17)) for the error norm associated with the
GKB iterates versus the cumulative number of inner CG iterations when solving
the original problem from Section 3. The parameter used in Optimal is 0.05.
See Equations (25) to (29) for the strategies denoted by the labels.

define τ = 10−8.

(Constant) : τ, (25)

(Adaptive) : τ/|ζk−1|, (26)

(Predicted) : τ/|ζ̃k+1|, (27)

(Hybrid) : max
{
τ/|ζk−1|, τ/|ζ̃k|, τ/|ζ̃k+1|,previous value

}
. (28)

(Optimal) : τ/(parameter·|ζk−1|), (29)

Only the last scenario above, Optimal, is left to explain. To see if the
parameter-free choices can be improved, we run one more case which includes
adaptivity by using |ζk−1|, but also one constant parameter tuned experimen-
tally. This is motivated by the fact that the considerations leading to Equa-
tion (24) rely mostly on approximations and inequalities, which means we have
an over-estimate of the error. It may be possible to reduce the total number
of iterations further, by including an (almost) optimal, problem-dependent con-
stant. The goal is to find a sequence of tolerance parameters with terms that are
as large as possible, while guaranteeing the accuracy of the final GKB iterate.

All the results are given in Table 1 and Figure 4. Hybrid offers the highest
savings among the parameter-free choices (30%), but Optimal, the test with the
problem-dependent constant, reveals that we can still improve this performance
by about 6%.
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Table 1: Reduction of the total number of CG iterations. The CG tolerance is
relaxed according to Equations (25) to (29). The parameter in Optimal is 0.05.

CG tolerance Constant Adaptive Predicted Hybrid Optimal

CG iterations 6963 5115 4897 4873 4399
Savings % - 26.54 29.67 30.02 36.82

6.1 Increasing the savings by working on a simplified prob-
lem

Considering the observations in Section 5.1 and the results plotted in Figure 4,
we can significantly reduce the accuracy of the inner solver only when the outer
solver is in a superlinear convergence phase, when the |ζ| sequence decreases
rapidly. How much we can relax depends on the slope of the convergence curve.
As such, to get the maximum reduction of the total number of iterations, the
problem needs to be simplified, such that the convergence curve is as steep
as possible and has no plateau. It is common to pair Krylov methods with
other strategies, such as preconditioning, in order to improve their convergence
behavior. The literature on these kinds of approaches is rich [21, 22, 6, 24]. The
following tests quantify how beneficial is the interaction between our proposed
relaxation scheme and these other strategies.

It has been shown by Arioli and Orban that the GKB applied to the saddle-
point system is equivalent to the CG algorithm applied to the Schur complement
equation [25, Chapter 5]. As such, the first step towards accelerating GKB is
to consider the Schur complement, defined as S := ATM−1A, especially its
spectrum. Ideally, a spectrum with tightly clustered values and no outliers leads
to rapid GKB convergence [20]. To get as close as possible to this clustering
we use the following two methods to induce positive changes in the spectrum:
preconditioning with the Least Squares Commutator (LSC) [12] and eigenvalue
deflation. Each of them operates differently and leads to convergence curves
with different traits.

In Figure 5, we plot the GKB convergence curve for each of these, using a
direct inner solver. The LSC aligns the small values in the spectrum with the
main cluster and brings everything closer together. The corresponding GKB
convergence curve has no plateau and is much steeper than the curve for the
unpreconditioned case. Using deflation, we remove the five smallest values from
the spectrum, which constitute outliers with the respect to the main cluster.
The other values remain unchanged. As such, its convergence curve no longer
has the initial plateau, but is otherwise the same as in the original problem.

For both of these cases we apply the same strategies of relaxing the inner
tolerance, to see how many total CG iterations we can save. The rest of the
set-up is identical to that described for Table 1. We tabulate the results in
Tables 2 and 3 and plot them in Figures 6 and 7. They highlight that the best
parameter-free results are obtained when using Hybrid, which leads to savings
of about 50%, depending on the specific case. When comparing this parameter-
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Figure 5: GKB convergence curves for the IFISS channel test case before and
after spectral clustering. Y-axis: Energy norm of the relative error for the
velocity. Target GKB tolerance 10−7. Using the Least Squares Commutator
preconditioner or deflation of the smallest five spectral outliers.

Table 2: Reduction of the total number of CG iterations after using the LSC
preconditioner. The CG tolerance is relaxed according to Equations (25) to (29).
The parameter used in Optimal is 0.007.

CG tolerance Constant Adaptive Predicted Hybrid Optimal

CG iterations 2052 1301 1073 1046 919
Savings % - 36.60 47.71 49.03 55.21

free approach to Optimal, which includes an experimental constant, we find that
the hybrid approach can still be improved. Nonetheless, the difference in CG
iterations savings is not very high (up to 6%), which supports the idea that our
proposed strategy is efficient in a general-use setting. An additional observation
pertaining to the plots is that even if convergence is relatively fast (Figure 6)
or slow (Figure 7), the final savings are still around 50%, as long as there is no
plateau.

Table 3: Reduction of the total number of CG iterations after using deflation.
The CG tolerance is relaxed according to Equations (25) to (29). The parameter
used in Optimal is 0.09.

CG tolerance Constant Adaptive Predicted Hybrid Optimal

CG iterations 4830 2625 2416 2411 2110
Savings % - 45.65 49.98 50.08 56.31
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Figure 6: Lower bound (Equation (17)) for the error norm associated with
the GKB iterates versus the cumulative number of inner CG iterations when
solving the problem from Section 3. The problem includes preconditioning with
the LSC. The parameter used in Optimal is 0.007. See Equations (25) to (29)
for the strategies denoted by the labels.
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Figure 7: Lower bound (Equation (17)) for the error norm associated with the
GKB iterates versus the cumulative number of inner CG iterations when solving
the problem from Section 3. The problem includes deflation of the five smallest
spectral outliers. The parameter used in Optimal is 0.09. See Equations (25)
to (29) for the strategies denoted by the labels.
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Table 4: Reduction of the total number of CG iterations after using the AL
(η = 1000). The CG tolerance is relaxed according to Equations (25) to (29).
The parameter used in Optimal is 0.005.

CG tolerance Constant Adaptive Predicted Hybrid Optimal

CG iterations 2601 1886 1707 1661 1647
Savings % - 27.49 34.37 36.14 36.68

7 GKB with the augmented Lagrangian approach

The method of the AL has been used successfully to speed up the convergence of
the GKB algorithm [20], with this effect being theoretically explained by Arioli
et al. [20]. Maybe most striking is the potential to reach mesh-independent con-
vergence, provided that the augmentation parameter is large enough. Another
use of the AL method is to transform the (1,1)-block of a saddle-point system,
say W, from a positive semi-definite matrix to a positive definite one. However,
this can happen only if the off-diagonal block A is full rank or, more generally,
if ker(W) ∩ ker(AT ) = {0}.

Let N ∈ Rn×n be a symmetric, positive definite matrix. For a given sym-
metric, positive semi-definite matrix W ∈ Rm×m, we can transform it into a
positive-definite one by

M := W + AN−1AT . (30)

The upper right-hand side term g then becomes

g := g + AN−1r. (31)

With these changes in place, we can proceed to using the GKB algorithm, as
described in Section 2.

Note that if the matrix W is already symmetric positive-definite, the trans-
formation of the (1,1)-block is not necessary for using the GKB method. How-
ever, the application of the AL approach does lead to a better conditioning of
the Schur complement, which significantly improves convergence speed [20]. As
in Section 2, we choose N = 1

η I. There is as usual no free lunch: depending
on the conditioning of the matrix A and the magnitude of η, the AL can also
degrade the conditioning of the M matrix as a side-effect.

We test whether the augmentation interacts with the strategies we propose in
Section 6, namely if we can still achieve about 50% savings in the total number of
inner iterations. The strategies are applied when solving the problem described
in Section 3 after an augmentation with a parameter η = 1000, with the results
being given in Table 4 and plotted in Figure 8. Comparing the percentage of
iterations saved in this case to those obtained in Section 6, it is clear that, when
combined with the AL method, the strategy of variable inner tolerance does
help reducing the total number of inner iterations, but by a lower percentage.

Since the AL method modifies the (1,1)-block of the saddle-point system, it
changes the difficulty of the inner problem and how many iterations the inner
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Figure 8: Lower bound (Equation (17)) for the error norm associated with the
GKB iterates versus the cumulative number of inner CG iterations when solving
the problem from Section 3. The problem includes the AL (η = 1000). The
parameter used in Optimal is 0.005. See Equations (25) to (29) for the strategies
denoted by the labels.

solver needs to perform. As such, a global comparison in terms of number of
inner iterations, among all the scenarios we studied (original, preconditioned,
deflated, including the AL) is not fair unless the inner problem has the same
degree of difficulty for all the cases.

To verify the generality of our method, we also apply it in a different context
than that described in Section 3. Let us consider a Mixed Poisson problem. We
solve the Poisson equation −∆u = f on the unit square (0, 1)2 using a mixed
formulation. We introduce the vector variable ~σ = ∇u. Find (~σ, u) ∈ Σ ×W
such that

~σ −∇u = 0 (32)

−div(~σ) = f. (33)

where homogeneous Dirichlet boundary conditions are imposed for u at all walls.
The forcing term f is random and uniformly drawn in (0, 1). The discretization
is done with a lowest order Raviart-Thomas space Σh ⊂ Σ, and a space Wh ⊂
W containing piece-wise constant basis functions. We used the finite element
package Firedrake2 coupled with a PETSc [3, 2, 4] implementation of GKB 3,
adapted to include dynamical relaxation, to produce the following numerical
results. We used the implementation provided by Firedrake4. The test case has
328 192 degrees of freedom, of which 197 120 are associated with the (1,1)-block.
The GKB delay parameter is set to 3. The augmentation parameter η is set
to 500 and the tolerance for the GKB set to 10−5. The results are presented
in Figure 9. We confirm the results presented above with a reduction of over

2www.firedrakeproject.org
3https://petsc.org/release/docs/manualpages/PC/PCFIELDSPLIT.html#PCFIELDSPLIT
4https://www.firedrakeproject.org/demos/saddle_point_systems.py.html
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Figure 9: Lower bound (Equation (17)) for the error norm associated with the
GKB iterates versus the cumulative number of inner CG iterations when solving
the Mixed Poisson problem. We also use the AL (η = 500). See Equations (25)
to (28) for the strategies denoted by the labels.

Table 5: Reduction of the total number of CG iterations after using the AL
(η = 500) on the Mixed Poisson problem. The CG tolerance is relaxed according
to Equations (25) to (28).

CG tolerance Constant Adaptive Predicted Hybrid

CG iterations 10845 4680 4105 4225
Savings % - 56.84 62.15 61.04

60% in the total number of inner CG iterations with respect to the constant
accuracy set up.

8 Conclusions

We have studied the behavior of the GKB algorithm in the case where the inner
problem, i.e. the solution of a linear system, is performed iteratively. We have
found that the inner solver does not need to be as precise as a direct one in
order to achieve a GKB solution of a predefined accuracy.

Furthermore, we have proposed algorithmic strategies that reduce the cost
of the inner solver, quantified as the cumulative number of inner iterations. This
is possible by selecting criteria to change the stopping tolerance. To motivate
these choices, we have studied the perturbation generated by the inexact inner
solver. The findings show that the perturbation introduced in early iterations
has a higher impact on the accuracy of the solution compared to later ones.

We devised a dynamic way of adapting the accuracy of the inner solver at
each call to minimize its cost. The initial, high accuracy is gradually reduced,
maintaining the resulting perturbation under control.

Our relaxation strategy is inexpensive, easy to implement, and has reduced
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the total number of inner iterations by 33-63% in our tests. The experiments
also show that including methods such as deflation, preconditioning and the
augmented Lagrangian has no negative impact and can lead to a higher per-
centage of savings. Another advantage is that our method does not rely on
additional parameters and is thus usable in a black-box fashion.

Acknowledgments The authors thank Mario Arioli for many inspiring dis-
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Summary
We study an inexact inner-outer generalized Golub-Kahan algorithm for the solu-
tion of saddle-point problems with a two-times-two block structure. In each outer
iteration, an inner system has to be solved which in theory has to be done exactly.
Whenever the system is getting large, an inner exact solver is, however, no longer
efficient or even feasible and iterative methods must be used. We focus this article on
a numerical study showing the influence of the accuracy of an inner iterative solu-
tion on the accuracy of the solution of the block system. Emphasis is further given on
reducing the computational cost, which is defined as the total number of inner iter-
ations. We develop relaxation techniques intended to dynamically change the inner
tolerance for each outer iteration to further minimize the total number of inner iter-
ations. We illustrate our findings on a Stokes problem and validate them on a mixed
formulation of the Poisson problem.
KEYWORDS:
Inner-outer iterative methods, Golub-Kahan bidiagonalization, Saddle-point problems, Stokes equation

1 INTRODUCTION

Saddle-point systems can be found in a variety of application fields, such as, for example, mixed finite element methods in fluid
dynamics or interior point methods in optimization. An extensive overview about application fields and solution methods for
this kind of problems is presented in the well-known article? by Benzi, Golub and Liesen. In our following study, we want to
focus on an iterative solver based on the Golub-Kahan bidiagonalization: the generalized Golub-Kahan bidiagonalization (GKB)
algorithm. This solver is designed for saddle-point systems, and was introduced by Arioli? . It belongs to the family of Krylov
subspace methods and, as such, relies on specific orthogonality conditions, as we will review in more detail in Section 2. Enforc-
ing these orthogonality conditions requires solving an inner problem, i.e. formally computing products with matrix inverses (as
described in Algorithm 1). In practice, this computation is performed with a linear system solver. For this task, we will explore
in this article the use of iterative methods to serve as replacement for direct methods that have been used within GKB so far.
This is essential for very large problems, such as those coming from a discretized Partial Differential Equation (PDE) in 2D or
3D, when direct solvers may reach their limits.
Using an inner iterative solver might also be advantageous from another point of view as we motivate in the following. The

solution of large linear systems is often the bottleneck in scientific computing. The computational cost and, consequently, the
execution time and/or the energy consumption can become prohibitive. For the inner-outer iterative GKB solver in turn, the
principal and costliest part is the solution of the inner system at each outer iteration. One approximate metric to measure the cost
of the GKB solver is the aggregate sum of the number of inner iterations. For a given setup, the cost of the GKB method can
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2 A. DUMITRASC ET AL

hence be optimized by executing only a minimal number of inner iterations necessary for achieving a prescribed accuracy of the
solution. To reduce this number, there are two possible steps to be taken into account. In a first step, for a given application it
is often unnecessary to solve the linear system with the highest achievable accuracy. This could be the case, for example, in the
solution of a discretized PDE, when the discretization already introduces an error. A precise solution of the linear system would
not improve the numerical solution with respect to the analytic solution of the PDE any further than the discretization allows.
Next, we come to the second step which will be the main point of the study in this paper. The solution of the inner linear system
in the GKB method has to be exact, in theory. If we choose a rather low accuracy for the outer iterative solver, an inner exact
solution might, however, no longer be necessary, as long as the inner error does not alter the chosen accuracy of the numerical
solution. This strategy results in a further reduction of the number of inner iterations, since the inner solver will converge in
fewer iterations when a less strict stopping tolerance is used.
In the following study, we address the case where the inner solver has a prescribed stopping tolerance and then how this limited

accuracy affects the outer process and the quality of its iterates. We will show that, with the appropriate choice of parameters,
it is possible to make use of inner iterative solvers without compromising the accuracy of the GKB result. As it can be seen
immediately, the lower the accuracy for the inner solver, the less expensive the GKB method will be. Furthermore, we take
advantage of the versatility of iterative methods by adapting the stopping tolerance of the inner solver dynamically. In other
words, we prescribe the tolerance of the inner solver according to some criteria determined at each outer iteration. This can lead
to a reduction of the cost, since only a minimal number of inner iterations are executed. Typically, we will reduce the required
accuracy for later instances of the inner solver, since later steps of the outer GKB-iteration may contribute less to the overall
accuracy.
One particular advantage of our proposed method is its generality. The strategy is independent of other choices which are

problem-specific, such as the preconditioner for a Krylov method. We perform most of our tests on a relatively small Stokes
flow problem, to illustrate the salient features. We confirm our findings by one final test on a larger case of the mixed Poisson
problem, including the use of the augmented Lagrangian method, to demonstrate the use in a realistic scenario.
Our study has a similar context as other works on inexact Krylov methods? ? , where these algorithms have been investigated

from a numerical perspective. In these articles, the inexactness originates from a limited accuracy of the matrix-vector multi-
plication or that of the solution of a local sub-problem. Similar to what we have described above, it was found that the inner
accuracy can be varied from step to step while still achieving convergence of the outer method. It was shown experimentally
that the initial tolerance should be strict, then relaxed gradually, with the change being guided by the latest residual norm. Other
works complemented the findings with theoretical insights, relevant to several algorithms of the Krylov family? ? ? . It was noted
that, in some cases, unless a problem-dependent constant is included, the outer solver may fail to converge if the accuracy of
the inner solution is adapted only based on the residual norm. This constant can be computed based on extreme singular values,
as shown by Simoncini and Szyld? . Another source of inexactness can be the application of a preconditioner via an iterative
method. Van den Eshof, Sleijpen and van Gijzen considered inexactness in Krylov methods originating both from matrix-vector
products and variable preconditioning, using iterative methods from the GMRES family? . Similarly to earlier work, their anal-
ysis relies on the connection between the residual and the accuracy of the solution to the inner problem. Since applying the
preconditioner has the same effect as a matrix-vector product, the same strategies can be applied to more complex, flexible algo-
rithms, such as those involving variable preconditioning: FGMRES? , GMRESR? , etc. A flexible version of the Golub-Kahan
bidiagonalization is employed by Chung and Gazzola to find regularized solutions to a problem of image deblurring? . In a more
recent paper with the same application, Gazzola and Landman develop inexact Krylov methods as a way to deal with approxi-
mate knowledge of A and AT ? . Erlangga and Nabben construct a framework including nested Krylov solvers. They develop a
multilevel approach to shift small eigenvalues, leading to a faster convergence of the linear solver? . In subsequent work related
to multilevel Krylov methods, Kehl, Nabben and Szyld apply preconditioning in a flexible way, via an adaptive number of inner
iterations? . Baumann and van Gijzen analyze solving shifted linear systems and, by applying flexible preconditioning, also
develop nested Krylov solvers? . McInnes et al. consider hierarchical and nested Krylov methods with a small number of vector
inner products, with the goal of reducing the need for global synchronization in a parallel computing setting? .
Other than solving linear systems, inexact Krylov methods have been studied when tackling eigenvalue problems, as in the

paper by Golub, Zhang and Zha? . Although using different arguments, it was shown that the strategy of increasing the inner
tolerance is successful for this kind of problem as well. Xu and Xue make use of an inexact rational Krylov method to solve
nonsymmetric eigenvalue problems and observe that the accuracy of the inner solver (GMRES) can be relaxed in later outer
steps, depending on the value of the eigenresidual? . Dax computes the smallest eigenvalues of a matrix via a restarted Krylov
solver which includes inexact matrix inversion? .
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Our paper is structured as follows: in Section 2, we review the theory and properties of the GKB algorithm; in Section 3, we
describe the specific problem we chose to use as test case for the numerical experiments; Section 4 is meant to illustrate the
interactions between the accuracy of the inner solver and that of the outer one in a numerical test setting; Section 5 describes the
link between the error of the outer solver and the perturbation induced by the use of an iterative inner solver. We describe and
test our proposed strategy of using a variable tolerance parameter for the inner solver in Section 6. We explore the interaction
between the method of the Augmented Lagrangian (AL) and our strategy in Section 7. The final section is devoted to concluding
remarks.

2 GENERALIZED GOLUB-KAHAN ALGORITHM

We are interested in saddle-point problems of the form
[
M A
AT 0

] [
w
p

]
=
[
g
r

]
(1)

with M ∈ ℝm×m being a symmetric positive definite matrix and A ∈ ℝm×n a full rank constraint matrix. The generalized GKB
algorithm for the solution of a class of saddle-point systems was introduced by Arioli? . To apply it to the system (1), we first
need to have the upper block of the right-hand side to be equal to 0. To this end, we use the transformation

u = w −M−1g, (2)
b = r − ATu. (3)

The resulting system is [
M A
AT 0

] [
u
p

]
=
[
0
b

]
, (4)

which is equivalent to that in Equation (1). We can recover the w variable as w = u +M−1g.
Let N ∈ ℝn×n be a symmetric positive definite matrix. To properly describe the GKB algorithm, we need to define the

following norms
‖v‖M =

√
vTMv; ‖q‖N =

√
qTNq; ‖y‖N−1 =

√
yTN−1y. (5)

Given the right-hand side vector b ∈ ℝn, the first step of the bidiagonalization is
�1 = ‖b‖N−1 , q1 = N−1b∕�1. (6)

After k iterations, the partial bidiagonalization is given by{
AQk =MVkBk, VT

kMVk = Ik
ATVk = NQkBTk + �k+1qk+1e

T
k , QT

kNQk = Ik
, (7)

with the bidiagonal matrix

Bk =

⎡⎢⎢⎢⎢⎢⎣

�1 �2 0 … 0
0 �2 �3 … 0
⋮ ⋮ ⋮ ⋮ ⋮
0 … 0 �k−1 �k
0 … 0 0 �k

⎤⎥⎥⎥⎥⎥⎦

(8)

and the residual term �k+1qk+1eTk . The columns ofVk are orthonormal vectors with respect to the inner product and norm induced
byM, while the same holds for Qk and N respectively

vTi Mvj = 0,∀i ≠ j; ‖‖vk‖‖M = 1;
qTi Nqj = 0,∀i ≠ j; ‖‖qk‖‖N = 1.

(9)
Prior to the normalization leading to vk and qk, the norms are stored as �k for vk and �k for qk, as detailed in algorithm 1. Using
Vk, Qk and the relations in Equation (7), we can transform the system from Equation (4) into a simpler form

[
Ik Bk
BTk 0

] [
zk
yk

]
=
[

0
QT
k b

]
. (10)
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With the choice for q1 given in Equation (6), we have that QT
k b = �1e1. The solution components to Equation (10) are then

given by
zk = �1B−Tk e1; yk = −B−1k zk, (11)

where B−Tk is the inverse of BTk . We can build the k-th approximate solution to Equation (4) as
uk = Vkzk; pk = Qkyk. (12)

In particular, after a number of k = n steps and assuming exact arithmetic, we have uk = u and pk = p, meaning we have found
the exact solution to Equation (4). A proof of why n terms are sufficient to find the exact solution is given in the introductory
paper by Arioli? . This corresponds to a scenario where it is necessary to perform the n iterations, although, for specific problems
with particular features, the solution may be found after fewer steps. As k → n, the quality of the approximation improves
(uk → u and pk → p), with the bidiagonalization residual �k+1qk+1eTk vanishing for k = n.
Given the structure of �1e1 and BT , we find

�1 =
�1
�1
, �k = �k−1

�k
�k
, zk =

[
zk−1
�k

]
(13)

in a recursive manner. Then, uk is computed as uk = uk−1 + �kvk. In order to obtain a recursive formula for p as well, we
introduce the vector

dk =
qk − �kdk−1

�k
, d1 =

q1
�1
. (14)

Finally, the update formulas are
uk = uk−1 + �kvk, pk = pk−1 − �kdk. (15)

At step k of Algorithm 1, we have the following error in the energy norm.
‖‖ek‖‖2M = ‖‖uk − u‖‖2M =

‖‖‖‖‖
Vkzk − [VkVn−k]

[
zk
zn−k

]‖‖‖‖‖

2

M

= ‖‖Vn−kzn−k‖‖2M = ‖‖zn−k‖‖22 =
n∑

i=k+1
�2i

(16)

In the last line, we have made use of the M-orthonormality of the V matrices. If we truncate the sum above to only its first d
terms, we get a lower bound on the energy norm of the error. The subscript d stands for delay, because we can compute this
lower bound corresponding to a given step k only after an additional d steps

�2k,d =
k+d+1∑
i=k+1

�2i < ‖‖ek‖‖2M . (17)
With this bound for the absolute error, we can devise one for the relative error in Equation (18), which is then used as stopping
criterion in Line 15 of Algorithm 1.

�̄2k,d =
∑k
i=k−d+1 �

2
i∑k

i=1 �
2
i

. (18)
The GKB algorithm has the following error minimization property. Let k = span{v1, ..., vk} and k = span{q1, ...,qk}. Then,
for any arbitrary step k, we have that

min
uk∈k,

(AT uk−b)⟂k

‖‖u − uk‖‖M (19)

is met for uk as computed by Algorithm 1.
For brevity and because the GKB algorithm features this minimization property for the primal variable, our presentation will

focus on the velocity for Stokes problems. The stopping criteria for our proposed algorithmic strategies rely on approximations
of the velocity error norm. For all the numerical experiments that we have performed, the pressure error norm is close to that
of the velocity (less than an order of magnitude apart). In the cases where we operate on a different subspace, as a result of
preconditioning, we find that the pressure error norm is actually smaller than that for the velocity. In the case where the dual
variable is equally important as the primal, one can use a monolithic approach, such as applying MINRES to the complete
saddle-point system.
The GKB (as implemented by Algorithm 1) is a nested iterative scheme in which each outer loop involves solving an inner

linear system. According to the theory given in the paper by Arioli? , the matrices M and N have to be inverted exactly in each
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iteration. We can choose N = 1
�
I, whose inversion reduces to a scalar multiplication. In the following sections, unless otherwise

specified, we consider � = 1. On the other hand, the matrix M depends on the underlying differential equations or the problem
setting in general. As long as the matrixM is of moderate size, a robust direct solver can be used. For large problems, however,
a direct solution might no longer be possible and an iterative solver will be required. At this point, we face two problems. First,
depending on the application, inverting M might be more or less costly. Second, to achieve a solution quality close to machine
precision, an iterative solver might require a considerable number of iteration steps.

Algorithm 1 Golub-Kahan bidiagonalization algorithm
Require: M,A,N,b, maxit
1: �1 = ‖b‖N−1 ; q1 = N−1b∕�1
2: w =M−1Aq1; �1 = ‖w‖M; v1 = w∕�1
3: �1 = �1∕�1; d1 = q1∕�1; u(1) = �1v1; p(1) = −�1d1;
4: �̄1,d = 1; k = 1;
5: while �̄k,d > tolerance and k < maxit do
6: g = N−1

(
AT vk − �kNqk

); �k+1 = ‖g‖N
7: qk+1 = g∕�k+1
8: w =M−1 (Aqk+1 − �k+1Mvk

); �k+1 = ‖w‖M
9: vk+1 = w∕�k+1

10: �k+1 = −
�k+1
�k+1

�k
11: dk+1 =

(
qk+1 − �k+1dk

)
∕�k+1

12: u(k+1) = u(k) + �k+1vk+1; p(k+1) = p(k) − �k+1dk+1
13: k = k + 1
14: if k > d then
15: �̄k,d =

√∑k
i=k−d+1 �

2
i ∕

∑k
i=1 �

2
i

16: end if
17: end while return uk+1,pk+1

In Line 8 of Algorithm 1, we have the application of M−1 to a vector, which represents what we call the inner problem.
Typically, this is implemented as a call to a direct solver using the matrixM and the vector Aqk+1 − �k+1Mvk as the right hand
side. The main contribution of this work is a study of the behavior exhibited by Algorithm 1 when we replace the direct solver
employed in Line 8 by an iterative one. In particular, for a target accuracy of the final GKB iterate, we want to minimize the
total number of inner iterations.
Our choice for the inner solver is the unpreconditioned Conjugate Gradient (CG) algorithm, for its simplicity and relative

generality. The strategies we propose in the subsequent sections do not rely on any specific feature of this inner solver, and are
meant to be applicable regardless of this choice. We are interested in reducing the total number of inner iterations in a relative
and general manner. This is why we do not take preconditioning for CG into account, which is usually problem-dependent. We
measure the effectiveness of our methods based on the percentage of inner iterations saved when compared against a scenario
to be described in more detail in the following sections.

3 PROBLEM DESCRIPTION

As test problem, we will use a 2D Stokes flow in a rectangular channel domain Ω = [−1, L] × [−1, 1] given by
−Δu⃗ + ∇p = 0

∇ ⋅ u⃗ = 0,
(20)



6 A. DUMITRASC ET AL

−1 0 1 2 3 4 5
−1

0

1

x

y

0

0.2

0.4

0.6

0.8

1

FIGURE 1 Exact solution to the Stokes problem in a channel of length 5. Plotted is the 1 − y2 function, which represents the x
direction velocity, overlaid with the mesh resulting from the domain discretization (Q2-Q1 Finite Elements Method).

More specifically, we will consider the Poiseuille flow problem, i.e. a steady Stokes problem with the exact solution
⎧⎪⎨⎪⎩

ux = 1 − y2,
uy = 0,
p = −2x + constant.

(21)

The boundary conditions are given as Dirichlet condition on the inflow Γin = {−1} × [−1, 1] (left boundary) and no-slip
conditions on the top and bottom walls Γc = [−1, L] × {−1} ∪ [−1, L] × {1}. The outflow at the right Γout = {L} × [−1, 1]
(right) is represented as a Neumann condition

)ux
)x

− p = 0
)uy
)x

= 0.

We use Q2-Q1 Finite Elements as discretization method. Our sample matrices are generated by the Incompressible Flow &
Iterative Solver Software (IFISS)1 package? , see the book by Elman et al.? for a more detailed description of this reference
Stokes problem.
We first illustrate some particular features shown by GKB for this problem.We use a direct inner solver here, before discussing

the influence of an iterative solver in subsequent sections. In Figure 2, we plot the convergence history for several channels of
different lengths, which leads us to noticing the following details. The solver starts with a period of slow convergence, visually
represented by a plateau, the length of which is proportional to the length of the channel. The rest of the convergence curve
corresponds to a period of superlinear convergence, a phenomenon also known for other solvers of the Krylov family, such as
CG. The presence of this plateau is especially relevant for our proposed strategies and, since it appears for each channel, we
can conclude it is a significant feature of this class of channel problems. In the following numerical examples, we choose as
boundary L = 20 and thus a domain of length 21 units.

4 CONSTANT ACCURACY INNER SOLVER

Similar to what has been described by Golub et al.? for solving eigenvalue problems, we have observed that when using an
iterative method as an inner solver, its accuracy has a clear effect on the overall accuracy of the outer solver (see Figure 3).
We solve the channel problem described in Section 3 with various configurations for the tolerance of the inner solver, and plot

the resulting convergence curves in Figure 3. The outer solver is always GKB with a 10−7 tolerance. The cases we show are: a
direct inner solver, three choices of constant inner solver tolerance (10−3, 10−7 and 10−8), and a final case using a low accuracy
solver of (10−3) only for the first two iterations, then a high accuracy one (10−14).

1http://www.cs.umd.edu/~elman/ifiss3.6/index.html
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FIGURE 2 GKB convergence history for the IFISS channel problem. The length of each channel is given in the legend. Y-axis:
Energy norm of the relative error for the velocity.

The stopping criterion for the GKB algorithm is a delayed lower bound estimate for the energy norm of the primal variable
(see Equation (17)). As such, GKB with a direct inner solver performs a few extra steps, achieving a higher accuracy than the
one required, here around 10−8.
Notice how the outer solver cannot achieve a higher accuracy than that of the inner solver. The outer solver stops reducing

the error even before reaching the same accuracy as the inner solver. Replacing the exact inner solver by a CG method with a
constant tolerance of 10−8 leads to a convergence process where the error norm eventually reaches a value just below the target
accuracy of 10−7 and does not decrease further. This highlights the fact that the inner solver does not need to be exact in order
to have GKB converge to the required solution. For this Poiseuille flow example, however, the inner solver must be least one
order of magnitude more precise than the outer one.
In the last case examined here, we want to see if early imprecise iterations can be compensated later by others having a higher

accuracy. This strategy of increasing accuracy has been found to work, e.g., in the case of the Newton method for nonlinear
problems? . We tested the case when the first two iterations of GKB use an inner solver with tolerance 10−3, with all the subse-
quent inner iterations employ a tolerance of 10−14. The resulting curve shows a convergence history rather similar to the case
where CG has a constant tolerance of 10−3. The outer process cannot reduce the error norm below 10−3, despite the fact that
the bulk of the iterations employ a high-accuracy inner solver. This is in correspondence with which was observed by Golub et
al.? for solving eigenvalue problems.
An interesting observation is that all the curves in Figure 3 overlap in their initial iterations, until they start straying from the

apparent profile, eventually leveling off. In Section 5, we analyze the causes leading to these particular behaviors and link them
to the accuracy of the inner solver.

5 PERTURBATION AND ERROR STUDY

In this section we describe how the error associated with the iterates of Algorithm 1 behaves if we use an iterative solver for the
systems involvingM−1.We can think of the approximate solutions of these inner systems as perturbed versions of those wewould
get when using a direct solver. The error is then characterized in terms of this perturbation and the implications motivate our
algorithmic strategies given in the subsequent sections. With this characterization, we can also explain the results in Section 4.
The use of an iterative inner solver directly affects the columns of the V matrix. In the following, V denotes the unperturbed

matrix, withEV being the associated perturbationmatrix. In particular, we are interested in theM norm of the individual columns
of EV, which gives us an idea of how far we are from the “ideal” columns of V.
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FIGURE 3 GKB convergence history for the IFISS Channel test case, depending on the CG tolerance (see legend). Y-axis:
Energy norm of the relative error for the velocity. Target GKB tolerance 10−7. Mixed precision: first two iterations 10−3, after-
wards 10−14. The final value for each case with CG is: 3 ⋅ 10−3 , 7 ⋅ 10−7 , 8 ⋅ 10−8 , 2 ⋅ 10−3 . Only the cases

and converge successfully, reducing the error norm below 10−7.

Changes in the v and q vectors also have an impact on their respective norms � and �, which shift away from the values
they would normally have with a direct inner solver. In turn, these changes propagate to the coefficients � used to update the
iterates u and p. Our observations concern the z vector, its perturbation ez and their effect on the error of the primal variable u
measured in theM norm. The entries of z change sign every iteration, but we will only consider them in absolute value, as it is
their magnitude which is important. In the following, we will denote perturbed quantities with a hat.

5.1 High initial accuracy followed by relaxation
In this subsection, we take a closer look at the interactions between the perturbation and the error. For us, perturbation is the
result of using an inexact inner solver and represents a quantity which can prevent the outer solver from reducing the error
below a certain value. The error itself needs to be precisely defined, as it may contain several components, each minimized by
a different process. Because we focus on the difference between the perturbed and the unperturbed GKB, sources of error that
affect both versions, such as the round-off error, are not included in the following discussion. According to the observations by
Jiránek and Rozložník, the accuracy of the outer solver depends primarily on that of the inner solver, since the perturbations
introduced by an iterative solver dominate those related to finite-precision arithmetic? . We take the exact solution u to be equal
to un, the n-th iterate of the unperturbed GKB with exact arithmetic.
At step k of the GKB, we have the error,

‖‖ek‖‖M = ‖‖ûk − u‖‖M , (22)
where ûk is the current approximate solution and u is the exact one. Both can be written as linear combinations of columns
from V with coefficients from z. Let ûk come from an inexact version of Algorithm 1, where the solution of the inner problem
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(a matrix-vector product withM−1) includes perturbations. The term u = Vnzn is available after n steps of Algorithm 1 in exact
arithmetic, without perturbations. We separate the first k terms, which have been computed, from the remaining (n − k).

‖‖ek‖‖2M = ‖‖ûk − u‖‖2M =
‖‖‖‖‖
(Vk + EV)(zk + ez) − [VkVn−k]

[
zk
zn−k

]‖‖‖‖‖

2

M

= ‖‖EVzk + EVez + Vkez − Vn−kzn−k‖‖2M
≤ ‖‖EVzk‖‖2M + ‖‖EVez‖‖2M + ‖‖ez‖‖22 + ‖‖zn−k‖‖22

(23)

In the last line, we have made use of theM-orthonormality of the V matrices.
In the case of a direct inner solver, we can leave out the perturbation terms, recovering the result ‖‖ek‖‖2M = ‖‖zn−k‖‖22 =

∑n
i=k+1 �

2
igiven by Arioli? . This is simply the error coming from approximating u (a linear combination of nM-orthogonal vectors) by uk

(a linear combination of only kM-orthogonal vectors). This term decreases as we perform more steps of Algorithm 1 (k→ n).
By truncating the sum∑n

i=k+1 �
2
i , we obtain a lower bound for the squared error.

The remaining three terms in Equation (23) include the perturbation coming from the inexact inner solution. Our goal is to
minimize the total number of iterations of the inner solver, so we are interested in knowing how large can these terms be allowed
to be, such that we still recover a final solution of the required accuracy. The answer is to keep them just below the final value
of the fourth one, ‖‖zn−k‖‖2, below the acceptable algebraic error. If they are larger, the final accuracy will suffer. If they are
significantly smaller, then our inner solver is unnecessarily precise and expensive.
The following observations rely on the behavior of the z vector. At each iteration, this vector gains an additional entry, while

leaving the previous ones unchanged. These entries form a (mostly) decreasing sequence and have a magnitude below 1 when
reaching the superlinear convergence phase. Unfortunately, we cannot yet provide a formal proof of these properties, but having
seen them consistently reappear in our numerical experiments encourages us to consider them for motivating our approach.
These properties appear in both cases, with and without perturbation.
The decrease in the entries of the coefficient vector used to build the approximation has also been observed and described

for other Krylov methods (see references? ? ? ). Their context is that of inexact matrix-vector products, which is another way of
viewing our case. The fact that new entries of z are simply appended to the old ones and that they are smaller than one is linked
to the particular construction specific to GKB.
Back to Equation (23), let us assume the perturbation at each iteration is constant, i.e. the M norm of each column of EV is

equal to the same constant. Then, the vector EVzk will be a linear combination of perturbation vectors with coefficients from
zk. Following our observations concerning the entries of zk, the first terms of the linear combination will be the dominant ones,
with later terms contributing less and less to the sum. If the perturbation of the first v has anM norm below our target accuracy,
the term ‖‖EVzk‖‖M will never contribute to the error. We can allow the M norm of the columns of EV to increase, knowing the
effect of the perturbation will be reduced by the entries of z, which are decreasing and less than one. The GKB solution can
be computed in a less expensive way, as long as the term ‖‖EVzk‖‖M is kept below our target accuracy. The perturbation should
initially be small, then allowed to increase proportionally to the decrease of the entries in z.
Next, we describe the terms including ez. Let the following define the perturbed entries of ẑ

�̂k = −�̂k−1
�̂k
�̂k
= −�̂k−1(

�k
�k
+ �k).

The term �k is the perturbation introduced at iteration k, coming from the shifted norms associated with qk and vk. This term
is then multiplied by �̂k−1 which, according to our empirical observations, decreases at (almost) every step. If we assume �k is
constant, the entries of ez decrease in magnitude and the norm ‖‖ez‖‖2 is mostly dominated by the first vector entry. The strategy
described for the term ‖‖EVzk‖‖M also keeps ‖‖ez‖‖2 small. We start with a perturbation norm below the target accuracy, to ensure
the quality of the final iterate. Gradually, we allow an increase in the perturbation norm proportional to the decrease of �̂k to
reduce the costs of the inner solver. Finally, since the vector ez decreases similarly to z, the term ‖‖EVez‖‖M can be described in
the same way as ‖‖EVzk‖‖M.We close this section by emphasizing the important role played by the first iterations and how the initial perturbations can
affect the accuracy of the solution. Notice that the perturbation terms included refer to all the k steps, not just the latest one.
Relaxation strategies that start with a low accuracy and gradually increase it are unlikely to work for GKB and other algorithms
with similar error minimization properties. Since the first vectors computed are the ones that contribute the most to reducing the
error, they should be determined as precisely as possible. Even if we follow a perturbed iteration exclusively by very accurate
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ones, this will not prevent the perturbation from being transmitted to all the subsequent vectors, and potentially be amplified by
multiplication withmatrices and floating-point error.With these observations inmind, we can understand the results in Section 4.
These findings are in line with those concerning other Kylov methods in the presence of inexactness (see Section 11 of the

survey by Simoncini and Szyld? and the references therein). GKB is not the only method which benefits from lowering the
accuracy of the inner process, and the reason why this is possible is linked to the decreasing entries of the coefficient vector.

6 RELAXATION STRATEGY CHOICES

We have seen in Section 5.1 that we can allow the perturbation norm to increase in a safe way, as long as the process is guided
by the decrease of |||�̂

|||. This means that we can adapt the tolerance of the inner solver, such that each call is increasingly cheaper,
without compromising the accuracy of the final GKB iterate. Then, at step k we can call the inner solver with a tolerance equal
to �∕f (� ). The scalar � represents a constant chosen as either the target accuracy for the final GKB solution, or something
stricter, to counteract possible losses coming from floating-point arithmetic. The function f is chosen based on the considerations
described below, with the goal of minimizing the number of inner iterations.
A similar relaxation strategy was used in a numerical study by Bouras and Frayssé? to control the magnitude of the perturba-

tion introduced by performing inexact matrix-vector products. They employ Krylov methods with a residual norm minimization
property, so the proposed criterion divides the target accuracy by the latest residual norm. In our case, because of the minimiza-
tion property in Equation (19), we need to use the error norm instead of the residual, since it is the only quantity which is strictly
decreasing. Due to the actual error norm being unknown, we rely on approximations found via � .
Considering the error characterization of the unperturbed process ‖‖ek‖‖2M =

∑n
i=k+1 �

2
i , we can approximate the error by

the first term of the sum, which is the dominant one. However, when starting iteration k we do not know �k+1, not even �k,
so we cannot choose a tolerance for the inner solver required to compute uk based on these. What we can do is predict these
values via extrapolation, using information from the known values �k−1 and �k−2. We know that in general �k

�k
= �k

�k−1
acts as

a local convergence factor for the |� | sequence. We approximate the one for step k by using the previous one �k−1
�k−2

. Then, we
can compute the prediction �̃k ∶= �k−1

�k−1
�k−2

. By squaring the local convergence factor, we get an approximation for �k+1 as
�̃k+1 ∶= �k−1

(
�k−1
�k−2

)2, which we can use to approximate ‖‖ek‖‖M and adapt the tolerance of the inner solver.
In practice, we only consider processes which include perturbation, and assume we have no knowledge of the unperturbed

values |� |. As such, for better readability, we drop the hat notation with the implicit convention that we are referring to values
which do include perturbation and use them in the extrapolation rule above.
For some isolated iterations, it is possible that ||�k|| ≥ ||�k−1||. This behavior is then amplified through extrapolation, potentially

leading to even larger values. In turn, this can cause an increase in the accuracy of the inner solver, following a stricter value
for the tolerance parameter �∕f (� ). In Section 5.1, we have shown that there is no benefit in increasing this accuracy. The new
perturbation would be smaller in norm, but the error ‖‖ek‖‖M would be dominated by the previous, larger perturbation. As such,
we propose computing several candidate values for the stopping tolerance of the inner solver, and choose the one with maximum
value. Since these are only scalar quantities, the associated computational effort is negligible, but the impact of a well-chosen
tolerance sequence can lead to significant savings in the total number of inner iterations. The candidate values are:

⎧⎪⎪⎨⎪⎪⎩

the value at the previous step,
�∕ ||�k−1|| ,
�∕ ||�̃k|| ,
�∕ ||�̃k+1|| .

(24)

To prevent a limitless growth of the tolerance parameter, we impose a maximum value of 0.1. All these choices are safe in
the sense that they do not lead to introduction of perturbations which prevent the outer solver from reaching the target accuracy.
We proceed by testing these relaxations strategies on the problem described in Section 3. The initial tolerance for CG is set

to � = 10−8, one order of magnitude more precise than the one set of GKB. As a baseline for comparison, we first keep the
tolerance constant, equal to �. Then, we introduce adaptivity using �∕ ||�k−1||. The third case changes the tolerance according to
�∕ ||�̃k+1||, the latter term being a predicted approximation of the current error. Finally, we employ a hybrid approach, where all
candidate values in Equation (24) are computed, but only the largest one is used. In the legends of the following plots, these four
cases are labeled Constant, Adaptive, Predicted, and Hybrid, respectively. To monitor GKB convergence, we track the
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FIGURE 4 Lower bound (Equation (17)) for the error norm associated with the GKB iterates versus the cumulative number of
inner CG iterationswhen solving the original problem fromSection 3. The parameter used in Optimal is 0.05. See Equations (25)
to (29) for the strategies denoted by the labels.

TABLE 1 Reduction of the total number of CG iterations. The CG tolerance is relaxed according to Equations (25) to (29). The
parameter in Optimal is 0.05.

CG tolerance Constant Adaptive Predicted Hybrid Optimal
CG iterations 6963 5115 4897 4873 4399
Savings % - 26.54 29.67 30.02 36.82

lower bound for the energy norm of the error corresponding to the primal variable given in Equation (17). For easy reference,
all the choices used and their respective labels are given below. We define � = 10−8.

(Constant) ∶ �, (25)
(Adaptive) ∶ �∕|�k−1|, (26)
(Predicted) ∶ �∕|�̃k+1|, (27)

(Hybrid) ∶ max
{
�∕|�k−1|, �∕|�̃k|, �∕|�̃k+1|, previous value} . (28)

(Optimal) ∶ �∕(parameter⋅|�k−1|), (29)
Only the last scenario above, Optimal, is left to explain. To see if the parameter-free choices can be improved, we run one

more case which includes adaptivity by using ||�k−1||, but also one constant parameter tuned experimentally. This is motivated
by the fact that the considerations leading to Equation (24) rely mostly on approximations and inequalities, which means we
have an over-estimate of the error. It may be possible to reduce the total number of iterations further, by including an (almost)
optimal, problem-dependent constant. The goal is to find a sequence of tolerance parameters with terms that are as large as
possible, while guaranteeing the accuracy of the final GKB iterate.
All the results are given in Table 1 and Figure 4. Hybrid offers the highest savings among the parameter-free choices (30%),

but Optimal, the test with the problem-dependent constant, reveals that we can still improve this performance by about 6%.
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FIGURE 5GKB convergence curves for the IFISS channel test case before and after spectral clustering. Y-axis: Energy norm of
the relative error for the velocity. Target GKB tolerance 10−7. Using the Least Squares Commutator preconditioner or deflation
of the smallest five spectral outliers.

6.1 Increasing the savings by working on a simplified problem
Considering the observations in Section 5.1 and the results plotted in Figure 4, we can significantly reduce the accuracy of the
inner solver only when the outer solver is in a superlinear convergence phase, when the |� | sequence decreases rapidly. How
much we can relax depends on the slope of the convergence curve. As such, to get the maximum reduction of the total number
of iterations, the problem needs to be simplified, such that the convergence curve is as steep as possible and has no plateau. It is
common to pair Krylov methods with other strategies, such as preconditioning, in order to improve their convergence behavior.
The literature on these kinds of approaches is rich? ? ? ? . The following tests quantify how beneficial is the interaction between
our proposed relaxation scheme and these other strategies.
It has been shown by Arioli and Orban that the GKB applied to the saddle-point system is equivalent to the CG algorithm

applied to the Schur complement equation? , Chapter 5. As such, the first step towards accelerating GKB is to consider the Schur
complement, defined as S ∶= ATM−1A, especially its spectrum. Ideally, a spectrum with tightly clustered values and no outliers
leads to rapid GKB convergence? . To get as close as possible to this clustering we use the following two methods to induce
positive changes in the spectrum: preconditioning with the Least Squares Commutator (LSC)? and eigenvalue deflation. Each
of them operates differently and leads to convergence curves with different traits.
In Figure 5, we plot the GKB convergence curve for each of these, using a direct inner solver. The LSC aligns the small values

in the spectrum with the main cluster and brings everything closer together. The corresponding GKB convergence curve has no
plateau and is much steeper than the curve for the unpreconditioned case. Using deflation, we remove the five smallest values
from the spectrum, which constitute outliers with the respect to the main cluster. The other values remain unchanged. As such,
its convergence curve no longer has the initial plateau, but is otherwise the same as in the original problem.
For both of these cases we apply the same strategies of relaxing the inner tolerance, to see how many total CG iterations we

can save. The rest of the set-up is identical to that described for Table 1. We tabulate the results in Tables 2 and 3 and plot them
in Figures 6 and 7. They highlight that the best parameter-free results are obtained when using Hybrid, which leads to savings
of about 50%, depending on the specific case. When comparing this parameter-free approach to Optimal, which includes an
experimental constant, we find that the hybrid approach can still be improved. Nonetheless, the difference in CG iterations
savings is not very high (up to 6%), which supports the idea that our proposed strategy is efficient in a general-use setting. An
additional observation pertaining to the plots is that even if convergence is relatively fast (Figure 6) or slow (Figure 7), the final
savings are still around 50%, as long as there is no plateau.
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FIGURE 6 Lower bound (Equation (17)) for the error norm associated with the GKB iterates versus the cumulative number
of inner CG iterations when solving the problem from Section 3. The problem includes preconditioning with the LSC. The
parameter used in Optimal is 0.007. See Equations (25) to (29) for the strategies denoted by the labels.

TABLE 2 Reduction of the total number of CG iterations after using the LSC preconditioner. The CG tolerance is relaxed
according to Equations (25) to (29). The parameter used in Optimal is 0.007.

CG tolerance Constant Adaptive Predicted Hybrid Optimal
CG iterations 2052 1301 1073 1046 919
Savings % - 36.60 47.71 49.03 55.21

TABLE 3 Reduction of the total number of CG iterations after using deflation. The CG tolerance is relaxed according to
Equations (25) to (29). The parameter used in Optimal is 0.09.

CG tolerance Constant Adaptive Predicted Hybrid Optimal
CG iterations 4830 2625 2416 2411 2110
Savings % - 45.65 49.98 50.08 56.31

7 GKBWITH THE AUGMENTED LAGRANGIAN APPROACH

The method of the AL has been used successfully to speed up the convergence of the GKB algorithm? , with this effect being
theoretically explained by Arioli et al.? . Maybe most striking is the potential to reach mesh-independent convergence, provided
that the augmentation parameter is large enough. Another use of the AL method is to transform the (1,1)-block of a saddle-point
system, sayW, from a positive semi-definite matrix to a positive definite one. However, this can happen only if the off-diagonal
block A is full rank or, more generally, if ker(W) ∩ ker(AT ) = {0}.
Let N ∈ ℝn×n be a symmetric, positive definite matrix. For a given symmetric, positive semi-definite matrix W ∈ ℝm×m, we

can transform it into a positive-definite one by
M ∶=W + AN−1AT . (30)

The upper right-hand side term g then becomes
g ∶= g + AN−1r. (31)

With these changes in place, we can proceed to using the GKB algorithm, as described in Section 2.
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FIGURE 7 Lower bound (Equation (17)) for the error norm associated with the GKB iterates versus the cumulative number
of inner CG iterations when solving the problem from Section 3. The problem includes deflation of the five smallest spectral
outliers. The parameter used in Optimal is 0.09. See Equations (25) to (29) for the strategies denoted by the labels.

TABLE 4 Reduction of the total number of CG iterations after using the AL (� = 1000). The CG tolerance is relaxed according
to Equations (25) to (29). The parameter used in Optimal is 0.005.

CG tolerance Constant Adaptive Predicted Hybrid Optimal
CG iterations 2601 1886 1707 1661 1647
Savings % - 27.49 34.37 36.14 36.68

Note that if the matrix W is already symmetric positive-definite, the transformation of the (1,1)-block is not necessary for
using the GKBmethod. However, the application of the AL approach does lead to a better conditioning of the Schur complement,
which significantly improves convergence speed? . As in Section 2, we chooseN = 1

�
I. There is as usual no free lunch: depending

on the conditioning of the matrix A and the magnitude of �, the AL can also degrade the conditioning of the M matrix as a
side-effect.
We test whether the augmentation interacts with the strategies we propose in Section 6, namely if we can still achieve about

50% savings in the total number of inner iterations. The strategies are applied when solving the problem described in Section 3
after an augmentation with a parameter � = 1000, with the results being given in Table 4 and plotted in Figure 8. Comparing the
percentage of iterations saved in this case to those obtained in Section 6, it is clear that, when combined with the AL method,
the strategy of variable inner tolerance does help reducing the total number of inner iterations, but by a lower percentage.
Since the AL method modifies the (1,1)-block of the saddle-point system, it changes the difficulty of the inner problem and

how many iterations the inner solver needs to perform. As such, a global comparison in terms of number of inner iterations,
among all the scenarios we studied (original, preconditioned, deflated, including the AL) is not fair unless the inner problem
has the same degree of difficulty for all the cases.
To verify the generality of our method, we also apply it in a different context than that described in Section 3. Let us consider

a Mixed Poisson problem. We solve the Poisson equation −Δu = f on the unit square (0, 1)2 using a mixed formulation. We
introduce the vector variable �⃗ = ∇u. Find (�⃗, u) ∈ Σ ×W such that

�⃗ − ∇u = 0 (32)
−div(�⃗) = f. (33)

where homogeneous Dirichlet boundary conditions are imposed for u at all walls. The forcing term f is random and uniformly
drawn in (0, 1). The discretization is done with a lowest order Raviart-Thomas space Σℎ ⊂ Σ, and a spaceW ℎ ⊂ W containing
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FIGURE 8 Lower bound (Equation (17)) for the error norm associated with the GKB iterates versus the cumulative number of
inner CG iterations when solving the problem from Section 3. The problem includes the AL (� = 1000). The parameter used in
Optimal is 0.005. See Equations (25) to (29) for the strategies denoted by the labels.

TABLE 5 Reduction of the total number of CG iterations after using the AL (� = 500) on the Mixed Poisson problem. The CG
tolerance is relaxed according to Equations (25) to (28).

CG tolerance Constant Adaptive Predicted Hybrid
CG iterations 10845 4680 4105 4225
Savings % - 56.84 62.15 61.04

piece-wise constant basis functions. We used the finite element package Firedrake2 coupled with a PETSc? ? ? implementation
of GKB 3, adapted to include dynamical relaxation, to produce the following numerical results. We used the implementation
provided by Firedrake4. The test case has 328 192 degrees of freedom, of which 197 120 are associated with the (1,1)-block.
The GKB delay parameter is set to 3. The augmentation parameter � is set to 500 and the tolerance for the GKB set to 10−5.
The results are presented in Figure 9. We confirm the results presented above with a reduction of over 60% in the total number
of inner CG iterations with respect to the constant accuracy set up.

8 CONCLUSIONS

We have studied the behavior of the GKB algorithm in the case where the inner problem, i.e. the solution of a linear system,
is performed iteratively. We have found that the inner solver does not need to be as precise as a direct one in order to achieve a
GKB solution of a predefined accuracy.
Furthermore, we have proposed algorithmic strategies that reduce the cost of the inner solver, quantified as the cumulative

number of inner iterations. This is possible by selecting criteria to change the stopping tolerance. To motivate these choices, we
have studied the perturbation generated by the inexact inner solver. The findings show that the perturbation introduced in early
iterations has a higher impact on the accuracy of the solution compared to later ones. We devised a dynamic way of adapting
the accuracy of the inner solver at each call to minimize its cost. The initial, high accuracy is gradually reduced, maintaining
the resulting perturbation under control.

2www.firedrakeproject.org
3https://petsc.org/release/docs/manualpages/PC/PCFIELDSPLIT.html#PCFIELDSPLIT
4https://www.firedrakeproject.org/demos/saddle_point_systems.py.html
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FIGURE 9 Lower bound (Equation (17)) for the error norm associated with the GKB iterates versus the cumulative number of
inner CG iterations when solving the Mixed Poisson problem. We also use the AL (� = 500). See Equations (25) to (28) for the
strategies denoted by the labels.

Our relaxation strategy is inexpensive, easy to implement, and has reduced the total number of inner iterations by 33-63% in
our tests. The experiments also show that including methods such as deflation, preconditioning and the augmented Lagrangian
has no negative impact and can lead to a higher percentage of savings. Another advantage is that our method does not rely on
additional parameters and is thus usable in a black-box fashion.
Acknowledgments
The authors thank Mario Arioli for many inspiring discussions and advice.

How to cite this article: V. Darrigrand, A. Dumitrasc, C. Kruse, and U. Rüde (2022), Inexact inner-outer Golub-Kahan
bidiagonalization method: a relaxation strategy, Numerical Linear Algebra with Applications, 2017;00:1–6.


