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Abstract

Analogical proportions are statements of the form $A : B :: C : D$ that are used to map similar relationships between two pairs of objects, $A$, $B$, and $C$, $D$. Analogies have long been a subject of research in the Natural Language Processing (NLP) community, where they have been applied to a variety of reasoning and classification tasks. Lately, machine and representation learning have shown to be useful for analogical reasoning. In this paper, we discuss the possibility of adapting the analogical framework to healthcare applications, in particular to medical decision support. We particularly hypothesize that as language representations help in analogical reasoning in NLP, patient representation learned from Electronic Health Records (EHRs) may help in healthcare. We define three different analogy based settings adapted to EHR data that we see as first steps to the development of analogical applications to this domain. We provide statistics on the first sets of analogies that we built from a publicly available dataset of EHRs, and report preliminary, but promising results to detect patient-stay analogies following our very first experimental setting.
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1. Introduction and motivation

An analogical proportion, or an analogy, is a relation between four objects $A$, $B$, $C$, and $D$ that is expressed as “$A$ is to $B$ as $C$ is to $D$” and formally denoted as $A : B :: C : D$. There are two main tasks associated with analogical proportions: analogy detection and analogy solving. Analogy detection corresponds to the task of deciding whether a quadruple $(A, B, C, D)$ is a valid analogy. Analogy solving corresponds to finding a fourth element $x$ so that $A : B :: C : x$ is a valid analogy. This can be done either by retrieving $x$ from a pool of candidates or by
generating $x$. Analogies have been extensively studied and applied to various Natural Language Processing (NLP) tasks \cite{1,2,3,4}. Object representations called embeddings are low-dimensional representations of high-dimensional vectors, which have been used to improve deep learning methodologies. Some of these embeddings learn precise representations and are able to detect differences between objects. As a result they can discriminate between valid and invalid analogical proportions and solve analogical equations.

In this paper, we explore the possibility to leverage the analogy framework to solve tasks relevant to the healthcare domain. We particularly consider using Electronic Health Records (EHRs) to learn patient representations, i.e., patient embeddings. We initiate the construction of sets of patient-based analogies using relationships existing between patient hospital stays from a publicly available set of EHRs. These health records consist of clinical and administrative data collected during patient hospital stays. Generally they are composed of structured (e.g., diagnostic codes, lab tests) and unstructured data (e.g., clinical notes, nursing reports, discharge summaries), either static (e.g., patient demographics) or temporal (e.g., vital signs).

EHRs have been secondary used to conduct epidemiological and observational studies. They have also been used as real word data to train predictive models \cite{5}. In particular, deep learning methods have become increasingly popular in medical informatics for general tasks such as predicting mortality, in-hospital readmission, diagnoses, etc. A key element for such tasks is to effectively convert patient data from the raw EHR format to embeddings that can be further processed \cite{6}. Representation learning thus consists of learning low-dimension feature representations from raw data. As EHR data are heterogeneous and complex, studies have shown that deep learning models are suited to encode complex EHR data to learn patient representations and that various architectures are suited to different biomedical tasks \cite{7,8,9,10,11,12}. For instance, Madhumita et al. \cite{13} used a stacked denoised autoencoder and a paragraph vector model to learn generalized patient representations directly from clinical notes. Si and Roberts \cite{14} utilized a three-level hierarchical attention-based recurrent neural network (HAN) with greedy segmentation to learn patient representation from clinical notes. Zhang et al. \cite{15} proposed 2 multi-modal neural network architectures to enhance patient representation learning by combining sequential unstructured notes with structured data.

Analogies have only been sporadically applied to healthcare. Nonetheless, analogical reasoning has been applied in clinical practice by physicians for diagnosis and prognosis, as a way of linking visible signs and symptoms to possible causes. Indeed, medical reasoning relies on observations of previous patients with similar signs and symptoms, who happened to have a certain disease. Several studies have investigated analogies in healthcare by applying various machine learning methods. For instance, Rather et al. \cite{16} used analogical proportions to identify hidden or unknown biomedical knowledge from free text resources. In their work, they defined analogies of the form “acetaminophen is a type of drug as diabetes’ is a type of disease.” Dynomant et al. \cite{17} used analogical proportions to compare embedding methods trained on a corpus of French health-related documents. Each analogical proportion aimed to verify if $(\text{Term}_1 - \text{Term}_2) + \text{Term}_3 \approx \text{Term}_4$, allowing to check if the similarity between the first two terms is similar to the one between Term 3 and Term 4.

In this paper, we describe an ongoing work on analogical inference in healthcare. We introduce three analogy based settings, where each setting aims to investigate specific biomedical tasks, namely identity, predictive, and generative tasks. In comparison with previous studies
we aim to build analogies based on patient-stay representations. One of the main contributions of our work is a framework to build sets of proportions for analogical inference in healthcare.

This paper is organized as follows. Section 2 provides a description of the MIMIC-III dataset. Section 3 defines our analogical settings and associated biomedical tasks, and justifies our task choices. Section 4 presents preliminary statistics of the analogical proportions built from MIMIC-III. Section 5 initiates a discussion addressing some analogical postulates that could be useful when generating our analogies. Section 6 illustrates the feasibility of our approach by providing preliminary results using one of our experimental settings. Section 7 discusses perspectives for future research.

2. Data description

We propose to use EHRs as a source of patient medical history data and aim to consider both its structured and unstructured data to define our analogies. In particular we experiment with a publicly available dataset of EHRs called MIMIC-III (Medical Information Mart for Intensive Care-III) [18]. MIMIC-III is a critical care database, developed by the Massachusetts Institute of Technology (MIT)’s Laboratory for Computational Physiology and distributed by PhysioNet [19]. It contains integrated, de-identified health-related data in accordance with Health Insurance Portability and Accountability Act (HIPAA). It contains data associated with all patients admitted to the ICU (Intensive Care Unit) of Beth Israel Deaconess Medical Center between 2001 and 2012. It contains various data, such as patient demographics, vital signs, lab test results, medications, hospital length of stay, survival, clinical notes, imaging reports and more, structured into 26 tables. Each patient-stay is associated with diagnosis codes, motivating the stay and procedures performed during the stay. It encompasses data of more than 40,000 ICU patients and more than 60,000 ICU stays. Table 1 shows statistics for the subgroups of adult patients (aged 18 and above) with at least 2 stays, which is the subset that we consider in the rest of the article.

The database contains a combination of structured and unstructured data and is accessible to researchers under a data use agreement, where users are required to follow a HIPAA training course demanded by the National Institutes of Health (NIH).

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients (total)</td>
<td>8,526</td>
</tr>
<tr>
<td>Gender, male (total)</td>
<td>4,818</td>
</tr>
<tr>
<td>Age (median, in years)</td>
<td>66.24</td>
</tr>
<tr>
<td>ICU stays (total)</td>
<td>23,345</td>
</tr>
<tr>
<td>Hospital stays (total)</td>
<td>19,709</td>
</tr>
<tr>
<td>ICU length of stay (median, in days)</td>
<td>2.33</td>
</tr>
<tr>
<td>Hospital length of stay (median, in days)</td>
<td>9.74</td>
</tr>
<tr>
<td>Clinical notes per stay (median)</td>
<td>18.0</td>
</tr>
</tbody>
</table>

Table 1
General statistics of the MIMIC-III EHR dataset, restricted to patients aged of 18 and above, with at least 2 stays.
3. Experimental settings and biomedical tasks

As we defined previously, an analogy is a 4-ary relation and is usually written as $A : B :: C : D$. In this paper, we define three analogy based settings and associated tasks that we are interested in investigating with EHR data. We name our three settings as follows: (i) Identity; (ii) Identity + Sequent; (iii) Identity + Directly Sequent. For these settings, we do not want to learn “full” patient representation, but patient-stay representations (i.e., learn a numeric vector representation of EHR data that belong to a single hospital stay) which we hope to be simpler.

**Identity**  In the first setting, we propose to build analogies of the form:

$$s_{t_1}^{i_1} : s_{t_2}^{i_2} :: s_{t_3}^{i_2} : s_{t_4}^{i_2}$$

where $s_{t}^{i}$ refers to the stay $t$ of patient $i$. Here, pairs of the analogy quadruples are made of two random stays belonging to the same patient. Since there is no constraint on the order of stays, $s_{t_1}^{i_1}$ can happen before $s_{t_2}^{i_2}$ or the inverse. Note that $i_1$ and $i_2$ could be the same patient, and that $t_1$ and $t_2$, or $t_3$ and $t_4$, could represent the same time stamp. Furthermore, $t_1$ and $t_3$ or $t_2$ and $t_4$ could be the same when $i_1 = i_2$ (but not when $i_1 \neq i_2$). In this setting we aim at investigating identity tasks, i.e., associating an unaffected sample of data to the patient it belongs. Note that this setting fits several data cleaning and data privacy related applications.

**Identity + Sequent** For this setting, we add a temporal constraint to analogies, as we force

$$s_{t_1}^{i_1} \ll s_{t_2}^{i_2}$$

where $\ll$ denotes temporal sequentiality between stays of a same patient, i.e., $s_{t_1}^{i_1}$ takes place after $s_{t_2}^{i_2}$ but not necessarily directly right after. We consider cases where $i_1 = i_2$. In this setting, we also define a relation named **diagnosis**, which forces $s_{t_1}^{i_1}$ and $s_{t_3}^{i_2}$ to have the same diagnosis. This relation provides more meaning to our analogies and gives us more medical insight into the relationship between our patients. For example, based on the different stays associated with a single patient we hope to see how a certain disease develops (similarly or differently) between two distinct patients.

**Identity + Directly Sequent** In this third setting, we make the temporal constraint more strict as we force the two stays of the same patient to be directly sequent (no other stay can exist in between). We note this constraint

$$s_{t_1}^{i_1} \prec s_{t_2}^{i_2}$$

The **diagnosis** relation is kept between $s_{t_1}^{i_1}$ and $s_{t_3}^{i_2}$, and cases where $i_1 = i_2$ are also considered. With these three settings, we aim at investigating the applicability of two tasks: analogy detection and analogy inference. For instance, given an analogy of the form $A : B :: C : x$, we can either propose potential values for an unknown stay $x$ (i.e., predictive task) or generate stays which would enrich our dataset with synthetic stays (i.e., generative task).
For the last two settings, we define additional settings by considering three levels of relaxation of the diagnosis constraint. It is satisfied either if both stays are associated with the very same primary diagnostic code (level 4) or in more relax settings, i.e., if both codes belong to the same level-3 or level-2 branch of the hierarchy of the ICD-9-CM (International Classification of Diseases, Ninth Revision, Clinical Modification) [20]. Statistical details on the influence of the constraints is discussed in the next section.

4. Preliminary statistics on MIMIC-III

We computed some preliminary statistics on MIMIC-III dataset to check how many analogical proportions can be formed for each of the three analogical settings and based on the three level diagnosis constraint as shown in Table 3. To form the analogies, we built tuples of each of the two stays that belong to a single patient \(i\). We kept only adult patients (aged 18 and above) that have at least two hospital stays. For our first setting, we define a valid analogy as a quadruple of four stays \((s_{i1}^{t1}, s_{i1}^{t2}, s_{i2}^{t3}, s_{i2}^{t4})\), where each pair of two stays belong to a single patient \(i\). Since we do not restrict the order of the stays for each of the pairs, our analogies were made of all the permutations of all the stays belonging to a patient.

For our second and third settings, we define a valid analogy to be a quadruple made of four stays \((s_{i1}^{t1}, s_{i1}^{t2}, s_{i2}^{t3}, s_{i2}^{t4})\), where each pair of two stays belong to a single patient \(i\) and \(s_{i1}^{t1}\) and \(s_{i2}^{t2}\) have the same diagnostic code. As an order constraint is introduced for these two settings, we had to make sure that \(s_{i1}^{t1}\) takes place before \(s_{i1}^{t2}\) and \(s_{i2}^{t3}\) takes place before \(s_{i2}^{t4}\). For the second setting, the stays do not necessarily happen directly right after, where other stays can exist in between. As for the third setting, one stay immediately follows the other, i.e., there is no other stay in between them.

For the diagnosis constraint, we referred to the ICD-9-CM, which is the standard nomenclature for assigning diagnosis codes to each hospital stay. Indeed, each stay has a unique primary diagnosis code and a set of secondary codes. Diagnostic codes are organized hierarchically as follows: (1) chapter, (2) block, (3) 3-digit category, and (4) full code. As an example, the diagnosis code 767.4 and its hierarchy are presented Table 2.

<table>
<thead>
<tr>
<th>Level</th>
<th>Level name</th>
<th>Example of code range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chapter</td>
<td>760–779</td>
</tr>
<tr>
<td>2</td>
<td>Block</td>
<td>764–779</td>
</tr>
<tr>
<td>3</td>
<td>3-digit category code</td>
<td>767</td>
</tr>
<tr>
<td>4</td>
<td>Full code</td>
<td>767.4</td>
</tr>
</tbody>
</table>

Table 2
Hierarchy of the ICD9-CM (International Classification of Disease, Ninth Revision, Clinical Modifications), with examples for the code 767.4 ("Injury to spine and spinal cord due to birth trauma").

The MIMIC-III dataset associates each stay with an ICD-9 code (i.e. full code). For the second and third analogical settings, we preprocessed our diagnosis codes in the following manner. We kept only the primary diagnostic code associated with each patient-stay. We filtered ICD-9 codes that appeared only once. For the second level and third level diagnosis settings, we
performed the same preprocessing except that we had to first convert the ICD-9 codes into their corresponding category and block formats.

Table 3 provides the number of valid analogies that can be formed with the defined settings. As shown, the number of analogies is the highest for the Identity setting, which could be explained as a result of the absence of constraint on both the order of stays and diagnosis. The more strict the order constraint is, the less the amount of valid analogies that could be formed. The diagnosis constraint also influences the number of analogies that could be generated. The number of analogies is the lowest for full code (level 4) settings, where less patients share the very same primary diagnosis code. In comparison, more patients can share a single diagnosis code in the category (level 3) and block (level 2) settings, where we observe the highest number of analogies in the block setting for both the second and third analogical settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>ICD Level</th>
<th>Analogies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>N/A</td>
<td>1,100,954,350</td>
</tr>
<tr>
<td>Identity + Sequent</td>
<td>4</td>
<td>648,169</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1,876,445</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3,243,699</td>
</tr>
<tr>
<td>Identity+Directly Sequent</td>
<td>4</td>
<td>545,892</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1,326,518</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2,780,507</td>
</tr>
</tbody>
</table>

Table 3
Number of valid analogies that can be generated from MIMIC-III, depending on the different settings and on the level of flexibility allowed on patient ICD diagnosis.

5. Properties of analogies for data augmentation

As we are interested in exploring different deep learning models, we would need large amounts of data to train them. To enlarge the training datasets, one may use analogy properties to generate more analogies in a process called data augmentation. Training our model on different equivalent forms of the same analogy could help reduce overfitting. Previous works [21, 2, 22] have defined postulates that proportional analogy should obey; some of which include the following:

- reflexivity: $A : B :: A : B$
- inner reflexivity: $A : A :: C : C$
- determinism: $A : A :: A : D \rightarrow D = A$
- symmetry: $A : B :: C : D \rightarrow C : D :: A : B$
- inner symmetry: $A : B :: C : D \rightarrow B : A :: D : C$
- central permutation: $A : B :: C : D \rightarrow A : C :: B : D$.

However, not all these postulates hold for all our settings. Based on the current definitions of our analogical settings, we can apply reflexivity for all the three settings. Inner reflexivity can
only be applied for the *Identity* setting. Adding this postulate for the second and third settings would require to loose our order constraint, which is inconsistent with the temporal aspect of predictive modeling. *Determinism* holds for all the settings. We include this postulate even if it produces trivial analogies. *Central permutation* can be applied on our analogies for the first setting only and in the very particular case when \(i_1 = i_2\). When \(i_1 \neq i_2\), *central permutation* cannot be applied to increase our dataset as it would enable to associate stays of distinct patients, which is inconsistent with the aim of the *Identity* setting. Concerning the second and third analogy settings, *central permutation* cannot be applied as it violates the order constraint in most cases. Note that *central permutation* can be applied for these two settings for cases when \(i_1 = i_2, t_2 \leq t_1, t_3 \leq t_4\), and the same diagnosis is associated to \(s_{t_1}^1\) and \(s_{t_2}^2\). *Inner symmetry* can be applied for the *Identity* setting, but it violates the order constraints for the other two settings. For all the three analogical settings, by applying *symmetry* to one valid analogy, we can increase the number of *valid* analogies as it does not violate any of the three constraints. In addition to valid forms, we can also consider *invalid* forms (i.e., that contradict some of the setting constraints or that cannot be inferred from the base cases using the allowed postulates) for classification purposes.

6. Preliminary experiments: error analyses in the Identity setting

We set up a preliminary experiment on the analogy detection task, addressing our *Identity* setting. Inspired by [3, 23], we consider a CNN classifier adapted to patient-stay, to determine whether a given \((A, B, C, D)\) constitutes a valid analogy. For the embedding model, we consider the Fusion CNN model developed by [15], which combines both structured and unstructured data to obtain patient-stay representations. For this very first experiment, we only consider structured data limited to demographics and admission-related information. For unstructured data, we group clinical notes associated with a hospital stay. We learn clinical note embeddings and concatenate them with static information following [15] to obtain our final patient-stay representations.

We considered hospital stays of 200 patients extracted randomly from MIMIC-III. We define a *valid analogy* as a quadruple of four stays \((s_{t_1}^{i_1}, s_{t_2}^{i_1}, s_{t_3}^{i_2}, s_{t_4}^{i_2})\), where each pair of two stays belong to a single patient \(i_j\). We do not define any order constraint for our stays; therefore, \(s_{t_1}^{i_1}\) can happen before \(s_{t_2}^{i_2}\). Quadruples where \(i_1 = i_2\) are also included in the dataset. To generate other valid analogies, we make use of all postulates in Section 5, except for *central permutation* that is only applied in the case when \(i_1 = i_2\). As *reflexivity* forces \(i_1 = i_2\), it cannot be applied in the cases where \(i_1 \neq i_2\). Accordingly, given a valid analogy \(A : B :: C : D\), we generate 8 additional valid analogies, namely, \(C : D :: A : B, D : C :: B : A, B : A :: D : C, A : A :: C : C, B : A :: C : D, A : B :: D : C, C : D :: B : A, D : C :: A : B\), and 2 invalid, namely, \(D : A :: B : C\) and \(A : C :: B : D\). When \(i_1 = i_2\), we generate one more valid analogy of the form \(A : B :: A : B\) and we consider invalid analogies as valid.

For training and evaluation, we split our dataset into 70% training set and 30% testing set, representing 939,638 analogies for training and 402,703 for testing. We randomly draw 50,000 analogies of each set (i.e., training and testing) when loading the data. Following the data augmentation procedure introduced before, given a valid analogy, we generate 9 valid analogies.
(i.e., positive examples) and 2 invalid analogies (i.e., negative examples) for cases when \( i_1 \neq i_2 \).

In contrast, we generate 12 valid analogies and no invalid analogies for cases when \( i_1 = i_2 \).

Based on this setting, we tend to generate more valid analogies than invalid ones. We trained our model on 10 epochs, with 3 random initializations to observe how the model behaves and how much it is able to learn. We only computed the accuracy and obtained \( 96.85 \pm 1.75 \) for valid analogies and \( 70.31 \pm 1.94 \) for invalid analogies. Our model performs the best for positive examples which can be explained as a result of the imbalance between valid and invalid examples in the training data. Nonetheless, these preliminary results seem to show that the model learns, to some extent, patient-stay identity relationships.

To gain a deeper insight on how our classification model works, we present four examples: one true positive, one false negative, one true negative, and one false positive. Patient ids in the examples below have been changed and dates have been shifted. We provide elements of interpretation to explain why our model correctly classifies some analogies and why in other cases it does not.

**Analysis of a true positive example.** We consider the stay \( s_{i_1}^{t_1} \) of patient 1249, who is a female, with 83yo, suffers from Measles keratitis, admitted twice before, and with 12 Radiology reports documenting this stay. The second stay \( s_{i_1}^{t_2} \) of the same patient 1249, but with 81yo, suffers from Pancreat cyst/pseudocyst, only admitted once before, and with 5 Radiology reports and 7 Nursing/Other reports. The stay \( s_{i_2}^{t_3} \) belongs to patient 4695, who is a female, 21yo, with Acute venous embolism and thrombosis of superficial veins of upper extremity, admitted 5 times before, and with 5 Radiology reports and 2 Nursing/Other reports. The stay \( s_{i_2}^{t_4} \) of the same patient 4695, but with 22yo, suffers from Hypertensive chronic kidney disease, admitted 8 times before, and with 5 Physician reports and 7 Nursing reports documenting this stay.

This example has been correctly classified as valid for all the 9 valid forms. As we do not introduce any order constraint for this setting, we can notice that for some forms like \( A : B :: C : D \) and \( A : B :: D : C \), \( s_{i_1}^{t_1} \) would take place before \( s_{i_1}^{t_2} \) in time. The model correctly classifies these analogy forms as valid.

**Analysis of a false negative example.** We consider the stays in this example to belong to the same patient 1109, who is a female. The stay \( s_{i_1}^{t_1} \) of patient 1109, with 25yo, suffers from Malignant essential hypertension, admitted 7 times before, and with 1 Radiology report and 2 Nursing/Other reports documenting this stay. The second stay \( s_{i_1}^{t_2} \) of patient 1109, but with 26yo, suffers from Hypertensive chronic kidney disease, admitted 4 times before, and with 8 Physician reports and 4 Nursing reports. The third stay \( s_{i_2}^{t_3} \) of patient 1109, but with 26yo, admitted once again for Hypertensive chronic kidney disease, admitted 3 times before, and with 3 Physician reports and 8 Nursing reports. The fourth stay \( s_{i_2}^{t_4} \) of patient 1109, with 27yo, suffers from Vascular complications of medical care, admitted 5 times before, and with 3 Physician reports and 9 Nursing reports.

As we mentioned above, for cases where \( i_1 = i_2 \), applying central permutation would also give us valid analogies. In this example, our model incorrectly classified the form of \( D : A :: B : C \) as invalid. As there were less analogies made of four stays that belong to the same patient included in our dataset, we noticed that our model is more likely to incorrectly classify these
analogies, particularly for invalid forms.

**Analysis of a true negative example.** We consider the stay \( s_{i_1}^{t_1} \) of patient 553, who is a male, with 23yo, suffers from Hypertensive chronic kidney disease, admitted 4 times before, and with 4 Physician reports and 8 Nursing reports documenting this stay. The stay \( s_{i_2}^{t_2} \) belongs to the same patient 553, but with 24yo, admitted once again for Hypertensive chronic kidney disease, admitted 6 times before, and with 6 Physician reports and 6 Nursing reports. The third stay \( s_{i_3}^{t_2} \) belongs to patient 2387, who is a male, with 52yo, with Unspecified disease of pericardium, admitted 7 times before, and with 2 Radiology reports and 2 Nursing/Other reports. The stay \( s_{i_4}^{t_3} \) belongs to the same patient 2387, but with 53yo, with Unspecified pleural effusion, admitted 9 times before, and with 8 Radiology reports and 4 Nursing/Other reports.

This analogy has been correctly classified as *invalid* for both invalid forms, \( D : A :: B : C \) and \( A : C :: B : D \).

**Analysis of a false positive example.** We consider the stay \( s_{i_1}^{t_1} \) of patient 2771, who is a male, with 71yo, suffers from Subendocardial infarction, admitted 16 times before, and with 9 Nursing/Other reports. The second stay \( s_{i_2}^{t_2} \) belongs to the same patient 2771, but with 70yo, suffers from Other pulmonary embolism and infarction, admitted 5 before, and with 1 Radiology report and 3 Nursing/Other reports. The stay \( s_{i_3}^{t_3} \) of patient 2222, who is a female, with 69yo, with Diverticulosis of colon with hemorrhage, admitted 9 times before, and with 2 Physician reports and 10 Nursing reports. The stay \( s_{i_4}^{t_4} \) belongs to the same patient 2222, but with 67yo, with Arterial embolism and thrombosis of lower extremity, admitted 5 times before, and with 3 Nursing/Other reports.

This analogy has been incorrectly classified as *valid* for the invalid form, \( A : C :: B : D \). We noticed that when the category of the clinical notes is similar between two hospital stays and when our hospital stays do not include a lot of clinical notes, our model seems to struggle to distinguish between the two hospital stays. \( s_{i_1}^{t_1} \) and \( s_{i_4}^{t_2} \) have the same number of Nursing/Other reports. Thus these reports may not contain enough information to help our model differentiate between these two stays. As a result, the model incorrectly matches these stays to the same patient.

**7. Conclusion**

In this paper we discussed an exploratory approach to investigate analogical inference in healthcare. We started by briefly surveying some related work that address different applications of analogical reasoning in different domains. We defined three analogical settings for different healthcare tasks, and discussed the motivation behind our settings. We also presented preliminary statistics of the sets of analogical proportions that we built from MIMIC-III. The main contribution of our work is the formalization of settings that are meaningful in healthcare, and that guide the process of building sets of analogies in healthcare. We discuss the pertinence of certain widely used postulates in this healthcare context. Lastly, we also illustrated the *Identity* setting on which we addressed a preliminary experiment on the analogy detection task. These first results pave the way to conducting further experiments on the other two settings, and to an
in depth analysis of the potential of coupling representation learning and analogical reasoning in healthcare.
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