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We describe an approximate dynamic programming (ADP) approach to compute approximations of the

optimal strategies and of the minimal losses that can be guaranteed in discounted repeated games with

vector-valued losses. Among other applications, such vector-valued games prominently arise in the analysis

of worst-case regret in repeated decision-making in unknown environments, also known as the adversarial

online learning framework. At the core of our approach is a characterization of the lower Pareto frontier

of the set of expected losses that a player can guarantee in these games as the unique fixed point of a

set-valued dynamic programming operator. When applied to the problem of worst-case regret minimization

with discounted losses, our approach yields algorithms that achieve markedly improved performance bounds

compared to off-the-shelf online learning algorithms like Hedge. These results thus suggest the significant

potential of ADP-based approaches in adversarial online learning.

Key words : Vector Repeated Games, Online learning, Approximate Dynamic Programming

1. Introduction.

In several decision-making scenarios in uncertain and potentially adversarial environments, a

decision-maker cares about multiple objectives at the same time. For example, in defense opera-

tions, an agent might be interested in simultaneously defending multiple targets against an enemy.

In repeated decision-making in an unknown environment, an agent may want to perform as well

in hindsight as every policy in a given class of policies. In asymmetric information games where a
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player lacks some information that other players have, a natural goal for the player is to choose a

strategy that gives appropriate worst-case guarantees simultaneously across the different underlying

possibilities (e.g., countries lacking knowledge about the arsenal and defense technologies possessed

by other countries). One can model many such scenarios as a vector-valued sequential game between

the agent and an adversary.

In this paper, we analyze a simple class of such sequential games: two-player repeated games with

vector-valued losses. These are two-player games in which a single-stage, simultaneous-move game

with actions that result in vector-valued losses to one player is repeated many times. The player that

incurs these losses wants to minimize them while the adversary wants to maximize them; however,

since the losses are multi-dimensional, the relative importance of the different components matters

in the choice of a good strategy for the minimizing player.

Focusing on the case where the losses are discounted over time, we describe an approximate

dynamic programming (ADP) approach to calculate the best bounds on the losses that a payer

can guarantee simultaneously in all the components. Formally, our approach approximates the lower

Pareto frontier of the set of all points b 2 RK (where K is the dimension of the loss vector), such

that the loss-minimizing player can guarantee that the expected losses in the game are contained in

the lower corner set {x 2RK : x b}.1 We characterize this optimal Pareto frontier as the unique

fixed point of a set-valued dynamic programming (DP) operator. Using this characterization, we

propose two computational schemes to derive good policies. The first scheme computes simple finite-

state controllers that approximately achieve different points on the optimal frontier but becomes

prohibitive for larger values of K. The second scheme addresses such higher-dimensional settings at

the cost of loss in optimality. We discuss two applications of our results.

Application to worst-case regret minimization. The main application that motivates our

study is the problem of worst-case regret minimization in repeated decision-making in unknown

1 An extension to general convex polytopes of the form {x2RK :Ax b} follows by considering games with appro-

priate linear transformations of the vector losses. The corresponding results in the single-dimensional case, i.e., where

Ax2R (i.e., K = 1), are well-known and we review them in Section EC.9.1 in the Online Appendix.
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environments. The motivating problem is described as follows. A decision-maker, Alice, faces a

fixed decision-making problem over a finite set of actions every day (e.g., which stocks to invest

in, or which investment planning experts’ advice to follow). However, the losses corresponding to

each action on each day are a priori unknown and revealed only after the decision is taken. One

possible way to design a decision-making algorithm in such settings is to assume that an adversary

chooses the losses corresponding to these actions to maximize Alice’s loss. This results in a zero-sum

game between Alice and the adversary, in which Alice wants to choose a randomized strategy that

minimizes her worst-case expected loss over the actions chosen by the adversary. Such a design

approach, however, results in overly pessimistic decision-making algorithms. For example, if Alice

has two actions, 1 and 2, and the adversary is assumed to be constrained to give a loss of 1 to one

action and 0 to the other,2 then the minimax optimal strategy for Alice is to pick either of the actions

with equal probability each day since any bias towards a particular action will be exploited by the

adversary. However, while such a static strategy is optimized against a fully adversarial environment,

it fails to exploit the possibility that the environment may not be fully adversarial; indeed, few

decision-making environments are. Perhaps action 1 may turn out to be the one that consistently

leads to lower losses, which a smarter algorithm could have realized over time and exploited that

knowledge by cautiously increasing the probability of choosing that action. The worst-case optimal

algorithm fails to exploit such information, leading to Alice regretting her choices in hindsight.

Addressing this issue, the worst-case regret minimization framework proposes a way to design

algorithms that adaptively learn to play well against an unknown adversary. The way it does so is

by changing the objective of the decision-maker and the adversary: instead of minimizing her worst-

case loss, Alice designs an algorithm that minimizes her worst-case “regret,” which is the incremental

loss relative to the loss of the best fixed action that could have been chosen in hindsight against

the sequence of losses chosen by the adversary. The adversary, in turn, is assumed to maximize this

2 The constraint on the adversary’s space of actions can result from certain side-information that Alice has about the

environment. E.g., it may be known that two experts always give opposite advice.
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regret rather than maximizing Alice’s loss. Thus, if the environment turns out to be “nicer,” e.g.,

one action consistently leads to a lower loss, then a regret minimizing algorithm would learn that

over time and choose that action with a higher probability to keep the regret low.

Due to its practical applicability as an effective decision-making paradigm in unknown environ-

ments, the theory of worst-case regret minimization, also known as adversarial online learning,

has been extensively developed in the literature [18, 26, 44]. Algorithms are known that achieve

an O(1/
p

T ) average regret with high probability over a fixed horizon T in the worst-case over

sequences of losses that can be chosen by the adversary. In the infinite-horizon case with losses dis-

counted over time by a factor � 2 (0,1), similar algorithms achieve an expected discounted average

regret of O(
p

1� �) as � ! 1 in the worst-case. Such algorithms are called no-regret algorithms,

since, remarkably, the worst-case average regret vanishes as T ! 1 or as � ! 1. While these algo-

rithms have good asymptotic performance in these regimes, the performance of such algorithms

can be far from optimal for a fixed T or �. Our present work addresses this shortcoming: we show

that our approach to designing near-optimal strategies for discounted repeated games with vector

losses can be used to construct near-optimal algorithms for worst-case regret minimization in such

fixed-parameter settings, assuming that the losses chosen by the adversary lie in a finite set.

As an illustration, we use our approach to compute near-optimal algorithms for the well-known

problem of prediction using expert advice with binary, discounted losses, and 2 experts [16]. We show

that these algorithms achieve lower regret guarantees than those achieved by existing benchmark

policies in adversarial online learning, including the well-known Hedge algorithm (also known as the

exponentially weighted average forecaster [16]). To the best of our knowledge, this is the first class

of provably near-optimal algorithms for this setting. We also numerically evaluate our scheme for

designing good policies for regret minimization in higher-dimensional settings, where we continue to

find that these policies achieve lower regret guarantees compared to Hedge. Our results thus suggest

the significant potential in using ADP approaches to designing effective adversarial online learning

algorithms.
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Application to repeated games with incomplete information. Finally, we note that our

results also have applications to other problems where the theory of repeated games with vector-

valued losses is applicable. In Section EC.10 in the Online Appendix, we discuss the application of our

results to the well-known model of discounted repeated games with incomplete information on one

side due to Aumann and Maschler [8]. In particular, our results yield the first known characterization

of the optimal policy for the uninformed player in this model.

1.1. Organization of the paper

The paper is organized as follows. We first discuss related literature in Section 2. In Section 3, we

formally introduce the model of repeated games with vector-values losses and define the objective of

characterizing the set of losses that can be guaranteed by a player. We also discuss the connection

of the problem to adversarial online learning. In Section 4, we introduce the set-valued dynamic

programming approach for characterizing the optimal guarantees and the corresponding optimal

strategies. In Section 5, we present an approximation procedure to design near-optimal policies

based on our characterization. Section 6 discusses a procedure to design good policies in higher-

dimensional settings. Section 7 presents a numerical evaluation of the algorithms resulting from

our approach in the context of regret minimization. We discuss the limitations of our approach in

Section 8 and conclude the paper. The proofs of all our results are presented in Section EC.1 in the

Online Appendix.

2. Related literature

Our results contribute to several streams of related literature as we discuss below.

Repeated games with vector losses. Blackwell [14] pioneered the study of two-player vector-

valued repeated games under the long-run average loss criterion. He described necessary and suffi-

cient conditions for any convex set of loss vectors to be approachable by a player, which means that

there exists a strategy for the player that ensures that the long-run average loss approaches this set

almost surely regardless of the adversary’s actions. He also defined an adaptive randomized strategy
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that ensures this. Further, he proved the following remarkable minimax theorem: any convex set is

either approachable by the player or is excludable by the adversary, which means that the adversary

has a strategy that guarantees that the long-run average loss remains outside this set almost surely.

These initial results established the now well known “approachability” framework to analyze these

games.

Approachability theory has developed significantly over the years; see [41] or [32] for a survey.

Necessary and sufficient conditions for approachability of general sets have been established in

[47]. [50] considers a weaker notion called “weak approachability” and it is shown that every set is

either weakly approachable or weakly excludable. There have also been several extensions of this

framework beyond the setting of repeated games with finite action spaces, e.g., to stochastic games

[36], to repeated games with payoffs in infinite-dimensional spaces [33], to repeated games with

partial monitoring [40, 39, 42], etc.

Despite these advances in our understanding of vector repeated games, the characterization and

computation of loss vectors that can be guaranteed in expectation under the discounted loss criterion

and the strategies that achieve these guarantees has remained a significant gap. Discounting of losses

over time has natural interpretations in practice, e.g., it may capture a low-risk rate of return on

investment. Hence, the closing of this gap in our work has significant practical ramifications.

Set-valued dynamic programming. A well-known use of set-valued dynamic programs in the

context of dynamic games is due to Abreu, Pearce, and Stacchetti [2, 3]. They characterize the set of

pure strategy subgame-perfect equilibrium payoffs in non-zero sum repeated games with imperfect

monitoring as the fixed point of a set-valued DP operator. Although we have a similar fixed point

characterization of the optimal Pareto frontier, there are important differences in the machinery

involved in iterative computation of this fixed point. Our ADP approach and related error bounds

critically rely on the new metric that we define on the space of Pareto frontiers of convex and

compact sets and on the fact that our DP operator is a contraction in this metric. On the other hand,

their iterative computation scheme relies on the monotonicity of the DP operator;3 and because

3 A set-valued operator B is monotone if A✓A0 implies that B(A)✓B(A0) [3]
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they don’t define a metric space, they do not obtain error bounds. Moreover, theirs is an exact

scheme akin to value iteration in DP [13] and implementing it in practice would require defining

appropriate set-approximations that are finitely parameterized. Our carefully defined polytopic set

approximation scheme squarely addresses this issue in our setting.

For the use of dynamic programming in zero-sum dynamic games, one can refer to the classic

paper by Shapley [45] on stochastic games. For a general theory of dynamic programming in control

problems and Markov decision processes (MDPs), see [12, 13, 43].

Regret minimization in repeated games. The first study of regret minimization in repeated

games dates back to the pioneering work of Hannan [25], who introduced the notion of regret

optimality in repeated games and proposed the earliest known no-regret algorithm. Since then,

numerous other such algorithms have been proposed, particularly for the problem of prediction

using expert advice, see [34, 51, 17, 23], one particularly well-known class being the Multiplicative

Weights update class of algorithms. Regret minimization with discounted losses has been considered

before in [18, 20, 41]. Other settings with limited feedback have been considered, most notably the

multi-armed bandit setting [6, 16]. Stronger notions of regret such as internal regret, have also been

studied [22, 19, 15, 48]. [18] offers a fairly comprehensive survey of the literature.

The results on exact regret minimization are few. In an early work, Cover [21] gave the optimal

algorithm for the problem of prediction using expert advice over any finite horizon T , for the case of

2 experts, and where the losses are {0,1}. Recently, [24] extended the result to the case of 3 experts

for both the finite horizon and geometrically distributed random horizon problems. [10] further

extended these results to characterize the optimal scaling of the regret for the case of 4 experts in

the geometric horizon model in the regime where the stopping probability approaches 0. In general,

the direct dynamic programming approach proposed by [24] for this problem has a complexity that

is exponential in the number of experts. Characterizing the optimal scaling of regret and defining

a polynomial-time scheme to compute an asymptotically optimal algorithm for the general K > 4

experts problem in this setting remains an interesting open problem.
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Although a geometric time horizon model appears to be an interpretation of the infinite horizon

model with discounted losses that we consider, the two problem formulations define regret differently

and thus lead to different optimal regrets and algorithms. Moreover, our formulation presents new

computational challenges that are absent in the formulation of [24] and a significantly different

approach is necessary to obtain similar guarantees. We discuss this distinction in detail in Section

EC.6 in the Online Appendix.

[1] considers a related problem, where a gambler places bets from a finite budget repeatedly on

a fixed menu of events, the outcomes of which are adversarially chosen from {0,1} (you win or

you lose), and characterizes the minimax optimal strategies for the gambler and the adversary. [35]

considers a similar repeated decision-making problem where an adversary is restricted to pick loss

vectors (i.e., a loss for each action of the decision-maker in a stage) from a set of basis vectors,

and characterizes the minimax optimal strategy for the decision-maker under both, a fixed and an

unknown horizon. Most of the approaches in these works are specific to their settings and exploit

the assumptions on the structure of the loss vectors. But if the loss vectors are arbitrary, these

approaches are difficult to generalize and it is generally recognized that characterizing the optimal

regret and algorithm is difficult [35]. The idea of characterizing the Pareto Frontier of all achievable

regrets with respect to different actions has been explored in [28], again in the specific context of

prediction with expert advice with 2 experts and {0,1} losses, and for the finite time horizon problem

without discounting. We, on the other hand, consider regret minimization in arbitrary repeated

games, and moreover, with losses that are discounted over time. Characterizing and computing the

optimal policies in this setting necessitates the development of the new machinery of a contractive

set-valued dynamic programming operator and its approximation.

Finally, all of the above examples deal with games with finite action spaces, which is the setting

that we are concerned with. But there are many works that consider exact minimax optimality in

repeated games with general action sets, with specific types of loss functions; see [29, 9, 30] and

references therein.
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3. Model.

For the remainder of the paper, 1 and 0 denote the vector of ones and zeros, respectively, in RK .

Consider a two-player vector-valued game G defined by an action set A = {1, · · · , l} for player 1,

who is the decision-maker and whom we will call Alice, and the action set B = {1, · · · ,m} for player

2 who is the adversary and whom we will call Bob. For each pair of actions a 2 A and b 2 B, Alice

incurs a vector-valued loss r(a, b) 2RK .

The game G is played repeatedly in stages t = 1,2,3, · · · , T . Let GT denote this T -stage repeated

game. In each stage t, both Alice and Bob simultaneously pick their actions at and bt respectively,

and Alice bears the vector of losses r(at, bt). Fix a discount factor � 2 [0,1). Then the vector of total

discounted losses is defined as:
TX

t=1

�
t�1r(at, bt) =

✓ TX

t=1

�
t�1

rk(at, bt); k = 1, · · · ,K

◆
. (1)

An adaptive randomized strategy ⇡A for Alice specifies for each stage t, a mapping from the set of

observations till stage t, i.e., Ht = (a1, b1, · · · , at�1, bt�1), to a probability distribution on the action

set A, denoted by �(A). Let ⇧A be the set of all such strategies of Alice. Similarly, let ⇧B be the

set of all adaptive randomized strategies for Bob. For a pair of strategies ⇡A and ⇡B, the expected

discounted loss on component k in the repeated game is given by:

R
T
k (⇡A,⇡B) = E⇡A,⇡B

 TX

t=1

�
t�1

rk(at, bt)

�
, (2)

where the expectation is over the randomness in the strategies ⇡A and ⇡B. Alice would like to

minimize her loss in every component k. However, reducing the loss in one dimension typically

implies increasing the loss in another dimension. For instance, consider the situation of protecting

two different targets against attacks: devoting more resources to protect one target makes the

other more vulnerable. Accordingly, it is important to characterize the set of best possible tradeoffs

between the different dimensions of the loss.

Consider a fixed strategy ⇡A 2⇧A. If Alice plays this strategy, then irrespective of the strategy

chosen by Bob, Alice guarantees that the long term expected vector loss is no larger than
✓

max
⇡k
B2⇧B

R
T
k (⇡A,⇡

k
B); k = 1, · · · ,K

◆
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along each dimension. Let the set of all such simultaneous upper bounds that correspond to all the

strategies ⇡A 2⇧A be defined as:

WT ,
⇢✓

max
⇡k
B2⇧B

R
T
k (⇡A,⇡

k
B); k = 1, · · · ,K

◆
: ⇡A 2⇧A

�
. (3)

Then characterizing the best possible tradeoffs across the different dimensions amounts to finding

the minimal points in the set W, i.e., its lower Pareto frontier, which is the set

VT ,⇤(WT ), {x2WT : 8x0 2WT \ {x}, 9k s.t. xk < x
0
k}, (4)

since all other points are strictly sub-optimal. Our goal in this paper is to characterize and approxi-

mate the set V1 that can be achieved in the infinite horizon game G1 and compute approximately

optimal strategies for Alice in ⇧A that approximately guarantee different points in it.

3.1. Application to adversarial online learning

As an application of our model and objective, we now describe how they lead to the solution to the

problem of regret minimization in repeated games in the framework of adversarial online learning.

This conclusion follows from the transformation of the regret minimization problem into a vector-

valued repeated game that we describe below.

We first define the problem of regret minimization in repeated games. Let G be a two-player game

with l actions A = {1, . . . , l} for Alice (the decision-maker), who is assumed to be the minimizer,

and m actions B = {1, . . . ,m} for Bob (the adversary), in keeping with the previous notation. For

each pair of actions a 2 A and b 2 B, the corresponding loss for Alice is L(a, b) 2R.

The game G is played repeatedly for T stages t = 1,2, · · · , T . In each stage, both Alice and Bob

simultaneously pick their actions at 2 A and bt 2 B and Alice incurs the corresponding loss L(at, bt).

The loss of the repeated game is defined to be the total discounted loss given by
PT

t=1 �
t�1

L(at, bt),

where � 2 (0,1). We define the total discounted regret of Alice as:

TX

t=1

�
t�1

L(at, bt) � min
a2A

TX

t=1

�
t�1

L(a, bt), (5)
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which is the difference between her actual discounted loss and the loss corresponding to the single

best action that could have been chosen against the sequence of actions chosen by Bob in hindsight.

Alice chooses an adaptive randomized strategy ⇡A 2⇧A. Bob is assumed to choose a deterministic

oblivious strategy, i.e., his choice is simply a sequence of actions b= (b1, b2, b3, · · · , bT ) 2 B
T chosen

before the start of the game.4 Alice’s problem of minimizing her worst-case expected discounted

regret is defined as:

min
⇡A2⇧A

max
b2BT

E⇡A

 TX

t=1

�
t�1

L(at, bt) � min
a2A

TX

t=1

�
t�1

L(a, bt)

�

= min
⇡A2⇧A

max
b2BT

max
a2A

E⇡A

 TX

t=1

�
t�1(L(at, bt) � L(a, bt))

�
(6a)

(a)
= min

⇡A2⇧A

max
⇡B2⇧B

max
a2A

E⇡A,⇡B

 TX

t=1

�
t�1(L(at, bt) � L(a, bt))

��
. (6b)

Equality (a) says that in problem (6a), there is no loss to Alice if Bob is allowed to choose any

adaptive randomized strategy ⇡B 2⇧B instead of restricting him to choosing a deterministic obliv-

ious strategy. This is because one can show that Alice’s optimal strategy in problem (6a) need not

depend on her own past actions; see Lemma 2 and Theorem 3 below. Hence, strategies in ⇧B are not

more powerful than those in B
T against the optimal strategy of Alice. The problem (6b) is called

the problem of minimizing the pseudo-regret in the online learning literature (see Chapter 3 in [16]).

As we saw, it is equivalent to minimizing the expected regret when the adversary is restricted to

B
T .

Now the connection to our original vector-valued repeated game is straightforward. Define a

vector-valued game G, in which, for a pair of actions a 2 A and b 2 B, the vector of losses is r(a, b)

with K = l components (recall that |A| = l), where rk(a, b) = L(a, b) � L(k, b). rk(a, b) is the single-

stage additional loss that Alice bears by choosing action a instead of action k, when Bob chooses b:

referred to as the “single-stage regret” with respect to action k.

4 A deterministic, oblivious adversary is a standard assumption in regret-minimization literature [6, 16, 18]. This

makes sense when “nature” is modeled as an adversary in an application, which would be the case for instance in

weather forecasting. Also see Chapter 3 in [16] for a discussion of different adversary models and their implications

on different definitions of regret.
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Defining the set WT as in (3) for the repeated game GT , it is clear that the minimax optimal

regret can be written as:

min
⇡A2⇧A

max
⇡B2⇧B

max
a2A

E⇡A

 TX

t=1

�
t�1(L(at, bt) � L(a, bt))

�
= min

x2WT
max

k
xk.

Hence, to compute the minimax optimal regret, it suffices to compute WT . In fact, it suffices to

compute its lower Pareto frontier VT , and the strategies that achieve this frontier, since all other

points are strictly sub-optimal.

4. Set-valued dynamic programming.

We first present an informal description of our approach. Let V0 = {0}, i.e., the singleton set con-

taining only the zero vector in RK . We can show that one can obtain the set VT+1 from the set

VT , by decomposing Alice’s strategy in GT+1 into a strategy for the 1st stage, and a continuation

strategy for the remainder of the game from stage 2 onwards as a function of the action chosen by

both the players in the 1st stage. The inductive argument results from the fact that the minimal

guarantees that she can guarantee from stage 2 onwards are exactly the set VT . Suppose that at

the start of GT+1, Alice fixes the following plan for the entire game: she will play a mixed strategy

↵ 2�(A) in stage 1. Then depending on her realized action a and Bob’s action b, from stage 2

onwards she will play a continuation strategy that achieves the upper-bound R(a, b) 2VT (she will

choose one such point R(a, b) for every a 2 A and b 2 B). Note that it is strictly sub-optimal for

Alice to choose any points outside VT from stage 2 onwards. Now this plan for the entire game GT+1

gives Alice the following simultaneous upper bounds on the expected losses on the K dimensions:

✓
max
b2B

X

a2A

↵a

⇥
rk(a, b) + �Rk(a, b)

⇤
;k = 1, · · · ,K

◆
.

By varying the choice of ↵ and the map R(a, b) we can obtain the set of all the simultaneous upper

bounds that Alice can achieve in the (T + 1)-stage game. The lower Pareto frontier of this set is

exactly VT+1. Thus there is an operator �, such that

VT+1 =�(VT )
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for any T � 0. In what follows, we will show that this operator is a contraction in the space of lower

Pareto frontiers of compact and convex sets, with an appropriately defined metric. This space is

shown to be complete, and thus the sequence VT converges in the metric to a set V⇤, which is the

unique fixed point of this operator �. As one would guess, this V⇤ is indeed the set V1 of minimal

simultaneous upper bounds that Alice can achieve in the infinitely repeated game G1.

The rest of this section formalizes these arguments. We will begin the formal presentation of our

results by first defining the space of Pareto frontiers that we will be working with.

4.1. A space of Pareto frontiers in [0,1]K

We work with the following basic definitions.

Definition 1. (a) Let u,v 2RK . We say that u� v if uk  vk for all k. Also, we say that u� v if

u� v and u 6= v. For some ✏ � 0 if u� v+ ✏1, we say that v ✏-dominates u. If ✏ = 0, we simply say

that v dominates u.

(b) A Pareto frontier in [0,1]K is a subset V of [0,1]K such that no v 2V is dominated by another

element of V.

(c) For two Pareto Frontiers U and V, we say that V ✏-dominates U if for every point v 2V, there

is a point u2U that it ✏-dominates. If ✏ = 0, then we simply say that V dominates U.

(d) The lower Pareto frontier (or simply Pareto frontier) of S ⇢ [0,1]K , denoted by ⇤(S), is the

set of elements of S that do not dominate any another element of S.

The Pareto frontier of a set may be empty, as is certainly the case when the set is open. But one

can show that the Pareto frontier of a non-empty compact set is always non-empty.

Lemma 1. Suppose that S is a non-empty compact subset of RK
. Then ⇤(S) is non-empty.

Since compactness is equivalent to a set being closed and bounded in Euclidean spaces, any closed

subset of [0,1]K has a non-empty Pareto frontier. We next define the upset of a set, illustrated in

Figure 1.
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Definition 2. Let A be a subset of B ✓ RK . The upset of A in B is defined as up(A) = {x 2 B |

xk � yk for all k, for some y 2A}, i.e., up(A) is the set of all points in B that dominate some point

in A. Equivalently, up(A) = {x2B | x= y+v, for some y 2A and v ⌫ 0}.

For a subset of [0,1]K , we will refer to its upset in [0,1]K as simply its upset. It is immediate

that the upset of a closed and convex subset of [0,1]K is closed and convex. We define the following

space of Pareto frontiers.

Definition 3. F is the space of Pareto frontiers in [0,1]K whose upset is closed and convex.

It is easy to show that F can be equivalently defined as the space of lower Pareto frontiers of

closed and convex subsets of [0,1]K .5 We will now define a metric on this space. We first recall the

definition of Hausdorff distance induced by the L1 norm.

Definition 4. Let A and B be two subsets of RK . The Hausdorff distance h(A,B) between the

two sets is defined as

h(A,B) = max{sup
x2A

inf
y2B

||x�y||1, sup
y2B

inf
x2A

||x�y||1}.

The Hausdorff distance defines a metric on the space of non-empty closed subsets of [0,1]K , and

further, this space is compact and hence complete in this metric [27]. On the other hand, it only

defines a pseudometric on space of all non-empty subsets of [0,1]K . Now, a possible straightforward

metric on the space F could be the one defined by the Hausdorff distance. But, as we discuss in

Section EC.2 in the Online Appendix, if K > 2, then a Pareto frontier in F may not be closed, and

hence the Hausdorff distance at best defines a pseudometric on F. Moreover, even this pseudometric

is not appropriate for our purposes as demonstrated by the following example.

Example: Consider a sequence of Pareto frontiers (Vn)n2N where Vn is the union of the line segment

joining (0,1) and (1/n,1/n), and the segment joining (1/n,1/n) and (1,0), as depicted in Figure 2.

5 One direction is clear since a Pareto frontier in F is the lower Pareto frontier of its upset, which is closed and convex.

The other direction follows from the observation that the upset of the lower Pareto frontier of a set is the upset of

the set itself and the upset of a closed and convex set is closed and convex.
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Then we would like this sequence of frontiers to converge to the Pareto frontier defined by the

singleton set {(0,0)}, but the Hausdorff distance between Vn and {(0,0)} doesn’t vanish as n ! 1.

Under the Hausdorff metric, the sequence (Vn)n2N converges to the union of the line segment joining

(0,1) and (0,0), and the segment joining (0,0) and (1,0), which is not in F.

up(V)

Figure 1 A Pareto frontier V and its upset

up(V) in [0,1]2.

(", $)

($, ")

($/', $/')

(", ")

Vn

Figure 2 Approximations of (1� �)V⇤ for different �

values with corresponding errors.

It is thus clear that we need to define a different metric on F. We now proceed to define one with

the desired properties. We define the distance between two Pareto frontiers in F as the Hausdorff

distance between their upsets.6

Definition 5. For two Pareto frontiers U and V in F, we define the distance d(U,V) between them

as d(U,V), h(up(U), up(V)).

We can then show that d is a metric on F, and F is compact in the metric d. The latter essentially

follows from the compactness of the space of closed subsets of [0,1]K in the Hausdorff metric. It

also immediately follows that F is complete.

Proposition 1. a) d is a metric on F.

b) Let
�
Vn

�
n2N be a sequence in F. Then there is a subsequence

�
Vnk

�
k2N and a V 2 F such that

d(Vnk
,V) ! 0.

6 Since the upsets of the sets in F are compact, the sup and the inf in the definition of the Hausdorff distance can be

replaced by min and max respectively.
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In the proof, it becomes clear that d induces these properties not just on F, but also on the more

general space of Pareto frontiers in [0,1]K whose upset is closed (though not necessarily convex).

Finally, we end this section by presenting another way of defining the same metric d on F.

Definition 6. For two Pareto frontiers V and U in F, define

e(U,V), inf{✏ � 0 : 8 u2U, 9v 2V s.t. v � u+ ✏1}. (7)

In other words, e(U,V) is the smallest ✏ � 0 such that U ✏-dominates V (note that e is not a

symmetric distance).7 We can then show the following.

Proposition 2. For any two Pareto frontiers V and U in F,

d(U,V) = max(e(U,V), e(V,U))

This means that the distance d between two frontiers V and U is less than or equal to ✏ if both U

and V ✏-dominate each other. This way of defining d is attractive since it does not require defining

upsets of the Pareto frontiers as we do in Definition 5.

4.2. Dynamic programming operator and the existence of a fixed point.

By scaling and shifting the losses, we assume without loss of generality that rk(a, b) 2 [0,1 � �] for

all (a, b, k). Accordingly, the total discounted rewards of the game take values in [0,1] irrespective

of the time horizon. Now, for any set S✓ [0,1]K , define the following operator  that maps S to a

subset of RK :

 (S) =

⇢✓
max
b2B

X

a2A

↵a

⇥
rk(a, b) + �Rk(a, b)

⇤
; k = 1, · · · ,K

◆
:↵2�(A), R(a, b) 2 S 8a 2 A, b 2 B

�
.

(8)

This operator can be interpreted as follows. Assuming that S is the set of vectors of simultaneous

upper bounds on expected losses that Alice can ensure in GT ,  (S) is the set of vectors of simul-

taneous upper bounds on expected losses that she can ensure in GT+1. If S is convex then  (S) is

not necessarily convex as we demonstrate in the following example.
7 The inf in the definition can be replaced by a min since e(U,V) can be equivalently defined as inf{✏ � 0 : 8 u 2

up(U), 9v 2 up(V) s.t. v� u+ ✏1}, and up(U) and up(V) are compact sets for any U,V2 F.



Kamble, Loiseau, and Walrand: An ADP Approach to Repeated Games with Vector Losses
17

(", $)

($, ")

($, ")

(&, $)

'

$

' $

Figure 3 A game with vector losses.
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Figure 4 Construction of the set  (S) where S =

{(0,0)}, for the game shown in Figure 3.

Example: Consider the game depicted in Figure 3. Suppose that S = {(0,0)}, which is convex.

Then for any discount factor � and any (↵,1� ↵) where ↵ 2 [0,1], one obtains the guarantee:

u(↵) = (max(2(1� ↵),2↵ + 4(1� ↵)),max(2↵,2(1� ↵))).

This is depicted in Figure 4. Thus, by varying ↵, we find that the set  (S) is the union of the line

segment joining points (2,2) and (3,1) and the segment joining the points (3,1) and (4,2). Clearly,

this set is not convex.

Despite the fact that the operator  does not preserve convexity, we can nevertheless show that

if V is a Pareto frontier in F (which means that it is the Pareto frontier of a convex and closed set),

then the Pareto frontier of  (V) is also in F (observe that in the example above, the Pareto frontier

of  ({(0,0)}) is the line segment joining points (2,2) and (3,1)). Further, we can also show that if

V 2 F is the set of vectors of simultaneous upper bounds on expected losses that Alice can ensure

in GT , then in any optimal plan for Alice in GT+1, the continuation strategy from stage 2 onwards

need not depend on her own action in stage 1.

Lemma 2. Let V2F. Then:

1. ⇤( (V)) 2F.

2. Any point u in ⇤( (V)) is of the form:

u=

✓
max
b2B

X

a2A

↵ark(a, b) + �Qk(b)

�
; k = 1, · · · ,K

◆
.

where Q(b) 2V for all b 2 B.
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We next define the following dynamic programming operator � on F.

Definition 7. (Dynamic programming operator) For V2F, we define �(V) =⇤( (V)).

From Lemma 2, we know that �(V) 2F whenever V2F. Next, we claim that � is a contraction in

the metric d.

Lemma 3. e(�(U),�(V))  �e(U,V), and hence d(�(U),�(V))  �d(U,V).

Finally, the completeness of F and the fact that � is a contraction in d directly implies the

following result as a consequence of the Banach fixed point theorem [37].

Theorem 1. For any V2F, the sequence (An =�n(V))n2N converges in the metric d to the Pareto

frontier V⇤ 2F, which is the unique fixed point of the operator �, i.e., the unique solution of �(V) =

V.

We can then show that V⇤ is indeed the optimal set V1 that we are looking for.

Theorem 2. V1 =V⇤
.

4.3. Optimal strategies: existence and structure.

For a Pareto frontier V2F, one can define a one-to-one function from some compact parameter set

P to V. Such a function parameterizes the Pareto frontier. We present one such parameterization

that will be used later in our approximation procedure. Define the set

P,[K
k=1{(p1, · · · , pk�1,0, pk, · · · , pK�1); pr 2 [0,1] for all r = 1, · · · ,K � 1}.

P is thus the union of K, K � 1 dimensional faces of the hypercube [0,1]K , where each face is

obtained by pinning the value along one dimension to 0. For instance for K = 2, we have P =

[0,1]⇥{0}[{0}⇥ [0,1], i.e., the union of the line segment joining (0,0) and (0,1), and the segment

joining (0,0) and (1,0). Now consider the function F :P⇥F !RK , where we define,

F(p,V) = argmin
x

t (9)
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s.t. x= t1+p, t 2R,

x⌫ u, u2V.

F(p,V) is essentially the component-wise smallest point of intersection of the line x = t1+ p (for

a fixed p) with the upset of V in [0,2]K . In R2, this is simply the family of lines y = x + p
0 where

p
0 = p2 � p1, for p

0 2 [�1,1] (see Figure 5).

(", $)

($, ")(", ") (&, ")

(", &)

F (p0
, V)

y = x + p
0

V

Figure 5 Parameterization of V.

Then for a given V, the function F(.,V) :P! up(V) defines a map such that for every point u on

V, there is a unique p2P that maps only to that point. This is the p such that the line x= t1+p

intersects V at u (if the line intersects V at two or more points, then one of those points is dominated

by the other(s), which is a contradiction). Note that for some values of p, the line x= t1+p may

not intersect V, but it will definitely intersect the upset of V in [0,2]K , which is why in (9), we

optimize over x that dominate u2V, rather than directly optimizing over u2V.

We can now express the DP operator in the form of such a parametrization. Assume that V⇤ is

such that V⇤ =�(V⇤). Then for p 2 P, one can choose ↵(p) 2�(A) and q(b,p) 2 P for each b 2 B

such that for k 2 {1, · · · ,K},

Fk(p,V⇤) = max
b2B

{
X

a2A

↵a(p)rk(a, b) + �Fk(q(b,p),V⇤)}. (10)

Then we have the following result.



Kamble, Loiseau, and Walrand: An ADP Approach to Repeated Games with Vector Losses
20

Theorem 3. For any p1 2 P, the upper bound F(p1,V
⇤) 2 V⇤

on losses is guaranteed by Alice in

the infinite horizon game by first choosing action a1 2 A with probability ↵a1(p1). Then if Bob

chooses an action b1 2 B, the optimal guarantees to choose from the second step onwards are then

�F(p2,V
⇤) in �V⇤

, where p2 = q(b1,p1), which can be guaranteed by Alice by choosing action a2 2 A

with probability ↵a2(p2), and so on.

This implies that P can be thought of as a compact state space for the strategy. In the remainder

of the paper, however, we will refer to these states as modes to distinguish them from the classical

notion of an exogenously defined state in, e.g., Markov decision processes. Each mode is associated

with an immediate optimal randomized action and a transition rule that depends on the observed

action of Bob. In order to attain a point in V⇤, Alice starts with the corresponding mode, plays the

associated randomized action, transitions into another mode depending on Bob’s observed action

as dictated by the rule, then plays the randomized action associated with the new mode, and so on.

In particular, the strategy does not depend on the past actions of Alice and it depends on the past

actions of Bob only through this information state, i.e., the mode, that Alice keeps track of. It is

interesting to note that unlike in stochastic games or Markov decision processes (MDPs) [43], the

state transitions are not exogenously defined but they are endogenously specified by the dynamic

programming operator.

5. Approximation.

In general, except for simple examples (such an example is presented in Section EC.8 in the Online

Appendix), it is difficult to analytically compute V⇤ and the optimal strategies {(↵(p), q(b,p)) : p2

P} that satisfy (10) by simply using the fixed point relation. Hence, we now propose an approximate

dynamic programming procedure to approximate the optimal Pareto frontier and devise approxi-

mately optimal strategies. In order to do so, we first define an appropriate finitely parameterized

approximation of any Pareto frontier where one gets an increasingly finer approximation as the size

of the parameter space increases.
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Consider the following approximation scheme for a Pareto frontier V 2 F. For a fixed positive

integer N , define the set

PN = [K
k=1{(p1, · · · , pk�1,0, pk, · · · , pK�1); pr 2 {0,

1

N
,

2

N
, · · · ,

N � 1

N
,1} 8 r = 1, · · · ,K � 1}. (11)

In words, PN is obtained by approximating each of the K, K � 1 dimensional faces in P by a

uniformly distributed grid of (N + 1)K�1 points. The number of distinct points in this set is

H(K,N), (N + 1)K � N
K

. (12)

Next, define the approximation operator to be

�N(V) =⇤

✓
ch

✓�
F(p,V) : p2PN

 ◆◆
, (13)

where F(p,V) was defined in (9). Here ch denotes the closed convex hull of a set. Thus �N(V) 2F

is the Lower Pareto frontier of a convex polytope, and it has at most H(K,N) vertices, where each

vertex is the point of intersection of the line x= t1+p with the upset of V for some p 2 PN . The

following approximation guarantee is instrumental in driving our results.

Proposition 3. Consider a V2F. Then

e(�N(V),V) = 0 and e(V,�N(V))  1

N
,

and hence

d(V,�N(V))  1

N
.

Next, we can express the compound operator �N �� via a set of explicit optimization problems

as in (9), that only take V as input:

F(p,�(V)) = argmin
x

t (14)

s.t. x= t1+p, t 2R,

x⌫
X

a2A

↵ar(a, b) + �Q(b) 8 b 2 B,
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↵2�(A), Q(b) 2V 8 b 2 B.

If V2F is the lower Pareto frontier of a convex polytope, then this is a linear program, and further

�N ��(V) is also the lower Pareto frontier of a convex polytope. We then we have the following

result.

Proposition 4. Let G0 = {0} and let Gn = (�N ��)n(G0). Then

e(Gn,V⇤)  �
n

and e(V⇤
,Gn)  1

N

✓
1� �

n

1� �

◆
+ �

n
. (15)

And thus

d(V⇤
,Gn)  1

N

✓
1� �

n

1� �

◆
+ �

n
.

Hence for any ✏, there is a pair (N,n) such that d(V⇤
,Gn)  ✏. This result implies an iterative

procedure for approximating V⇤ by successively applying the compound operator �N �� to G0, by

solving the linear program in (14) for each p2PN at each step. Since Gn is a lower Pareto frontier

of a convex polytope, with at most H(K,N) vertices for each n, the size of these linear programs

remain the same throughout. More details on solving these programs can be found in Section EC.3

in the Online Appendix.

The fact that e(Gn,V⇤)  �
n implies that Gn �

n-dominates V⇤ for all n, and thus the optimal

upper bounds in V⇤ cannot be larger than in Gn + �
n1. Thus as n gets larger, the set Gn + �

n1

approaches V⇤ “from above,” and in the limit, ends up within a 1/(N(1� �)) distance of V⇤.

5.1. Extracting an approximately optimal strategy.

From Gn, one can also extract an approximately optimal strategy ⇡n in the infinite horizon game.

Suppose ↵⇤(p) and Q⇤(b,p) for b 2 B are the optimal values that solve the program (14) to com-

pute F(p,�(Gn)) for different p2PN . Then these define an approximately optimal strategy in the

following class:

Definition 8. A H(K,N)�mode stationary strategy ⇡ is a mapping from each p2PN to the pair

1. ↵(p) 2�(A), and
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2.
✓
q1(b,p), · · · ,qK(b,p), z(b,p)

◆
, where for all b 2 B, qk(b,p) 2 PN for all k = 1, · · · ,K and

z(b,p) 2�K .

Here, �K is the unit simplex in RK . The interpretation is as follows. One starts with some initial

mode, i.e., a value of p 2 PN . Then at any step, if the current mode is p, then Alice first chooses

action a 2 A with probability ↵a(p). Then if Bob plays action b 2 B, Alice samples the new mode

to be qk(b,p) with probability zk(b,p) for each k, and after having sampled a new mode, plays

accordingly thereafter.

Now, ↵⇤(p) defines ↵(p) in ⇡n, and
✓
q1(b,p), · · · ,qK(b,p), z(b,p)

◆
are defined such that they

satisfy

Q⇤(b, p) =
KX

k0=1

zk0(b,p)F(qk0(b,p),Gn). (16)

These
✓
q1(b,p), · · · ,qK(b,p), z(b,p)

◆
are directly obtained as the output of the linear program;

see Section EC.3 in the Online Appendix. The interpretation is as follows. If V is the lower Pareto

frontier of a convex polytope with each vertex lying on the line x= t1+p for some p2PN , Q⇤(b,p)

for each b 2 B that results from solving (14) will lie on one of the faces of this Pareto frontier. Thus

Q⇤(b,p) can be expressed as a convex combination of (at most K) extreme points of the face as

expressed in (16).

Let V⇡n be the corresponding Pareto frontier that is attained by the strategy ⇡n (each point on

this frontier is guaranteed by choosing different possible initial randomizations over the H(K,N)

modes). In Section EC.4 in the Online Appendix, we discuss how this “policy evaluation” can be

performed by solving a linear program. Simply from the definition of V⇤ as the optimal frontier, we

know that V⇡n dominates V⇤, i.e., e(V⇡n ,V⇤) = 0. But we can further show the following.

Proposition 5.

d(V⇡n ,V⇤)  1

N

✓
1� �

n

1� �

◆
+ 2�

n +
1

N

✓
2� �

n � �
n+1

(1� �)2

◆
. (17)

Thus, an approximately optimal strategy can be obtained by choosing an appropriate (N,n).
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Remark 1. For a fixed (N,n), in order to approximate the optimal frontier, the procedure needs

to solve nH(K,N) linear programs to give the corresponding error bound in Proposition 4. In our

implementation described in Section EC.3 in the Online Appendix, each linear program is composed

of mH(K,N) + l + 1 variables and Km + K + 1 constraints. One can focus on two terms in the

approximation error separately: the first term is the quantization error, which is bounded by 1
N(1��)

,

and the second is the iteration error, which is bounded by �
n. The second term is benign since it

decays exponentially in n. The first term is dominant and requires N = 1
(1��)✏

to achieve an error

of ✏. To find an ✏-optimal strategy, we require N ⇡ 1
(1��)2✏

. Thus, for fixed values of � not too close

to 1, the N required to obtain a good approximation isn’t too large. The main concern, however, is

that H(K,N) grows exponentially in the dimension K, and hence the computation is expected to

be prohibitive when K is large. In Section 6 below, we propose and evaluate a heuristic approach

to get around this difficulty at the cost of loss in optimality.

6. Optimal finite-mode policies for larger K.

In this section, we propose a different approach to designing good policies with a small number

of modes in settings where K is large when the computation of near-optimal policies discussed in

Section 5 becomes prohibitive.

In order to design a good policy with a small number of modes, the modes must be carefully

chosen. The following natural question guides our approach in this section: given an instance of a

vector repeated game with discounted losses and a finite budget of modes, how do we design the

“best” stationary policy within this budget? The first step is to specify what we mean by “best.”

Motivated by our goal of regret minimization in repeated decision making, we aim to minimize the

losses along the ray {x= t1; t 2R}, i.e., we wish to minimize t such that the losses on all dimensions

are guaranteed to be at most t, irrespective of the actions of the adversary.

Let such a policy start from mode 0, and let v0 2 {x= t1; t 2R} denote vector of losses guaranteed

by this policy starting from mode 0, where we wish to minimize v0. Let there be M additional

modes allowed by our budget, denoted by i = 1, · · · ,M , making a total of M + 1 modes. Let M
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denote the set of all modes. Let vi be the vector of losses guaranteed by the policy starting from

mode i. Associated with each mode i = 0, · · · ,M , let ↵i 2�(A) denote the probability distribution

over immediate actions and let (zi(b) 2�(M); b 2 B) denote the randomized transition rule to other

modes as a function of the adversary’s action. Then the problem of minimizing v0 can be written

as the following optimization problem.

min
↵,z,v,t

t (18a)

s.t. v0 = t1, t 2R, (18b)

vi ⌫
X

a2A

↵i,ar(a, b) + �

X

j2M

zi,j(b)vj, for all b 2 B and i 2M. (18c)

↵i 2�(A), zi(b) 2�(M); for all b 2 B and i 2M. (18d)

Here, the objective and (18b) express the fact that we are minimizing losses along the said ray.

Equation (18c) captures the Bellman one-step optimality conditions, which express the fact that

the vector guarantees (vi) are feasible under the stationary policy that associates ↵ and z with the

different modes (see also Section EC.4 in the Online Appendix).

The optimization problem defined above is a quadratically constrained linear program (QCLP)

due to the bilinear constraints in (18c), which is known to be non-convex. The size of the problem

grows as O(KMm), which has a significantly milder dependence on K compared to the approxi-

mation approach of Section 5. Although this problem is non-convex, a wide range of optimization

algorithms has been developed over the years that efficiently solve even large-scale instances of such

programs to local optimality. For example, in a similar spirit as in our case, such QCLPs arise in the

context of finding optimal finite-state controllers in partially observable Markov decision processes

(POMDPs). Numerical solutions to these QCLPs have been shown to yield significantly better poli-

cies than those obtained via other heuristic approaches [4, 5]. In our case, we analogously find that

in our numerical evaluations in the context of regret minimization discussed in Section 7.2, the

solutions to our QCLP define finite-mode online learning algorithms that provide guarantees that

are significantly better than those provided by Hedge.
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7. Numerical experiments.

In this section, we present a numerical evaluation of our approaches discussed in Sections 5 and 6

in the context of adversarial online learning.

7.1. Designing near-optimal strategies for expert selection with binary losses.

First, we illustrate our approximation scheme discussed in Section 5 by applying it to the well-known

problem of regret minimization in expert selection with binary losses. We design, to the best of

our knowledge, the first-known provably near-optimal algorithms for the case of K = 2 experts and

discounted losses, and show that these algorithms guarantee significantly smaller upper bounds on

the regret than existing algorithms in adversarial online learning.

The problem of expert selection with binary losses is described as follows. There are K experts

who give Alice recommendations for a decision-making task: say predicting which route will be the

quickest to commute to work the next day. On each day, Alice decides to act on the recommendation

made by one of the experts. The experts’ recommendations may be correct or wrong, and if Alice

acts on an incorrect recommendation, she bears a loss of 1; otherwise, she does not incur any loss.

Each day, any set of experts may be correct while others are wrong. We omit the possibilities that

all experts are correct or all experts are wrong, since it is wasteful for the adversary to choose

these options. For K = 2, this model can be represented by the matrix shown in Figure 6. The rows

correspond to the choice made by Alice and the columns correspond to the different possibilities for

the outcomes on each day. The matrix of single-stage regrets, in this case, is shown in Figure 7.

Expert	1

) *

) +

+ )Expert	2

Figure 6 Possible loss scenarios with K = 2

experts.

Expert	1

) *

(,, )) (,, −))

(−), ,) (), ,)Expert	2

Figure 7 Single-stage regret w.r.t. Expert 1 & 2.
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Figure 9 Upper bounds on the optimal average

discounted regret achieved by the dif-

ferent policies plotted as a function of

the discount factor �. Also plotted is

the theoretical lower bound on regret.

In this case, since K is small, the optimal frontier of regrets can be efficiently computed with high

accuracy.

Figure 8 shows the computed approximately optimal Pareto frontiers of regret for a range of

values of �. (N,n) is chosen in each case so that the error in the approximation of (1 � �)V⇤(�)

(i.e., the optimal Pareto frontier of average discounted regrets) is at most 0.06 (Proposition 4). The

lower and upper bounds on the discounted average optimal regret are plotted in Figure 9; the lower

bounds result from our theoretical guarantees in Proposition 4, and the upper bounds result from

the evaluation of our policies as shown in Section EC.4 in the Online Appendix.

In the figure, we also plot the theoretical upper bound on regret guaranteed by two other policies:

(a) the well-known exponentially weighted average forecaster, also known as “Hedge,” and (b) the

optimal algorithm given by Gravin, Peres and Sivan [24] (which we will refer to as GPS) for the 2-

experts problem with a geometrically distributed time horizon.8 Hedge guarantees an upper bound

of
p

logK(1� �)/(2(1+ �)) on the expected average discounted regret for the K experts problem,

which is the best known bound for this problem [18]. Hedge is defined in Section EC.5.1 in the Online

8 This model and its relation to our model of discounted losses is discussed in Section EC.6 in the Online Appendix.
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Appendix. For the 2-experts problem, GPS guarantees an upper bound of (1/2)⇥
p

(1� �)/(1+ �)

on the expected average discounted regret (see Footnote 10 in the Online Appendix). The GPS

algorithm is presented in Section EC.5.2 in the Online Appendix. Both these algorithms achieve

significantly higher upper bounds on the regret than those guaranteed by our policies. Additionally,

in Section EC.7 in the Online Appendix, for � = 0.8, we design an adversary that induces both Hedge

and GPS to exceed the upper bound on the regret guaranteed by our policies, thereby demonstrating

their sub-optimality.

7.2. Numerical evaluation of optimal finite-mode policies

In this section, we test the approach discussed in Section 6 for designing optimal finite-mode policies

in higher-dimensional settings. We consider a set of randomly generated repeated decision-making

instances with l = 10 actions for the decision-maker and m = 10 actions for the adversary. Each

instance is generated by drawing losses corresponding to each pair of actions uniformly in the set

[0,1]. We generate 100 such instances. In each instance, the corresponding vector-valued game of

single-stage regrets has losses with K = l = 10 dimensions for each pair of actions. Each dimension

tracks the additional regret relative to playing each of the l = 10 actions. We choose M = 10, resulting

in a budget of M + 1 = 11 modes. We consider � 2 {0.8,0.9}. We use the open-source nonlinear

optimization software APOPT available via Gekko, a Python package and server for optimization

[11], to solve our QCLP.

In Figure 10, we plot the empirical cumulative distribution function (c.d.f.) of the ratio of the

upper bound guaranteed by our 11-mode stationary policy resulting from the solution of the QCLP

and that guaranteed by Hedge, across the 100 instances, for � 2 {0.8,0.9}. The mean ratio and its

standard error are presented in the legend. When losses are in [0, a], the optimally tuned Hedge

algorithm guarantees an average discounted regret of a⇥
p

logK(1� �)/(2(1+ �)); thus the regret

upper bound guaranteed by Hedge in each of our instances depends on the maximal loss that the

decision-maker can incur in that instance. We find that in all instances and both the settings,



Kamble, Loiseau, and Walrand: An ADP Approach to Repeated Games with Vector Losses
29

Figure 10 The empirical c.d.f. of the ratio of the

upper bounds guaranteed by our 11-

mode policy and by Hedge across 100

instances.

Figure 11 The empirical c.d.f. of the ratio of

the average losses incurred by our 11-

mode policy and by Hedge across 100

instances, against 1000 randomly gen-

erated adversary action sequences.

the upper bound on the regret guaranteed by our 11-mode stationary policy is smaller than that

guaranteed by Hedge.

Additionally, for each of the 100 instances, we compare the empirical performance of our 11-

mode stationary policy and of Hedge against a set of 1000 sequences of adversary’s actions chosen

uniformly at random (for T = 50). The empirical c.d.f. of the ratio of average losses incurred by our

11-mode policy and by Hedge across the 100 instances is presented in Figure 11. The mean ratio

and its standard error are presented in the legend. We observe that our algorithms yield better

empirical performance than Hedge across almost all instances in the two settings.

We thus conclude that even though our finite-mode policy is expected to only crudely leverage

detailed information about the instance, it can potentially lead to algorithms with significantly

better performance than off-the-shelf algorithms in adversarial online learning.

8. Discussion and conclusion.

We presented a novel approximate dynamic programming approach to approximate the set of min-

imal guarantees that a player can achieve in a discounted repeated game with vector losses and

finite action sets. We showed that this optimal set is the fixed point of a contractive dynamic pro-

gramming operator and it is the Pareto frontier of a convex and closed set. We also established
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the structure of the optimal strategies that achieve the different points on this set. We then pro-

posed an iterative procedure to approximately compute this set and also find approximately optimal

strategies. The main motivating application of this machinery is to the problem of regret mini-

mization in repeated games within the framework of adversarial online learning. We illustrated our

approach by designing provably approximately optimal strategies for prediction using expert advice

with binary losses, for K = 2 experts. In the process, we demonstrated the suboptimality of well-

known off-the-shelf adversarial online learning algorithms. Although our approximation approach

can become computationally intensive in higher dimensions, we proposed and tested an approach

to design well-performing finite-mode policies in such cases based on a QCLP formulation of the

problem of finding the optimal stationary strategy with a finite budget of modes. We showed that

such policies can result in better performance guarantees compared to existing adversarial online

learning algorithms.

It is important to note that adversarial online learning algorithms like Hedge are able to deal

with more general adversaries that inflict arbitrary losses lying in a bounded, continuous set, e.g., in

[0,1]. This power comes at the cost of relatively conservative guarantees on the regret. A drawback

of our approach is that we cannot explicitly handle continuous action spaces for the adversary; this

is indeed an interesting and important direction for future research. The application of our current

approach in such cases would require clustering the vectors of losses inflicted by the adversary based

on past data. On the one hand, this approximation may lead to performance loss and one may prefer

algorithms like Hedge in such situations. On the other hand, our approach allows one to exploit

the structure in the adversary’s choice of losses, e.g., based on past data, one may conclude that

the losses can indeed be effectively clustered, although the choice of the cluster is best modeled

as adversarial. In these cases, algorithms like Hedge may be too cautious, and one may wish to

incorporate such information in the decision-making process while still seeking robust performance

guarantees. Our approach provides a way of doing so by appropriately modifying the set of actions

available to the adversary, thus bridging the gap between an overly pessimistic adversarial view of
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the environment and a fully non-adversarial stochastic view of the environment. As we saw from our

numerical evaluations in Section 7, our approach may lead to better performance guarantees than

off-the-shelf algorithms like Hedge in these cases. This is also an important distinguishing point

compared to the related contribution of [24]. Apart from the difference in the regret minimization

objective considered in that paper relative to ours (as we discuss in detail in Section EC.6 in the

Online Appendix), their focus is on the Experts setting where the loss vectors are in {0,1}K . Our

model, in contrast, incorporates the flexibility of specifying the loss vectors available to the adversary

as an arbitrary finite set.

Finally, we mention that the extension of this approach to the case of long-run average losses

in infinitely repeated games appears to be less straightforward, despite the fact that average cost

dynamic programming for standard dynamic optimization problems like MDPs is quite well under-

stood. Such an extension, along with the extension to continuous losses, would fill a significant part

of the remaining gap in viewing the approximate dynamic programming paradigm as a methodical

approach to designing adversarial online learning algorithms.
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