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Abstract. Reinforcement learning agents are unable to respond effec-
tively when faced with novel, out-of-distribution events until they have
undergone a significant period of additional training. For lifelong learn-
ing agents, which cannot be simply taken offline during this period, sub-
optimal actions may be taken that can result in unacceptable outcomes.
This paper presents the Autonomous Emergency Management System
(A-EMS) - an online, data-driven, emergency-response method that aims
to provide autonomous agents the ability to react to unexpected situa-
tions that are very different from those it has been trained or designed
to address. The proposed approach devises a customized response to
the unforeseen situation sequentially, by selecting actions that minimize
the rate of increase of the reconstruction error from a variational auto-
encoder. This optimization is achieved online in a data-efficient manner
(on the order of 30 to 80 data-points) using a modified Bayesian opti-
mization procedure. The potential of A-EMS is demonstrated through
emergency situations devised in a simulated 3D car-driving application.

Keywords: Adaptive Control · Intelligent Robotics · Lifelong Learning.

1 Introduction

There has been much progress in recent years in machine learning algorithms
that enable autonomous agents to learn how to perform tasks in complex en-
vironments online based on observations and sensor feedback. Recent advances
in Reinforcement Learning (RL) through deep neural networks in particular
have shown promising results in developing autonomous agents that learn to
effectively interact with their environments in a number of different applica-
tion domains [3, 11], including learning to play games [17, 6], generating optimal
control policies for robots [20, 21], speech recognition and natural language pro-
cessing [4], as well as making optimal trading decisions given dynamic market
conditions [8]. Under the RL paradigm, the agent learns to perform a given
task through numerous training episodes involving trial-and-error interactions
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with its environment. By discovering the consequences of its actions in terms of
the rewards obtained through these interactions the agent eventually learns the
optimal policy for the given task.

These approaches work well in situations where it can be assumed that all the
events encountered during deployment arise from the same distribution on which
the agent has been trained. However, agents that must function within complex,
real-world environments for an extended period of time can be subjected to
unexpected circumstances outside of the distribution they have been designed
for or trained on, due to environmental changes that arise. For example: an
autonomous driving car may encounter significantly distorted lane-markings that
it has never experienced before due to construction or wear, and must determine
how to continue to drive safely; or an unaware worker in a manufacturing facility
may suddenly place a foreign object, such as their hand, within the workspace of
a vision-guided robot-arm that must then react to avoid damage/injury. In such
unexpected, novel situations the agent’s policy would be inapplicable, causing
the agent to perhaps take unsafe actions.

In this paper, we consider scenarios where a trained agent encounters an
unforeseen situation during deployment that renders available system or state-
transition models highly unreliable, so that any inferences based on such models,
as well as any pre-defined safe state/action regions, are no longer valid for safe
decision-making. An agent unable to respond effectively to a novel situation when
first encountered is vulnerable to take dangerous actions. This is of particular
concern in safety-critical applications where sub-optimal actions can lead to
damage or destruction of the agent or loss of human life.

We address this problem by developing a data-driven response-generation
system that allows an agent to deal with novel situations without reliance on
the accuracy of existing models, or the validity of safe states and recovery policies
developed offline or from past experiences. The key insight to our approach is
that uncertainty in observations from the environment can be used as a driver
for the generation of effective, short-term responses online, when necessary, to
circumvent dangers, so that the agent can continue to function and learn within
its environment.

Increased observation uncertainty has been used in the past to detect novelty
(e.g., by measuring out-of-bounds auto-encoder reconstruction errors [23]), indi-
cating situations for which the existing policy is unprepared. It stands to reason,
then, that decreasing this uncertainty would decrease novelty and return states
to those that the current policy can handle effectively. The work in this paper
investigates, therefore, how uncertainty-minimization can be correlated with safe
and effective actions in situations where the existing policy would fail. While use
of uncertainty to detect potential danger is not new, using it to generate actions
in an online manner, customized to the particular never-before-seen emergency
as it unfolds, is novel.

In the absence of a reliable model or policy network to make proper action
decisions, determination of an appropriate response to a novel situation must be
data-driven and sequential. Moreover, in an emergency situation this response
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must be devised efficiently (i.e., in just a few time-steps), meaning that little data
will typically be available for finding the optimal actions to take. This reactive
approach, therefore, necessitates a fast, online, optimal decision-making method.

Bayesian Optimization (BO) provides an ideal theoretical framework for this
type of problem [18]. BO is a data-efficient, global-optimization method for se-
quential decision-making where the objective function is expensive to evaluate
or is taken to be a black-box. It builds and sequentially improves a probabilistic
model of this objective through measurement data obtained online. This model
is used to compute the next best action to take in a manner that balances explo-
ration of the unknown regions of the objective and exploitation of regions found
to be most likely to contain the optimal value.

Using this framework we devise an emergency-response-generation method
that combines a modified BO procedure for efficient sequential optimization,
with Gaussian Process (GP) regression for representing the probabilistic model
of the objective. The objective function in our approach is a metric designed to
capture the uncertainty in the observations obtained by the autonomous agent
in a way that facilitates the generation of an effective emergency response. The
responses generated by this method are intended to be action-sequences over a
short time-span that are only initiated when deemed necessary to circumvent a
dangerous situation that the agent is not yet prepared to handle. Our approach
is referred to as the Autonomous Emergency Management System (A-EMS).

2 Related Work

Existing works related to safety for autonomous agents typically involve in-
corporating pre-designed penalties into the reward or cost function for actions
deemed unsafe when training a deep neural network to generate policies [25, 2],
or restricting agent actions to “safe” regions to prevent it from reaching unsafe
states [10, 27]. Other approaches use examples of dangers in offline training in
representative environments to either help identify conservative behaviors to use
based on pre-specified rules [23], or to learn recovery policies for specific dan-
gerous scenarios [26]. However, significantly novel events can arise in complex
environments that produce dangerous scenarios not accounted for through the
above-mentioned mechanisms, thereby requiring a customized response.

An agent must therefore be able to continually learn and adapt to such novel
situations. Continual learning approaches in the literature, though, do so through
the initiation of a new learning phase [7, 19]. Adaptation to the novel situation,
then, is not instantaneous, and must happen over an extended period of time
dictated by the continual learning method used.

Nevertheless, what existing approaches do show is that deep learning neural
networks produce erratic and unreliable predictions when presented with inputs
very different from their training scenarios [23, 24], but also that uncertainty
in predictions from such out-of-distribution inputs can be an effective way to
detect novelty [10, 23, 15]. Moreover, trying to jointly optimize for task perfor-
mance and safety-violation can lead to restrictive, sub-optimal policies [26, 1].
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In addition, despite their limitations, these prior works also make it clear (see,
for example, [27]) that including a safety mechanism to assist learning agents
improves success-rate, constraint satisfaction, and sample efficiency.

3 Problem Description

We consider the A-EMS method to be used as part of an independent module
that monitors a trained and deployed agent as it performs a given task. Within
this scenario there may be instances where the agent encounters a situation it
has never seen before that presents a danger if not acted upon properly. The
agent’s existing policy is unable to determine an appropriate response without
further training, and any environment models become unreliable. Whenever such
an unforeseen event is encountered, the agent is considered to be in an emergency
situation for which an emergency response is required to mitigate the danger.

It is assumed that an emergency detection method is available that monitors
the agent during deployment and can identify a novel situation that the agent is
unprepared to handle. Numerous approaches to novelty detection can be found
in the literature (e.g., [23, 7, 16]) which can be used for this purpose. Moreover,
context-specific information relevant to the given application domain could also
be used to further verify that the agent is in imminent danger if it continues
with the actions output by its existing policy.

While monitoring, the A-EMS method remains disengaged and the agent is
allowed to freely perform its task using its existing policy. Once an emergency
situation is found to be imminent, the A-EMS response generation algorithm
is engaged (Figure 1), which takes over the policy’s actions by replacing them
with a suitable emergency response. Consequently, this necessitates the halting
of any updates to the existing policy over the course of the response.

The response devised is a customized action-sequence over the next N time-
steps to address the danger. This action-sequence must be generated online as
the encounter with the novel situation unfolds.

4 Methodology

The proposed method for generating a response to address an unforeseen sit-
uation is based on the idea that taking actions that reduce uncertainty in the
observations should correspond to an effective response that guides the agent to
a more familiar state, which the existing policy knows how to effectively handle.
In our approach, the uncertainty associated with novel situations is represented
by the reconstruction errors (i.e., mean squared pixel-value errors) from a Varia-
tional Auto-Encoder (VAE) [13] designed to process RGB images from a camera
sensor. Its neural network structure was borrowed from that presented in [12].

The response devised by A-EMS for an emergency situation is an action-
sequence that spans some fixed number of time-steps, N . The generation of
actions that reduce observation uncertainty is thus taken to be a sequential
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Fig. 1: Workflow of the Autonomous Emergency Management System.

optimization process, where each action must ideally be the optimal decision to
make given all the data gathered since the initiation of the response.

To perform this online optimization we use BO coupled with GP regression.
BO is a data-efficient technique to find the global optimum of a function, f(x),
that is significantly expensive to evaluate. It achieves this by building a surro-
gate, probabilistic model, G[f(x)], of f , which includes a mean function, µ(x),
representing the current best estimate of f(x) over the domain of f , and a vari-
ance function, σ2(x), representing the uncertainty in this estimate. We herein
employ GP regression to construct this surrogate model [22].

Using this GP model, BO optimizes a corresponding, and relatively simpler,
heuristic function, α(x,G[f(x)]), termed the acquisition function, which quan-
tifies the utility of any given input, x, in terms of its potential for optimizing
f(x). This optimization is achieved by sequentially sampling inputs from the
domain of x that have the greatest potential for optimizing f as indicated by
the acquisition function. More details on BO can be found in [18].

As shown in Figure 1, the sequential optimization uses the rate of change of
the VAE reconstruction errors to drive the BO loop at each time-step, i, of the
response action-sequence. This is because there may be situations where it may
not be possible to find actions that reduce the reconstruction errors, and all that
can be done is to minimize its increase. This would still be a valid response if that
is the best that can be done given the circumstances. An imminent collision with
an obstacle is a good example – some situations may simply call for maximum
braking as there may not be any way to swerve around the obstacle. In such
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cases, errors would only rise as the agent approached the obstacle, with braking
helping to slow down the rate of increase until it eventually plateaus at a higher
but stable value. Minimizing the error-rate would capture the need to slow down
the rise of the errors in such situations, but would also be able to keep driving
the errors down further (i.e., negative error-rates) if it is indeed possible.

The objective at each time-step, i ∈ [1, N ], of the response is to find an action,
a∗i , that minimizes the error-rate, ėi, that would result from that action, by con-
ducting one cycle of the BO loop shown in Figure 1. This optimization will have
available data-points containing all the actions, Pai =

[
a1 a2 ... ai−1

]
i
, taken in

the last (i − 1) time-steps of the action-sequence, as well as the corresponding
true error-rates, Pėi =

[
ė1 ė2 ... ėi−1

]
i
, that resulted.

The last M error data-points are always stored in a database. Once a re-
sponse generation is triggered, every data-point obtained from the start of the
response is also saved (Pai and Pėi) for the duration of the response. To com-
pute the error-rate, ėk, the available (noisy) reconstruction errors, e, are first
passed through a smoothing filter, fs, to compute the smoothed errors, ẽ. The
last two smoothed error values can then be used to compute the rate, ėk, as:

ėk =
fs(k)− fs(k − 1)

δi
= ẽk − ẽk−1. (1)

BO then proceeds to construct a model of the unknown relationship, ė = f(a),
between error-rates, ė, and actions, a, for the given emergency scenario using
GP regression. This GP model, G[f(a)], is used to conduct the relatively simpler
acquisition-function optimization to find the next best action, a∗i , to take.

The optimal action, a∗i , is then applied to the environment. At the subse-
quent time-step, the resulting error ei will be obtained, from which ėi can be
computed. Both Pai and Pėi are then updated accordingly and the above BO
loop procedure is repeated, until the response length, N , is reached.

4.1 Acquisition Function

We employ the Upper Confidence Bound (UCB) acquisition function ([5]), given
by Eq. 2. Here, µ(a) and σ2(a) are the mean and variance of the regression model
for the relationship, ė = f(a).

UCB = α(a, β,G[f(a)]) = µ(a) +
√
β · σ2(a). (2)

UCB is chosen since it includes a parameter, β, that allows direct control over
the balance between exploration and exploitation, that is, how much the system
should try actions that are far from those already sampled versus how much
should it focus on the most promising actions found so far. It can be effectively
optimized using quasi-Newton methods such as the L-BFGS-B algorithm [14].

4.2 Exploration/Exploitation Trade-off

Since an emergency response is time-critical, it is important to ensure a transition
from an initial exploratory behavior to an exploitative one in a timely manner so
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that the search converges on an effective solution fast enough to avoid the danger.
To accomplish this, the explicit parameter, β, is set to a decreasing function of
time, β(ti), i ∈ [1, N ]. The initial value, β0, must be relatively high to encourage
the BO to explore the action-space. As the action-sequence progresses, this pa-
rameter should decrease to a relatively lower value, βk, so that the optimization
begins to exploit the best solution found so far. These requirements produce the
following constraints on the form of the time-varying function chosen for β(ti):

β(t1) = β0, (3)

β(ti ≥ tk) = βk, 1 < k ≤ N, (4)

β0 > βk, (5)

dβ(ti)

dti
≤ 0, ∀t, t1 ≤ t ≤ tN . (6)

In this way, the degree of initial exploration by BO can be controlled by the
choice for β0, and the degree to which it exploits the best solution found so far
can be controlled through the choice for βk.

4.3 Temporal Relevance of Data

A second point of concern in devising the acquisition function is incorporating
the influence of time. The underlying relationship between error-rate and actions
would, in general, be time-varying. Thus, recent observations will have greater
relevance to, and influence on, the decision being made at any given time-step
compared to older observations. To account for this temporal variation, we pro-
pose a penalty function that discounts the utility of any given observation, based
on that observation’s “age” within the time-span of the response action-sequence.

The utility of any given action is given by the UCB acquisition function,
which depends on the GP model used to obtain µ(a) and σ2(a) (see Eq. 2). The
GP regression model captures the influence of past observations on any other
unseen one being estimated based on their relative distances in action-space.
Thus, the discounting of action utility must be incorporated into the error-rate
data used to compute the GP model. As such, we define a penalty function that
operates directly on the set of error-rates available at any given time-step of
the response. In particular, at the ith time-step of a response action-sequence,
each error-rate, ėj , in Pėi is transformed to a discounted measure, ˆ̇ej , through
a penalty function, q(ėj , τj), before computing the GP regression, where:

τj = i− j, ∀j, 1 ≤ j ≤ (i− 1), and (7)

dq

dτ
≥ 0, ∀τ ≥ 1. (8)

Here, τj represents the age of the j
th error-rate at time-step i, and Eq. 8 indicates

that the penalties should increase with age. This user-specified penalty function
can be devised under this constraint depending on how strongly and quickly
one wishes past data to lose its significance. An example is provided in the
experiments presented in Section 5.
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5 Simulation Experiments

To demonstrate and validate the proposed method, experiments with two differ-
ent types of emergency situations were conducted using the open-source CARLA
autonomous driving car simulator [9]. In the first situation, the A-EMS method
was used to safeguard an agent from unexpected lane-drifting that it has not
been designed to detect and correct-for. In the second emergency situation, the
proposed response-generation method was used to detect and avoid imminent
collisions with obstacles that an agent has never encountered before.

Each simulation run proceeds in discrete time-steps. At the start of each
time-step the agent receives an observation corresponding to the current system
state in the form of an RGB image from its forward-facing camera sensor. The
agent then selects an action, namely, the throttle, brake, and steering inputs. The
simulation updates the system state accordingly to the next time-step using the
selected action. This process repeats until the end of the simulation run.

The VAE used to compute reconstruction errors is trained offline on images
gathered from observations made under nominal conditions. Here, the agent
is controlled via the built-in CARLA auto-pilot and made to drive on the same
sections of road used in the experiments, but without introducing any emergency
situation. A total of 72000 images obtained this way were used to train the VAE.

5.1 Lane-Drifting Experiments

Experimental Setup In these experiments, a gradual drift to one side is in-
duced in the autonomous car as it drives along a straight section of road simu-
lated in CARLA. To ensure no reliance on, or influence from, the agent’s policy or
learning mechanism on the response generation, the agent was controlled by the
built-in auto-pilot software in CARLA, modified to enable only straight driving
in the left-hand lane with no action taken to correct drift.

After a period of driving straight unfettered, the steering control inputs are
altered so as to cause the car to begin drifting into the right-hand lane. As a
result, the incoming observations gradually change to those that are unexpected
compared to the nominal driving that the agent has experienced before. An RL
agent not trained to deal with such inputs could collide with another vehicle in
the right-hand lane, or even drift off the roadway, as it tries to learn the optimal
response through its trial-and-error process.

The proposed A-EMS method is triggered to generate a corrective response
to curtail this drift with neither any prior experience or training in doing so
nor any context-specific information to indicate what exactly the problem is.
The response generated by the A-EMS method is used to take-over the actions
output by the agent’s existing policy over the next N=80 time-steps.

As we are unaware of existing emergency-response methods for novel sit-
uations where no prior training or preparation is employed for the scenarios
encountered, A-EMS is compared with a random response, where actions are
selected at random at each of the next N=80 time-steps. For a fair comparison,
both the A-EMS and the random responses are artificially triggered at the same
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Fig. 2: Comparison of VAE reconstruction errors between the A-EMS and
random-response approaches over all experiment runs, from initiation of the
drift to completion of the N=80 time-step response. Shaded regions represent
the 25th to 75th percentile ranges of the errors over all runs at each time-step.

point in time in their respective simulation runs after the drift is initiated. In all
experiments, the vehicle maintained an average forward speed of 20km/h prior
to the emergency response. Equations 9 and 10 give the functions used for the
trade-off parameter, β, and the time-based penalties on the error data, respec-
tively. These functions were used for illustrative purposes and the user is free to
design them as they see fit under the restrictions stipulated by Equations 3 - 8.

β(ti) = −0.0028t2i + 0.07, i ∈ [0, N − 1], (9)

q(ėj , τj) = 0.02269e(0.2293τj), i ∈ [1, N − 1], j ∈ [0, i− 1]. (10)

Results A total of 20 runs of the lane-drifting experiments were conducted
under each of the response-generation approaches: A-EMS and random-response.
Figure 2 shows plots of the VAE reconstruction errors that resulted from all runs
for both these methods. Figure 3 shows plots of the 2D position coordinates of the
centre-of-mass of the vehicle recorded over all experiment runs, from initiation
of the drift to the end of the N = 80 time-step response.

Responses that maintained a lateral center-of-mass deviation below 1.5 m
relative to the center of the left-lane were considered to be successful. The ex-
perimental results showed a 8/20 = 40% success-rate for the random-response
approach and a 14/20 = 70% success-rate under the proposed A-EMS method.

5.2 Collision-Avoidance Experiments

Experimental Setup Nine different collision scenarios were setup in CARLA
within a simulated urban environment (see Figure 4), each involving a differ-
ent, unforeseen, stationary obstacle placed in the path of the autonomous car
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Fig. 3: Comparison of paths traced out by agent over all runs between the A-
EMS and random-response approaches.

driving along a section of road in one of 5 different parts of the map. These
scenarios simulate a situation where an autonomous driving agent, assumed to
have been trained to drive in an obstacle-free urban environment, is suddenly
presented with an unforeseen situation involving a stationary obstacle placed in
its path. The trial-and-error learning process for an RL agent in such a situation
could involve taking dangerous actions, possibly resulting in collisions with the
obstacles.

Two sets of experiments were conducted within this emergency situation. In
the first, the CARLA auto-pilot maintained an average agent speed of 20 km/h
before encountering an obstacle, and the A-EMS method was combined with an
example emergency-detection method. In the second set, an average speed of 30
km/h was maintained and response-generation was artificially triggered.

In the first set of experiments a rudimentary, VAE-error-based emergency-
detection method was used, only as an example to demonstrate how the A-EMS
method could be combined with a detection algorithm to compose a complete,
independent, monitoring module that takes over the agent’s output with an
emergency response only when necessary. This emergency-detection mechanism
uses a straightforward approach similar to that presented in [15]. In particular,
at each time-step, a second-order polynomial regression fit is computed on the
last M=15 VAE reconstruction errors, which are then extrapolated K=7-time-
steps into the future and compared against an upper-bound threshold, ULe, to
indicate the presence of a novel, unforeseen situation requiring an emergency
response. While any mechanism suitable to the application being considered can
be used to identify when a dangerous situation is imminent, an auto-encoder-
based approach presents a natural choice given that the response-generation
method employs a VAE as a key part of its input sensor-data processing.

The emergency-detection component monitors the actions of the agent and
the observations received from its camera sensor. Upon detecting an imminent
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Fig. 4: Simulated stationary-obstacle scenarios used in the collision-avoidance
experiments: (a) location A, green car; (b) location B, garbage container; (c)
location B, motorcycle; (d) location C, red car; (e) location C, vending machine;
(f) location D, blue car; (g) location D, ATM machine; (h) location E, orange
car; (i) location E, street-sign.

collision as the agent approaches a stationary obstacle, the module triggers the
A-EMS algorithm to takeover the agent’s actions for the pre-specified nextN=30
time-steps with a customized action-sequence to attempt to prevent this collision.

In the second set of experiments the emergency-detection mechanism is re-
placed by an artificial trigger that initiates the different response-generation ap-
proaches being compared at the same point in time during each simulation run.
Without the additional time-delay caused by a separate emergency-detection
component, the simulations could be run at a faster average forward agent speed
of 30 km/h. In both sets of experiments a worst-case scenario is simulated where,
in the absence of the emergency-response system, the agent takes no action to
avoid the obstacle and continues to follow the road.

Results In the first set of experiments the A-EMS method was compared with a
random-response approach. Twenty repetitions for each scenario were conducted
and the percent of successful collision-avoidance runs (i.e., success-rate) was
computed. Table 1 summarizes the results.
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Table 1: Summary of success-rates for simulated collision-avoidance scenarios
(note: taking no action resulted in a 0% success-rate in all cases).

Scenario

#

Exp. Set 1 (20 km/h tests) Exp. Set 2 (30 km/h tests)

A-EMS Random A-EMS Random

1 80% 10% 82% 5%

2 65% 20% 90% 25%

3 75% 35% 75% 10%

4 75% 50% 80% 25%

5 75% 25% 85% 70%

6 45% 5% 55% 40%

7 75% 30% 70% 25%

8 70% 25% 25% 7.5%

9 80% 15% 57.5% 17.5%

Avg.: 71% 24% 68.8% 25%

In the second set of experiments, both the proposed approach and the random-
selection approach were triggered manually at the same time for all scenarios.
This ensured that the same distance and initial approach speed existed for the
approaches compared (see Table 1 for success-rate results). As a representative
example for illustration, Figure 5a shows a plot of the variations in VAE recon-
struction errors, and Figure 5b gives a closer look at the error-rates themselves,
over the span of the response action-sequences for Scenario 1 in the second set
of experiments where the alternative responses are triggered at the same time
for a fair comparison. For reference, Figure 5 also includes the errors and rates
that result from taking no action upon encountering the obstacles.

6 Conclusions and Discussion

This paper proposed A-EMS: an emergency-response method that enables an
autonomous lifelong-learning agent to safely address unforeseen situations en-
countered during deployment for which the existing policy becomes unreliable.
When triggered, the method generates a response by finding optimal actions
sequentially through minimization of VAE reconstruction error rates from the
novel observations using a modified BO algorithm. Simulation experiments in an
autonomous car-driving domain demonstrate how minimization of observation
uncertainty using A-EMS can find safe actions to curtail unexpected lane-drifts
and also to avoid collisions with never-before-seen obstacles, despite never having
encountered such scenarios before.

The significantly greater average success-rate by A-EMS in controlling lateral
drift and in collision-avoidance compared to a random approach indicate that ef-
fective, intelligent actions are indeed being selected to avoid the novel dangerous
situations, beyond simply what random chance would allow. This demonstrates
how minimizing a measure of uncertainty in the observations can be correlated
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Fig. 5: Comparison of the impact of A-EMS, a random response, and no-action,
on (a) VAE reconstruction errors, and (b) VAE reconstruction error-rates, over
the Scenario 1 runs in Experiment set 2.

with good actions that help to effectively deal with unforeseen situations. These
effective, danger-avoiding behaviors are also reflected in the reconstruction er-
rors themselves (Figures 2 and 5a), where the errors rise relatively slowly and
plateau at a relatively lower final value due to the agent having transitioned to
a more familiar state.

Some scenarios from the second emergency situation simulated presented
more of a challenge than others. Detection of the imminent collisions in experiment-
set 1 was observed to happen when the agent was on average about 8 m away
from the obstacle. This left little distance and time to react, and in some cases
it was not enough for the final response to avoid the collision, even though it
may have been effective had the danger been detected sooner. Qualitative obser-
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vations of some of the failures under the proposed method show that the agent
still tries to make sensible maneuvers to avoid the collision and almost succeeds.

It should be noted that the intention here was not to create the best drift-
correction or obstacle-avoidance system for an autonomous car, but rather to
demonstrate how minimization of observation uncertainty can be an effective
driver to safely address novel situations for which a learning agent would other-
wise be unprepared.

Moreover, A-EMS does not require context-specific information either (i.e.,
understand the significance of lane-markings or know what the obstacle is, or
what its presence means in the context of driving). As such, the performance
of the method can always be improved by incorporating context-specific mech-
anisms on top of the basic emergency-response system for the particular appli-
cation being addressed, if so desired.
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