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Abstract

The purpose of this review is to present a comprehensive overview of the theory of en-
semble Kalman-Bucy filtering for continuous-time, linear-Gaussian signal and observation
models. We present a system of equations that describe the flow of individual particles and
the flow of the sample covariance and the sample mean in continuous-time ensemble filter-
ing. We consider these equations and their characteristics in a number of popular ensemble
Kalman filtering variants. Given these equations, we study their asymptotic convergence
to the optimal Bayesian filter. We also study in detail some non-asymptotic time-uniform
fluctuation, stability, and contraction results on the sample covariance and sample mean (or
sample error track). We focus on testable signal/observation model conditions, and we ac-
commodate fully unstable (latent) signal models. We discuss the relevance and importance
of these results in characterising the filter’s behaviour, e.g. it’s signal tracking performance,
and we contrast these results with those in classical studies of stability in Kalman-Bucy
filtering. We also provide a novel (and negative) result proving that the bootstrap particle
filter cannot track even the most basic unstable latent signal, in contrast with the ensem-
ble Kalman filter (and the optimal filter). We provide intuition for how the main results
extend to nonlinear signal models and comment on their consequence on some typical filter
behaviours seen in practice, e.g. catastrophic divergence.

Contents
I Tntroductionl 2
|] PUIDOSE| . .« o o o e e e e 3
|1.2 Overview of the Main Topics and Literature| . . . . . . ... ... ... ... ... ... ... ....... 4
3 ATms and CONBIDUTIONS] - - - - « « « « « o o e e e e e e e e e e e e e e e 7
1.4 Notationl. . . . . . . . . L e 8
|2 Kalman-Bucy Filtering] 9
13 Kalman-Bucy Diffusion Processes| 12
4__Ensemble Kalman-Bucy Filtering| 13
anilla Ensemble Kalman-Bucy Filtery . . . . . . . .. 000000000 13
4.2 ‘Deterministic’ Ensemble Kalman-Bucy Filter| . . . . . . . . .. oo o 14
4.3 'Iransport-Inspired Ensemble Transport Filter| . . . . . . . . . . .. oo oo 14
4.4 Nonlinear Ensemble Filtering in Practice|. . . . . . . . . .. o o 15
E Theory in the Linear-Gaussian Setting] 16
[E1_Fluctuation and Contraction Resulfs for the RiCCali DITUSION] - -+« « « « v v v v ve oo o e e e 19
.2 Contraction Properties of Eixponential Semigroups| . . . . . . ... ... ... . ... .. ... ... ... 23
uctuation and Stability of the Ensemble Kalman-Bucy Filter) . . . . .. ... ... .. ... 26
[6 Strong Results in One-Dimensional Illustrative Examples| 29
|7_Regularisations and Comparisons| 35
ovariance Regularisation: Inflation| . . . . . . . . . . oL L 35
37
38
42
42
44
46
47




1 Introduction

Consider a time-invariant, continuous-time, signal and observation model of the form,

d2; = a(2;)dt + RV?ay;

(1.1)
A% = h(2)dt + Ry aw,

where 2} is the underlying signal (latent) process, %; is the observation signal, a(-) and h(-)
are the signal and sensor model functions, and ¥#; and #; are continuous-time Brownian motion
(noise) signals. The filtering problem [4], 9] is concerned with estimating some statistic(s) of the
signal %% conditioned on the observations %;, 0 < s < t. For example, one may want to charac-
terise fully the distribution of 2; given %4, or one may seek some moments of this distribution.
The conditional distribution of 23 given %, 0 < s < t is called the (optimal, Bayesian) filter-
ing distribution. When the model functions a(-), h(-) are linear, the exact (optimal, Bayesian)
solution to this problem is completely characterised by the first two moments of the filtering
distribution and these moments are given by the celebrated Kalman-Bucy filter |77 4, [16].

Apart from the most special of nonlinear models, there is in general no finite dimensional
optimal filter [12] [9]. In practice, some filter approximations are needed. For example, one may
consider a type of “extended” Kalman filter [4] based on linearisation of the nonlinear model and
application of the classical Kalman-Bucy filter. This method works well in suitably regular, and
sufficiently close to linear problems. This method does not handle well multiple modes in the
true filtering distribution. So-called Gaussian-sum filters are another Kalman-filter-type/based
approximation designed to handle in some sense multiple modes in the filtering distribution [4].
More recently there has been some focus on Monte Carlo integration methods for approximating
the optimal Bayesian filter [47, ©]. Such methods, termed particle filters or sequential Monte
Carlo filters/methods [63] 57, [56], have the advantage of not being subject to the assumption of
linearity or Gaussianity in the model. These particle filters are consistent in the number of Monte
Carlo samples, i.e. with infinite computational power these methods converge to the optimal
nonlinear filter. However, typical particle filtering algorithms exhibit high computational costs
with approximation errors that grow (with a fixed sample size) with the signal/observation
dimensions [47, 118]. These methods are not scalable to the high-dimensional filtering or state
estimation problems found in the geosciences and other areas [60, [78], 07, 121].

The ensemble Kalman-Bucy filter (generally abbreviated EnKF) [59] [60] is a type of Monte
Carlo sample approximation of a class of linear (in the observations) filter in the spirit of the
Kalman filter. The EnKF is a recursive algorithm for propagating and updating the sample
mean and sample covariance of an approximated Bayesian filter [60]. The filter works via the
evolution of a collection (i.e. an ensemble) of samples (i.e. ensemble members, or particles) that
each satisfies a type of Kalman-Bucy update equation, linear in the observations. In classical
Kalman-Bucy filtering [77, 4] [16], a gain function, that depends on the filter error covariance,
is used to weight a predicted state estimate with the signal observations, see [60, [16]. In the
EnKF, the error covariance in the gain function is replaced by a type of sample covariance. The
result is a system of interacting particles in the spirit of a mean-field approximation of a certain
McKean-Vlasov-type diffusion equation [107, [53]. We may refine this discussion by giving the
relevant equations for a most basic form of EnKF. Let (W}, W}, Xl) with 1 <i < N+ 1be (N+1)
independent copies of (¥, #;, Zp). The most basic ensemble Kalman filter, originally due to
Evensen [34], 59, [60], is defined by,

QX' — a(X))dt + RV2avi+ Bt R [dgyt — (h(Xti)dt + Ry th")] (1.2)

with 1 < i < N+ 1 and the (particle) sample mean and the sample cross-covariance defining the



so-called Kalman gain matrix given by,
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and we may also write the standard sample covariance,
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In this work we study this most basic ensemble Kalman filter as described above, and also more
sophisticated variants, including the method of Sakov and Oke [125], that exhibit less fluctuation
due to sampling noise. Readers familiar with the Kalman filter will recognise immediately some
structural similarities as discussed above. However, there is no evolution equation given above
for the covariance as in the Kalman filter (e.g. no Riccati-type matrix flow equation). Instead,
we replace the relevant covariance matrices with their sample-based counterparts.

Importantly, if the underlying model is linear and Gaussian, then the filtering distribution
is Gaussian, and the EnKF propagates exactly the sample mean and covariance of the optimal
Bayesian filter, and is provably consistent. If the model is nonlinear and/or non-Gaussian,
then a standard implementation of the EnKF propagates a sample-based estimate of the filtering
mean and covariance (but not the true posterior sample mean or covariance and with no results
on consistency). In the context of estimation theory, we may contrast the notion of a state
estimator (or observer) with the notion of a Bayesian filter. The goal of the former is to design
an observer that tracks in some suitable (typically point-wise) sense the underlying signal and
perhaps provides some usable measure of uncertainty on this estimate. The goal of the latter is to
compute or approximate the true (Bayesian) filtering distribution (or some related statistics). In
the nonlinear setting, even with infinite computational power, the EnKF methods do not converge
to the optimal nonlinear filter; and indeed their limiting objects are not well understood in this
setting. As discussed more technically later, ensemble Kalman filters are probably best viewed
in practice as a type of (random) sample-based state estimator for nonlinear signal/observation
models. However, in the special case of linear signal and observation models they are indeed
provably consistent approximations of the optimal Bayesian filter.

In practice, the ensemble Kalman filtering methodology is applied in high-dimensional, non-
linear state-space models, e.g. see [59, [60] and the application references listed later in this
introduction. Empirically, this method has shown good tracking performance in these applica-
tions, see [60] and the application references listed later. This tracking behaviour of the EnKF
when applied to practical models may be explainable by viewing the EnKF as a dynamic state
estimator. The fluctuation, stability, and contraction properties of the EnKF studied in this ar-
ticle (albeit mainly for linear-Gaussian models) may be viewed in this context also, and provide
some insight into the state estimate tracking behaviour seen in practice.

1.1 Purpose

The purpose of this review is to present a comprehensive overview of the theory of ensemble
Kalman-Bucy filtering with an emphasis on rigorous results and behavioural characterisations
for linear-Gaussian signal /observation models. We present a system of equations that describe
the flow of individual particles, the flow of the sample covariance, and the flow of the sample
mean in continuous-time ensemble filtering. We consider these equations and their character-
istics in a number of popular EnKF varieties. Given these equations, we study in detail some
fluctuation, stability, and error contraction results for the various ensemble Kalman filtering
equations. We discuss the relevance and importance of these results in terms of characterising



the EnKF behaviour, and we contrast these results with those considered in classical studies of
stability in Kalman-Bucy filtering.

Classical studies of stability in (traditional, non-ensemble-type) Kalman-Bucy filtering are
important because they rigorously establish the type of “tracking” properties desired in a filtering
or estimation problem; and they establish intuitive, testable, model-based conditions (e.g. model
observability) for achieving these convergence properties. Classical results in Kalman-Bucy
filtering also establish the (exponential) convergence of the error covariance to a fixed steady-
state value computable from the model parameters. See the review [I16] 18] for detailed results
in the classical context and historical remarks. The results in this work seek to characterise
m an analogous manner the practical performance and behaviour of ensemble Kalman filtering,
and these results then provide guidance and intuition on the tracking, approrimation error, and
other properties of these practical methods. Notably, the stochastic fluctuation properties of
ensemble Kalman methods also need to be established; and counterparts of this latter analysis do
not arise at all in classical Kalman filtering analyses. Our results are presented under testable,
model-based assumptions. In particular, we rely on the standard controllability assumption from
classical Kalman filtering theory; and, typically, a more restrictive (but testable) observability-
type assumption (i.e. linear fully-observed processes, which imply classical observability).

1.2 Overview of the Main Topics and Literature

In this subsection we touch on the main topics and related literature as it pertains to the EnKF.
These topics include the fluctuation, stability, and contractive properties of the relevant EnKF
stochastic equations. Later, toward the end of this article, we discuss some of these topics in
the context of filtering and state estimation more broadly, and we touch on other related but
somehow distinct results as they pertain to the EnKF more specifically.

The EnKF is a key numerical method for solving high-dimensional forecasting and data assim-
ilation problems; see, e.g., [59, 60]. In particular, applications have been motivated by inference
problems in ocean and atmosphere sciences [102], 104}, 78, [112], weather forecasting |5l [6l [34] [70],
environmental and ecological statistics [I],[75], as well as in oil reservoir simulations [61} (110} 129],
and many others. This list is by no means exhaustive, nor the cited articles fully representa-
tive of the respective applications. We refer to (some of) the seminal methodology papers in
[58, 170, 34, [7), [7T], 65], 26], 5, 142, 6, 136], 125], 120], 144]. This long list is not exhaustive; see also
the books [60, [78, 97, 121] for more background, and the detailed chronological list of references
in Evensen’s text [60].

In continuous-time, we may broadly break down the class of EnKF methods into three distinct
types; distinguished by the level of fluctuation added via sampling noise needed to ensure that
the EnKF sample mean and covariance are consistent in the linear-Gaussian setting. The original
form of the EnKF is the so-called ‘vanilla’ EnKF of Evensen [34] [60], see also [94]; and this method
exhibits the most fluctuations due to sampling of both signal and observation noises. The
next class is the so-called ‘deterministic’ EnKF of Sakov and Oke [125], see also [13, [120]; which
exhibits (considerably) less fluctuation. In the continuous-time linear-Gaussian setting this class
is representative of the so-called square-root EnKF methods [136), [95] (which differ somewhat in
discrete-time, e.g. contrast [125] with [I36], see also [95]). Finally, there has been recent
interest in so-called transport-inspired EnKF methods [120, [132]; which apart from initialisation
noise/randomisation are completely deterministic and whose analysis in the linear model setting
follows closely that of the classical Kalman-Bucy filter, cf. [16]. These classes do not distinguish
the totality of EnKF methodology (especially in nonlinear or non-Gaussian models); which may
further consist of so-called covariance regularisation methods [7, [71), 65, 108, 59], etc. However,
in the linear-Gaussian case, these three classes broadly capture the fundamentals.

As discussed later, the fully deterministic, transport-inspired EnKF method, see [120} [132],
is a rather special case in the linear-Gaussian setting and is not studied in detail in this article
where linear-Gaussian models are the focus. Nevertheless, we point to [43] [44] for certain mean-



field consistency results, non-asymptotic fluctuation (e.g. finite sample size) results, and the
long-time behaviour of this particular method in the case of a nonlinear signal model and linear
observations. We also touch on this method briefly throughout; but when we refer to the general
EnKF we typically mean the so-called ‘vanilla’ [34] 94] or ‘deterministic’ [125, [13] methods (which
will become clear as the article progresses).

Convergence to a mean-field limit, and large-sample asymptotics, of the discrete-time EnKF
was studied in [99, [106], 90, 93], in the sense of taking the number of particles to infinity. The
discrete-time square root form of the EnKF is accommodated in [90, 03], and nonlinear state-
space models are accommodated in [99]. In the continuous-time, linear-Gaussian, setting, the
convergence (in sample size) of the three broad classes of EnKF to the true Kalman-Bucy filter is
more immediate; and follows from the sample mean and sample covariance evolution equations
in [53,19]. In this latter sense, we recover the fact that the EnKF is a consistent approximation of
the optimal, Bayesian filter (i.e. the classical Kalman-Bucy filter) in the linear-Gaussian setting
as discussed earlier. The mean-field limit of various EnKF methods in the continuous-time,
nonlinear model setting is studied in [98], 43|, 93].

We remark in the nonlinear model setting (discrete or continuous-time), see [99, [122] 98] 43,
93], the mean-field limiting equations (and distribution) are not easily related to the optimal
filter. Moreover, in practice, one is typically interested in the non-asymptotic (in terms of
ensemble size) fluctuation properties as well as the long time/stability behaviour of the particle-
type filtering approximations.

The fluctuation analysis of the EnKF is studied in detail in the linear-Gaussian setting in
[22 21, 19]. In [22] a complete Taylor-type stochastic expansion of the sample covariance is
given at any order with bounded remainder terms and estimates. Both non-asymptotic and
asymptotic bias and variance estimates for the EnKF sample covariance and sample mean are
given explicitly in [22]. These latter expansions directly imply an almost sure strong form of a
central limit-type result on the sample covariance and sample mean at any time. The analysis in
[22] is considered over the entire path space of the matrix-valued Riccati stochastic differential
equation that describes the flow of the sample covariance. However, most of the non-asymptotic
time-uniform results in [22] hold only when the underlying signal is stable. In [2I], 19| we
consider the case in which the underlying signal may be unstable, and we provide time-uniform,
non-asymptotic moment estimates and time-uniform control over the fluctuation of the sample
covariance and mean about their limiting Riccati and Kalman-Bucy filtering terms.

The emphasis of time-uniformity on the moment bounds and on the fluctuation bounds
on the sample mean and sample covariance (about the true optimal Bayesian filtering mean
and covariance) is important. If these bounds are allowed to grow in time, e.g. typically in this
analysis one can easily obtain bounds that grow exponentially in time, then these bounds quickly
become useless for any practical numerical application; e.g. an exponent > 200 may induce an
exceedingly pessimistic bound greater than the estimated number of particles of matter in the
visible universe. We remark also that our emphasis on accommodating unstable (latent) signal
models is important because time-uniform fluctuation results in such cases (which are of real
practical importance) are significantly more difficult to obtain under testable and realistic model
assumptions (like the classical observability and controllability model assumptions in the control
and filtering literature [4} [16]).

In [53], stability of the EnKF in continuous-time linear-Gaussian models is considered under
the assumption that the underlying signal model is also stable. This latter assumption is in
contrast with classical Kalman-Bucy filter stability results, which hold in the linear-Gaussian
setting under the much weaker (and more natural) condition of signal detectability [139) [16, [18].
The classical Kalman-Bucy filter is stable as a result of the closed-loop stabilising properties
of the so-called Kalman gain matrix, which is closely connected to the flow of the filter error
covariance described by a Riccati differential equation. The EnKF analogue, in linear-Gaussian
settings, is the sample covariance, and its random fluctuation properties (noted in the preceding



paragraph) are the main source of difficulty in establishing the closed-loop filter stability in
those models in which the underlying signal itself is unstable.

In [137], the authors analyse the long-time behaviour of the (discrete-time) EnKF in a class
of nonlinear systems, with finite ensemble size, using Foster-Lyapunov techniques. Applying
the results of [I37] to the basic linear-Gaussian filtering problem, the analysis and assumptions
in [137] then also require stability of the underlying signal model. In a traditional sense, the
conditions needed in [I37] are hard to check, e.g. as compared to the classical observability or
controllability-type model conditions in Kalman filtering analysis; but a range of examples are
given in [I37]. In [81], the long-time behaviour of the EnKF is analysed in both discrete and
continuous time settings with similar conditions on the model as in [I37]; and which again if
linearised equates to a form of stability on the signal model.

We emphasise again that the type of analysis in [81], 137, [63] cannot handle unstable, or
transient, signal models; i.e. signals with sample paths with at least one coordinate that may
grow unbounded. In the context studied in [81 137, [53] dealing with stable or bounded latent
signal processes (e.g. the Lorenz-class of signal models [81], [I37]), the important question on the
filter stability or filtering error estimates relies on obtaining meaningful quantitative fluctuation
constants decreasing with the number of ensemble members to achieve a desired performance.
Of course, time uniformity of these bounds follows trivially in this setting from the boundedness
properties of the latent signal process.

Covariance inflation is a mechanism used in practical methods to increase the positive-
definiteness of the sample covariance matrix and essentially amplify its effect on the stabilisation
properties of the Kalman gain matrix. In [8I] time-uniform EnKF error boundedness results
follow under a true signal stability condition and given a sufficiently large variance inflation
regime. See also [138] [105] for related stability analysis in the presence of adaptive covariance
inflation and projection techniques. In [19] in the continuous-time linear-Gaussian setting, the
mechanism by which covariance inflation acts to stabilise the ensemble filter is exemplified, see
also [24]. Covariance localisation is studied rigorously in [44] in the case of the fully deterministic,
transport inspired ensemble filter [120, [132].

In the continuous-time, and linear-Gaussian setting, the first work to relax the assumption
of underlying signal stability for the EnKF is in [22] 21] 19]. In those articles, latent signals with
sample paths that may grow unbounded (to infinity exponentially fast) are accommodated.
That work is based on both a fluctuation analysis of the sample covariance and the sample
mean [22] 21l [19], followed by studies on the long-time behaviour, e.g. stability properties,
of both the sample covariance and mean |21, 19]. Time-uniform fluctuation properties are
given under a type of (strong) signal observability condition. In this setting time-uniformity of
these results is non-trivial. This assumption is in keeping with classical Kalman-Bucy filtering
and Riccati equation results; and does not require any form of underlying signal stability. As
the authors of [I37] note in their stability analysis, they use “few properties of the forecast
[predicted| covariance matrix other than positivity”. As noted in [137], this lends generality to
their results, but conversely places the burden back on the signal model assumptions (including
those assumptions of true signal stability). Contrast this with the work in [22] 21| [19] where
emphasis is placed on the fluctuation analysis of the sample covariance, with a primary aim of
removing the stability assumptions needed on the underlying signal model. The time-uniform
fluctuation and stochastic perturbation contributions in [22] 21|, 19], were discussed earlier.
Given this fluctuation analysis, the stability of the filter sample mean and sample covariance
and their (time) asymptotic properties are studied in [22], 211, [19] without stability assumptions on
the underlying signal model. These results rigorously establish the type of “tracking” properties
desired by a filtering or estimation solution.

Although of lesser practical use in applications, strong results in the one-dimensional setting
are also derived in [2I] that converge, e.g. in the limit with the ensemble size, to those proper-
ties of the classical Kalman-Bucy filter. For example, we can recover the optimal exponential



contraction and filter stability rates, etc. In the multidimensional setting, the decay rates to
equilibrium are not sharp, and the stationary measures are not given in closed form.

1.3 Aims and Contributions

The main goal of this article is to: 1). present a novel formulation for ensemble filtering in
linear-Gaussian, continuous-time, systems that lends itself naturally to analysis; 2). provide
detailed fluctuation analysis of the ensemble Kalman-Bucy flow, the sample mean, and the
stochastic Riccati equation describing the sample covariance; 3). study the stability of the re-
sulting stochastic Riccati differential equation that describes the flow of the sample covariance;
4). study the stability of the continuous-time ensemble Kalman-Bucy update equation that is
coupled to this stochastic Riccati equation, and which describes the flow of the sample mean (or
the sample mean minus the true signal, i.e. the sample error signal). This article is primarily a
review of the literature and results in these directions. The prime focal point of this review are
the articles [53, 22, 211 17, (19], which focus heavily on the linear-Gaussian model setting. In this
review, an emphasis is placed on deriving time-uniform fluctuation, stability, and contraction
results under testable model conditions equivalent and/or closely related to the classical observ-
ability and controllability-type model assumptions. Importantly, we do not generally assume the
true underlying signal is stable in this review.

Throughout this review we contrast and discuss the presented results with the broader
literature on the rigorous mathematical behaviour of ensemble Kalman-type filtering. For ex-
ample, we find easily that the sample covariance matrix in the broad class of EnKF methods
considered is always under-biased when compared to the true covariance matrix. This may
motivate, from a pure uncertainty quantification viewpoint, some form of covariance regular-
isation [7, [71), [65, 108, 59]. We provide detailed analysis illustrating the effect of inflation
regularisation on stability (similarly to [81] 138 [105]). As another example, we provide strong
intuition for so-called catastrophic filter divergence (studied previously in [66] 64 82]) based on
rigorous (heavy-tailed) fluctuation properties inherent to the relevant sample covariance matri-
ces and their invariant distributions. We contrast the so-called ‘vanilla’ EnKF of [34) [60] with
the ‘deterministic’ EnKF of Sakov and Oke [125] in terms of their fluctuation and sample noise
characteristics and we show how this affects their respective sample behaviour and stability
properties.

As with classical (non-ensemble) Kalman filtering, the importance of the results reviewed
is in rigorously establishing the type of tracking and stability behaviour desired in filtering
applications [4, 47, [, [16]. For example, our results imply conditions under which the initial
estimation errors are forgotten, and that the flow of the sample mean converges to the true
Kalman filtering (conditional mean) state estimate (and thus the signal) in the average. In the
case of the EnKF, there must be some emphasis placed on the stochastic behaviour of the ensemble
(Monte Carlo) mean and covariance in order to establish filter stability. We also provide the
analogue of the error covariance fixed point in classical Kalman filtering [4], [16]; whereby we
state results that ensure the sample covariance matrix converges to an invariant, steady-state,
distribution. We characterise the properties of this invariant distribution and relate this to the
sample behaviour of the ‘vanilla’ EnKF [34] [60] and the ‘deterministic’ EnKF [125].

We focus on the linear, continuous-in-time, Gaussian setting in this review and note that in
this case the sample mean and sample covariance are consistent approximations of the optimal
Bayesian filtering mean and covariance. We emphasise that even in the linear-Gaussian case,
the samples themselves are not in general independent. The analysis even in the linear setting is
highly technical [53], 22, 1] 17, [19] and the results presented in this case are aimed as a step in
the progression to more applied results and intuition in nonlinear model settings. There is some
precedent for studying the relative properties, behaviour, or performance of ensemble Kalman
filtering firstly with linear-Gaussian signal models [59]. For example, the seminal article [34]
illustrated that a perturbation of the observations in the ensemble Kalman filter was necessary



to recover a consistent covariance limit (to the true Kalman filter for linear-Gaussian systems);
or to achieve the standard Monte Carlo error rate with a finite set of particles. The analysis (and
even derivation) of ensemble square root filters for linear-Gaussian system models is standard
[126], [103], etc. Convergence of the ensemble Kalman filter in inverse problems is studied in [127]
in the linear setting. We discuss connections and extensions of the results in this article to the
nonlinear model setting toward the end.

We also briefly contrast the approximation capabilities of particle filtering (sequential Monte
Carlo) methods [63] 57] with the EnKF. We give a revealing, and perhaps surprising, simple re-
sult illustrating the complete failure of the bootstrap particle filter [63] to track unstable linear-
Gaussian latent signals. Compared to the EnKF, the fluctuation and stability of various particle
filtering methods (e.g. see [49] 47, 39, 113, 14T] 48], 55]) is a rather mature topic. Nevertheless,
time-uniform particle filtering estimates rely on mixing-type, or certain contractive, conditions
on the mutation transition which do not hold in general in the case of unstable linear-Gaussian
models. We contrast this new (rather negative) particle filtering result with its (positive) coun-
terpart for the EnKF.

Note that the analysis and proofs in [53, 22, 21, 17, [19], while motivated originally by
ensemble Kalman-type filtering methods, are largely presented as independent technical results
on certain general classes of matrix-valued Riccati diffusion equations and associated linear
stochastic differential equations with random coefficients. In this review we emphasise the work
in [53] 22] 21, 17, [19] via a series of results directly and solely stated in the context of ensemble
Kalman-type filtering. Throughout we relate our results to the broader technical literature on
ensemble Kalman filtering and we emphasise the practical significance of these results, e.g. via
the tracking property of the filter, its stability, or via their error fluctuation or catastrophic
divergence behaviour, among other topics. We also contrast the behaviour of the various classes
of continuous-time EnKF methods.

1.4 Notation

We remark firstly that some care must be taken throughout to keep track of the font stylings; e.g.
upright vs. calligraphic vs. script, etc. There is typically a relationship between like symbols
appearing with different stylings.

Hatted terms ~ should be viewed as being indexed to the ensemble size N > 1, i.e. =:=-N,
Time is indexed variously by s,t,u, 7 € [0,00[. We write ¢, ¢y, ¢, Cnry Cnr(Q), Cnr(2,Q) ... for
some positive constants whose values may vary from result to result, and which only depend on
the indexed /referenced parameters n, 7, z, @, etc, as well as implicitly on the model parameters
(A, H, R, Ry) introduced later. Importantly, these constants do not depend on the time horizon
t, nor on the number of ensemble particles N.

Let My be the set of (d x d) real matrices with d > 1 and My, 4, the set of (di x da) real
matrices. Let Sy C My be the subset of symmetric matrices, and S9, and S:{ the subsets of
positive semi-definite and definite matrices respectively. We write A > B when A — B € SY;
and A > B when A — B € S:{. We denote by 0 and [ the null and identity matrices, for any
d>1. Given R € 883 = Sg—S;{ we denote by RY/2 a (non-unique) symmetric square root of R.
When R € S{'j we choose the unique symmetric square root. We write A’ the transpose of A, and
Agym = (A+A")/2 its symmetric part. We denote by Absc(A4) := max {Re()\) : A € Spec(A)} its
spectral abscissa. We also denote by Tr(A) the trace. When A € Sy we let Aj(A) > ... > \y(4)
denote the ordered eigenvalues of A. We equip My with the spectral norm [|A| = [|A|]2 =
VA1 (AA’) or the Frobenius norm [|A| = [|Al|rob = /Tr(4A4").

Let p(A) denote a matrix logarithmic “norm” (which can be < 0), see [I31]. The logarithmic
norm is a tool to study the growth of solutions to ordinary differential equations and the error
growth in approximation methods. For any square matrix A € My, the logarithmic norm is the
smallest element in the set {h € R : | exp(At)| < exp(ht), t > 0} where || - || is any matrix
norm and the value p(A) may be considered to be indexed to the matrix norm employed. For



example, the (2-)logarithmic “norm”, or spectral log-norm, is given by p(A) = A1 (Asym). We
have p(-) > Absc(+) in general, but importantly we note that if Absc(-) < 0, then there is a
matrix norm || - || defining a logarithmic norm such that p(-) < 0, see [131, Theorem 5].

2 Kalman-Bucy Filtering
Consider a time-invariant linear-Gaussian filtering model of the following form,

d2; = AZ,dt + RV?ad¥;

(2.1)
4% = H 2;dt + R\ d;

where A € My and H € My, 4 are the signal and sensor model matrices respectively, and R € Sg
and R; € S:{ are the respective signal and sensor noise covariance matrices. The noise inputs
; and #; are d and d,-dimensional Brownian motions, and Zj is an d-dimensional Gaussian
random variable (independent of (%, #;)) with mean E(2() and covariance Py € SY.

We let %) =0 and V; = 0 (%5, s <t) be the o-algebra generated by the observations. The
conditional distribution 7, := Law (%23 | J;) of the signal states Z; given )} is Gaussian with a
conditional mean and covariance given by

Xy =E(Z | V) and P :=E([2i—XJ[2Zi— X | V).
The mean and the covariance obey the Kalman-Bucy and the Riccati equations

dX; = AX;dt+ P,H'R;'(d% — HX,dt) (2.2)
P, = Rice(F)

with the Riccati drift function from Sg into S, defined for any @ € Sg by
Rice(Q) := AQ + QA" — QSQ + R (2.4)

and with,
S:=HR;'H (2.5)

Importantly, the covariance of the conditional distribution Law(Z2; | J;) in this case does not
depend on the observations ;. The error Z; := (X; — 23) satisfies

dZ, = (A—PS)Zdt+ P HR; " an; — RV d¥;

"W (A—PS)Zdt+ (PSP, + R dz, (2.6)
where %; is some independent d-dimensional Brownian motion. Here we make use of a martin-
gale representation theorem, e.g. [79, Theorem 4.2|, see also [54].

Let ¢¢(Q) := P, denote the flow of the matrix differential equation with Py = Q € SY.
Let ¢4(z, Q) := Z; denote the flow of the stochastic error with Zg = 2 = (z— 20p) € R% and
P, = ¢(Q). Finally, we denote the flow of the Kalman-Bucy update with Xg = 2 € R?
by x¢(z, Q) := X;. This notation allows us to reference the flows ¥:(z, @), ¢+(Q), x¢(z, Q) with
respect to their initialisation at ¢ = 0 which is useful when we compare flows and study stability.

Throughout this section, we assume that (A, R'/?) and (A, H) are controllable and observable
pairs in the sense that

H

HA
RY2 ARV ... ,A’ulRl/ﬂ and ) have rank d. (2.7)

HAT‘—I



Note that if R € S:lr is positive definite, which is quite common in filtering problems, it follows
that controllability holds trivially. We consider the observability and controllability Gramians
(O, C(O)) and (Ct, O(C)) associated with the triplet (A, R, S) and defined by

t t
O, = / e Se ™ ds  and C(O) = O { / e_(t_S)AlOSROSe_(t_S)Ads} o7t
0 0

(2.8)
t t

C, = / A ReAsds  and O(C) = C;l |:/ p(t=5)A C, SC, p(t=5)A ds] thl‘
0 0

Given ({2.7), for any finite 7 > 0, there exists some finite parameters w2, @w?(0),w%.(C) > 0
such that

@ <|C | < w$ and @° < [O-] < = (2.9)

@2 (0) < IC-(O)[| < w3 (0) and w2(C) < [[O-(C)]| < w3(C). (2.10)

The parameter 7 is often called the interval of observability-controllability, see [30].
These rank conditions ([2.7)) ensure the existence and the uniqueness of a positive definite
fixed-point matrix P, solving the algebraic Riccati equation

Ricc(Py) := APy + P A — PooSPy + R= 0. (2.11)

Indeed, if holds, then Py, € S} and Absc(A — P S) < 0. We may relax the controllability
assumption to just stabilisability, in which case Py, € Sg and Absc(A — PxS) < 0; see [87, [109,
91] and the convergence results in [89, 35]. Under just a detectability condition, it follows that
Py, € SY and Absc(A — PxS) <0, ie. (A— PxS), is only marginally stable, and convergence
to this solution is given under mild additional conditions in [I17, [36l 115]. In [139], given only
detectability, the time-varying “closed loop” matrix (A — ¢¢(Q)S) is shown to be stabilising, even
when (A — PS) is only marginally stable.

In the context of ensemble Kalman-Bucy filtering considered later, we will require the same
controllability assumption as considered above, and a more restrictive observability condition
(that implies the classical observability /detectability discussed above).

For any s <t and @) € Sg we define the state-transition matrix,

Es+(Q) == exp (%t (A—0u(Q)S) du> = 0&41(Q) = (A—du(Q)S) Es(Q).  (2.12)

When s = 0 we often write &(Q) instead of £y+(Q). The matrix &(Q) is the fundamental matrix.
We have & 4(Q) = &(Q)Es(Q) L. The following convergence estimates follow from [16, [18]: For
any Q,Q1,0Qs € Sg and any ¢ > 0 we have the local contraction inequalities

IEQII < c(1+ QI IE(P) and  [|E(P)l| = A= F|| < cemt (213
for some finite a, ¢ > 0 and with P, solving (2.11]) and

1€:(Q2) = E(Q1)]| < e(Q1,Q2) e [|Q2 — Qi (2.14)

for some finite constant ¢(Q1,Q2) > 0. In addition, there exists some parameter 7 > 0 such
that for any s > 0 and any ¢ > 7 > 0 we have the uniform estimates,

1€5,5+e (@) < e [1€(Poo)l (2.15)
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Note it is desirable to relate the decay of & s4+(Q) to the decay at the fixed point ||&(Pu)| =
|etA=P=9)|| < ce~@! (since as t — oo it is clear that we cannot do better). See [I8] for an
explicit Floquet-type expression of £(Q) in terms of & (Pu).

The convergence and stability properties of the Kalman-Bucy filter and the associated Riccati
equation are directly related to the contraction properties of the state-transition matrix & ((Q).
To get some intuition for this we note,

(2 Q) = E4(Q) / £.0(Q) (6u(Q) S 6u(Q) + B)? 4%, (2.16)
and
Q) = £4(Q) 64(Q) £ / Et(Q) (6:(Q) S 6:(Q) + R) Ear(@)'ds  (217)
for any s < t.

From [16], for any ¢ > 7 > 0 and any @ € SY we have the uniform estimates

(0:0)+CH) 7 < Q) < 07+ (0). (2.18)
We also have
0 < 3(Q) < Pog + AT Q — P )e(A-T=5) (2.19)
The following stability result follows from [16) [18]: For any Q1,Q2 € SY and for any ¢ > 0,
l¢e(Q1) = (@)l < c(L+ Q1 + 1Q2l*) [|E:(Poo) [ Q2 — @ (2.20)

and recall the exponential contraction estimate on || (Ps)|| in (2.13)). Similarly, using (2.15),
for any s > 0 and any t > 7 > 0, we have

1s,54+6(Q1) = @s,54(Q2)]| < er [1E(Poo) | |Q2 — Q1 (2.21)

Note that both and imply immediately that ¢;(Q) —¢—00 P exponentially fast
for any Q € SY; e.g. by letting Q2 = P,

Note that the uniform estimates with constants independent of the initial condition stated
throughout, involve some arbitrarily small, positive time parameter 7, which can be directly
related to the notion of a so-called observability/controllability interval introduced earlier; for
further details on this topic we refer to [30, [16]. Contrast, for example, the stability results
and . The symbol 7 is reserved for this arbitrary small time parameter throughout
the article.

Results (e.g. bounds and convergence results) on the flow of the inverse of the solution of
the Riccati equation are considered in [16] and are relevant for proving results on the flow of the
Riccati equation itself; e.g. upper bounds on the flow of the inverse solution help to lower bound
solutions of the Riccati flow. The flow of the inverse Riccati solution may also be of interest on
its own as it relates to the flow of “information” (as the inverse of covariance).

Given the contraction properties on & (Q) it is often said the “deterministic part” of the
filter error 0;Z; = (A — P, S) Z; is stable. From [16] we can be more explicit if desired, for
example, for any ¢ > 7 we have the uniform estimate,

sup || E($(2, Q)| 20) | < ce™® |z — 2o (2.22)
Qesy

for some rate @ > 0 and some finite constant ¢ > 0. Moreover, the conditional probability of
the following event

QI < @ (e -2+ 1+ (54+v5)]) 229
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given the state variable 2 is greater than 1—e~°, for any 6 > 0. And, for any ¢ > 0, 21, 2o € RY,
Q1,Q2 € Sg and any n > 1 we have the almost sure local contraction estimate

3=

E ([[9e(21, Q1) — (22, Q2)[I™ | Z0)
(2.24)

< o(Q1,Q2) e |21 — 22| + n(Q1, Q2) e (1 + |lz1 — 20])) Q1 — Q2
with some rate o > 0 and the finite constants ¢(Q1, Q2), ¢n(Q1,Q2) > 0.

3 Kalman-Bucy Diffusion Processes

For any probability measure  on R% we let P,, denote the n-covariance

n = Py =1 ([t — 0]l —n()]) (3.1)

with the identity function ¢(z) := z and the column vector n(f) := [ f dn for some measurable
function f: R — R?

We now consider three different cases of a conditional nonlinear McKean-Vlasov-type diffu-
sion process,

(F)  dX = AX;dt + RY/2dv,+ Py, H'R;' |a% — (HXdt + R)® awy ) |

(F2)  dX, = AX, dt + RY2dv, + Py, H' R} [d@t “H (W) dt} (3.2)

Yo
(F3)  dX, = AX, dt + RP,' (X, —7,(v)) dt + Py, H' R [d% - H <t+2’7t(b)) dt]

where
7, := Law(X; | D) (3.3)

and thus the diffusions in depend in some nonlinear fashion on the conditional law of the dif-
fusion process itself. In all three cases (V;, W, Xp) are independent copies of (%, #;, Zp). These
diffusions are time-varying Ornstein-Uhlenbeck processes [53] and consequently 77, is Gaussian;
see also [16]. These Gaussian distributions have the same conditional mean 7j,(¢) and conditional
covariance Pg, .

Proposition 3.1 (|53, 16]). We have
7y := Law (X | V) = Law (2 | Vi) =: (3.4)

and Xi :=1(¢) = ne(¢) and Py = Py, = Py, where Xy and Py correspond to the Kalman-Bucy
filter update and Riccati equations in and .

We may refer to this specific class of McKean-Vlasov-type diffusion as a Kalman-Bucy
diffusion process [16]. The case (F1) corresponds to the limiting object that is sampled in the
continuous-time version of the ‘vanilla’ EnKF [60]; while (F2) is the continuous-time limiting
object that is sampled in the ‘deterministic’ EnKF of [125], see also [120]; and (F3) is a fully
deterministic transport-inspired equation [120} [I32]. Note that in this case (F3) the existence of
the inverse of Pz, is given by the positive-definiteness properties of the solution of the Riccati
equation in . In the next section we detail the Monte-Carlo ensemble filters derived from
these Kalman-Bucy diffusion processes.

Note we may define a generalised version of case (F3) by,

(F3)  dXy = AX, dt + RP,' (X, —7,(1)) dt

X +m,(0)

+ Py, H' Ry {d%—H( 5

Jat] +ceryt @ -mna 6
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for any skew symmetric matrix G}, = —G; that may also depend 7j,. This added tuning parameter
may be related to an optimality metric, when deriving this transport equation from an optimal
transport beginning. We may also write similar generalised versions (F1’) and (F2') by adding
G Py, (X —7,(1) to (F1) and (F2); though practically it likely makes little sense.

4 Ensemble Kalman-Bucy Filtering

Ensemble Kalman-Bucy filters (EnKF) coincide with the mean-field particle interpretation of the
nonlinear diffusion processes defined in .

Let (Vi, W}, &) with 1 <4 <N+ 1 be (N + 1) independent copies of (V;, Wy, Xp). Again,
we consider three different cases of Kalman-Bucy-type interacting diffusion process,

(F1)  dXj = AXidt + RV?aVi + P, H' R} [d% - (H;c;‘ dt + RY/? dwg‘)}

it (55 ()
1% 1 (X;X) dt]

with 1 <4 < N+ 1 and the rescaled (particle) sample mean and covariance

(F2)  dX} = AXjdt + RY*dV} + P, H' R{’!

(F3)  dX] = AXidt + RP! (X;’ - )?t) dt + P, H' Ry!

1 N
M 52771“ :7N+1 Z5xg
= LR, N+1 (4.2)
— Xt = XtN = m Z Xti and Pt = F)tN = TP@
i=1

In cases (F1) and (F2) we have N > 1 and in case (F3) we require N > d for the almost sure
invertibility of B (although in case (F3) one may substitute a pseudo-inverse of P, without
changing the mathematical analysis). The scaling factor on the sample covariance ensures
unbiasedness. A sampled version of case (F3') may also be derived in the same way.

The filters of are mean-field approximations of those in . In we see the
utility of the Kalman-Bucy filter formulation in . In particular, in we have eliminated
the classical Riccati matrix differential equation completely, and replaced it with an ensemble
of (interacting) particle flows and the computation of a sample covariance matrix from this
ensemble. The sample mean and covariance of can also be used for inference or decision
making, etc.

4.1 Vanilla Ensemble Kalman-Bucy Filter

The vanilla EnKF, denoted by VEnKF, is associated with the first case (F1) of nonlinear process
X; in (3.2)) and is defined by the Kalman-Bucy-type interacting diffusion process (F1) in (4.1)).
We then have the following key result.

Proposition 4.1 ([53]). Let N > 1. The stochastic flow of the sample mean satisfies,

~

(R +5S Pt> g (43)

~ PN N B 1
X, ' (A—PtS> Xy dt + P, H' R7'd% + Nt
where By is an independent d-dimensional Brownian motion.

The sample covariance evolves according to a so-called matriz-valued Riccati diffusion process
of the form,

5 law . 3 l 51/2 ~ ~\1/2
dP, '™ Ricce(B,) dt + W[Pt dM, (R+PtSPt) (4.4)

sym
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where My is a (d X d)-matriz with independent Brownian entries (also independent of By).

We see that for the vanilla EnKF, the convergence of )?t — X; and ]3t — P, as N — oo follows
immediately. This result follows via the martingale representation theorem, e.g. Theorem 4.2
in [79], see also [54].

4.2 ‘Deterministic’ Ensemble Kalman-Bucy Filter

The ‘deterministic’ EnKF, denoted DEnKF, is associated with the second case (F2) of nonlinear
process X; in , and is defined by the Kalman-Bucy-type interacting diffusion process (F2) in
(4.1). This ‘deterministic’ epithet in the DEnKF follows because the update ‘part’ of the particle
flow is deterministic and does not rely on the stochastic perturbations by W} appearing in the
VEnKF. This name and idea was taken from [125]; see also [13], [120] and [136], 05]. We have the
following key result.

Proposition 4.2 (|21, 19]). Let N > 1. The stochastic flow of the sample mean satisfies,

1
vN+1

law

dX; "% (A- P S)X,dt+ P, H R 'd%; + RY24B, 4.5
1

where B is an independent d-dimensional Brownian motion.
The sample covariance evolves according to a so-called matriz-valued Riccati diffusion process
of the form,

5 law . = 2 51/2 1/2
P, 'z B)dt+ — P24 4,
) " Rice(P) dt + [ 12 M, R Lym (4.6)

where My is a (d x d)-matriz with independent Brownian entries (also independent of By).

Again, for the DEnKF, the convergence of )?t