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Abstract: We consider Dynamic programming equations associated to discrete time stochastic
control problems with continuous state space, which arise in particular from monotone time
discretizations of Hamilton-Jacobi-Bellman equations. We develop and study several numerical
algorithms for solving such equations, combining tropical numerical methods and stochastic
dual dynamic programming methods. We also compare these algorithms with the point based
methods for solving Partially Observable Markov Decision Processes (POMDP).

Keywords: Stochastic Control, Hamilton-Jacobi-Bellman equations, Stochastic Dual Dynamic
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1. INTRODUCTION

We consider the following stochastic control problem with
discrete time and a possibly discounted additive payoff,
either with a finite or infinite horizon T . At each step
t ∈ [[0, T ]], the state Xt ∈ X ⊂ Rn follows the following
dynamics

Xt+1 = f
Wt+1

t (Xt,Ut) ,

where (Wt)t∈[[0,T ]] is a sequence of random variables with
values in some measurable set (W,W), and (Ut)t∈[[0,T ]]

is an adapted sequence of (random) decisions or controls
with values in some measurable set (U,U). The state is
fully observed, and we may be in the hazard-decision
framework in which adapted means that, for all t, σ(Ut) ⊂
σ(X0,W1, . . . ,Wt+1). We may also be in the decision-
hazard framework, in which adapted means that, for all t,
σ(Ut) ⊂ σ(X0,W1, . . . ,Wt). At each time t, the decision
maker is receiving the reward

r
Wt+1

t (Xt,Ut) ,

and at the final time, if any, the decision maker receives
the final reward ψ(XT). Then, the decision maker aims to
maximize his total expected reward:

E

[
T−1∑
t=0

r
Wt+1

t (Xt,Ut) + ψ(XT)

]
.

Such a problem is also called a multi-stage optimization
problem. In the sequel, we shall assume that the random
variables Wt+1 are independent and with finite support

? Sponsor and financial support acknowledgment goes here. Paper
titles should be written in uppercase and lowercase letters, not all
uppercase.

W. The law of Wt+1 may depend on t. In the decision-
hazard framework, we may also consider the case where
the law of Wt+1 depends on (Xt,Ut), which is equiv-
alent to consider the general framework of Markov de-
cision processes, with some given transition probabilities
Tut
t (xt, xt+1) = P (Xt+1 = xt+1 | Xt = xt,Ut = ut),

such that Tut
t (xt, ·) has a finite support. In the hazard-

decision framework, we can assume that the law of Wt+1

depends on Xt, but it cannot depend on Ut. The discrete
probability law of Wt+1 will be denoted by pxt,ut

t (w) =
P (Wt+1 = w | Xt = xt,Ut = ut) in the first case, and by
pxt
t (w) = P (Wt+1 = w | Xt = xt) in the second case.

By the dynamic programming approach (see Bellman
(1984)), the value function of the above problem is the
function V0 obtained from the solution to the following
recurrence equation:

VT = ψ and ∀t ∈ [[0, T − 1]], Vt = Bt (Vt+1) , (1)

where Bt is the associated Bellman operator from the

set of extended real functions over X (RX
), to itself.

This operator can be written as the composition of three
different operators among the following ones which are
operating on functions from either X, X × U, X × U ×W
or X×W to R:



Qt(φ)(x, u, w) = rwt (x, u) + φ
(
fwt (x, u)

)
,

M(1)
t (Q)(x,w) = max

u∈U
Q(x, u, w),

E(2)t (Q)(x) = E
[
Q(x,Wt+1)

]
=
∑
w∈W

pxt (w)Q(x,w),

E(1)t (Q)(x, u) = E
[
Q(x, u,Wt+1) | Xt = x,Ut = u

]
=
∑
w∈W

px,ut (w)Q(x, u, w),

M(2)
t (Q)(x) = max

u∈U
Q(x, u) ,

in which we use the convention +∞−∞ = −∞. Indeed, in

the hazard-decision case, we have Bt = E(2)t ◦M
(1)
t ◦Qt and

in the decision-hazard case, we have Bt =M(2)
t ◦E

(1)
t ◦Qt.

The above discrete time Bellman equation (1) can also be
obtained after some semi-Lagrangian time discretization
of a Hamilton-Jacobi-Bellman equation, see Falcone and
Ferretti (2014), or any monotone time discretization. The
dynamic programming approach suffers from the “curse
of dimensionality”, since one would need to compute for
all t ∈ [[0, T ]] the value function Vt on all the state
space X, and any grid-based discretization would need
a number of values exponential in the dimension n of
the state space X. Several methods have been proposed
in the litterature to bypass the obstruction of curse of
dimensionality. We shall only cite the ones related to the
present work: the tropical numerical methods developped
in the context of Hamilton-Jacobi equations (McEneaney
(2007); McEneaney et al. (2011); Qu (2014); Akian and
Fodjo (2018)), the tree-structured algorithm developped
recently by Alla et al. (2019), and the stochastic dual
dynamic programming method developped in the context
of discrete time stochastic control (Pereira and Pinto
(1991); Philpott et al. (2013)).

Here, we consider a general algorithm inspired by both
tropical numerical methods and SDDP algorithm and
which can be seen as a generalization of the algorithms
proposed in Philpott et al. (2013); Baucke et al. (2018)).
Moreover, we show that in the case of the dynamic
programming equation associated to a partially observable
Markov Decision Process (POMDP), it is similar to the so
called point based algorithms developped in Pineau et al.
(2003); Kurniawati et al. (2008); Shani et al. (2013).

2. TROPICAL NUMERICAL METHOD FOR
LIPSCHITZ PRESERVING BELLMAN OPERATORS

The following algorithm is introduced in more details in
Akian et al. (2020).

We assume that the map rwt takes its values in R∪{−∞},
to handle constraints in state and control. We also assume
that rwt is bounded from above, which will imply that
the Bellman operator preserves the set of upper bounded
function from X to R ∪ {−∞}. For any function φ from
a set Y to R ∪ {−∞}, the support of φ will be the set of
y ∈ Y such that φ(y) ∈ R. The constraints determined by
the support of rwt and the support of the final reward ψ
induce a sequence of sets Xt ⊂ X, t ∈ [[0, T ]], such that
any sequence Vt, t ∈ [[0, T ]], satisfying (1) is such that the
support of Vt is included in Xt.

It is well known that Bellman operators are order pre-
serving and nonexpansive for the sup-norm. Since X is an
infinite set, we shall need the following stronger property:

Assumption 1. There exists a sequence Lt, t ∈ [[0, T ]], of
compact subsets of the set of functions from X to R ∪
{−∞}, endowed with the uniform convergence topology,
such that, for all t ∈ [[0, T − 1]], the Bellman operator Bt

sends Lt+1 into Lt.

Compact subsets Lt can be obtained by taking the set
of functions from X to R ∪ {−∞}, that are Lt-Lipschitz
continuous (for some given norm of Rn) on their compact
support Xt, or any closed subset of this set. In Akian
et al. (2020), Assumption 1 is proved to be satisfied for
these particular sets Lt, for some constants Lt, under
some technical conditions similar to the ones that are
generally assumed in the proofs of convergence of SDDP
algorithm. Another important property assumed to apply
SDDP algorithm (in the above context of a maximization
problem) is that the control set is polyhedral, that the
reward functions are polyhedral and concave with respect
to state and control, and that the dynamics are affine
with respect to state and control. In that case the value
function can be approximated by the finite infimum of
affine functions, and the computation of appropriate affine
functions can be done by solving some Linear Programs. In
what follows, we describe a general algorithm which does
not necessarily need this property. What will be needed
however is the following assumption which is satisfied
again by the above particular sets.

Assumption 2. The subsets Lt of Assumption 1 are lat-
tices for the pointwise partial order: for all t ∈ [[0, T ]], and
φ, φ′ ∈ Lt, there exists a supremum (least upper bound)
of φ and φ′ in Lt, that we shall denote by φ ∨ φ′ and an
infimum (greatest lower bound) of φ and φ′ in Lt, that we
shall denote by φ ∧ φ′.

Note that the set Ct of concave functions that are Lt-
Lipschitz continuous on their compact support Xt is stable
by the infimum operation, so that the pointwise infimum
in the set of all functions coincides with the infimum in
Ct. It is not stable by the pointwise supremum, but the
supremum in Ct exists and coincides with the concave
hull of (the least concave map greater than) the pointwise
supremum.

The Tropical Dynamic Programming (TDP) algorithm
of Akian et al. (2020) (which generalizes Philpott et al.
(2013); Baucke et al. (2018)) consists in the iterative
construction of two approximations of the value function
Vt, one from above and one from below. At each iteration

k, the upper approximation, denoted V
k

t , is obtained as

the infimum (in Lt) of a finite set F
k

t of basic functions

and the lower approximation, denoted V k
t , is obtained as

the supremum (in Lt) of a finite set F k
t of basic functions.

Basic functions for the upper and lower approximations are
taken respectively in subsets Ft and Ft of Lt, that is we

have F
k

t ⊂ Ft and F k
t ⊂ Ft. Note that the approximations

V
k

t and V k
t are parametrized by the sets F

k

t and F k
t ,

which means that we never store the values of these
functions on a grid of X. The sets of basic functions F

k

t

and F k
t are increasing with respect to iteration number



k, so that V
k+1

t ≤ V
k

t and V k+1
t ≥ V k

t . These sets are
computed using a sequence of state-action-noise, which is
itself computed using the previous sequence of functions.

Starting with an initial state x0 and emptysets, or appro-

priate singleton sets φ0
t+1

and φ
0

t+1, the algorithm solving

the Bellman equation in the hazard-decision framework
consists at each step k ≥ 0 in the following two phases:

• Forward phase: Compute a new (deterministic)
trajectory (xkt )t∈[[0,T ]] starting in x0 as follows. For
t = 0, . . . , T − 1, do:

For each w ∈ W, compute an optimal control uwt
for V

k

t+1 at xkt :

uwt ∈ arg max
u∈U

Qt(V
k

t+1)(xkt , u, w) . (2)

Compute the noise wt ∈ W which maximizes the
future gap

wt ∈ arg max
w∈W

(
V

k

t+1 − V
k
t+1

)(
fwt (xt, u

w
t )
)
.

Compute the next state associated to the above noise
and optimal control:

xkt+1 = fwt
t (xkt , u

wt
t ) .

• Backward phase: For t = T, T − 1, . . . , 0, select
for both upper and lower approximations, one new
basic function φt ∈ Ft (resp. φ

t
∈ Ft) and add it

to the corresponding set: F
k+1

t := F
k

t ∪
{
φt
}

and

F k+1
t := F k

t ∪
{
φ
t

}
.

If t = T , the new basic functions are chosen such
that

φT ≥ ψ and φT (xkT ) = ψ(xkT ).

and symmetrically

φ
T
≤ ψ and φ

T
(xkT ) = ψ(xkT ).

If t < T , the new basic functions are chosen such that

φt ≥ Bt

(
V

k+1

t+1

)
φt(x

k
t ) = Bt

(
V

k+1

t+1

) (
xkt
)
.

and symmetrically

φ
t
≤ Bt

(
V k+1

t+1

)
φ
t
(xkt ) = Bt

(
V k+1

t+1

) (
xkt
)
,

where for all t, k, we denote V
k

t = inf F
k

t and V k
t =

supF k
t .

For the decision-hazard framework, the only difference is
in the forward phase, in which one computes an optimal
control ut independent of w:

ut ∈ arg max
u∈U

E(1)t (Qt(V
k

t+1))(xkt , u) .

If Lt is the set of Lt-Lipschitz continuous functions on
their compact support Xt, for some given norm ‖ ·‖ of Rn,
then a typical example of a set of basic functions Ft is the
set of functions x ∈ Xt 7→ a − Lt‖x − x0‖ with a ∈ R
and x0 ∈ Xt. Then −Ft is also a good candidate for Ft. If
Lt is the set of concave Lt-Lipschitz continuous functions
on their compact support Xt, then one can replace Ft by
the set of Lt-Lipschitz continuous affine maps restricted to

Xt. This is what is done in the SDDP like algorithms of
Philpott et al. (2013); Baucke et al. (2018).

Theorem 3. (Akian et al. (2020)). Let Vt be the solution
of the Bellman equation (1). For all t ∈ [[0, T ]], the

sequences
(
V k

t

)
k∈N

and
(
V

k

t

)
k∈N

converge uniformly to

two functions V ∗t and V
∗
t of Lt which satisfy V ∗t ≤ Vt ≤

V
∗
t . Moreover, we have that V

∗
t (x∗t ) = Vt(x

∗
t ) = V ∗t (x∗t )

for every accumulation point x∗t of the sequence (xkt )k∈N.

In particular V
∗
0(x0) = V0(x0) = V ∗0(x0).

The above algorithm and theorem are defined and stated
in Akian et al. (2020) under some technical assumptions
which ensure that Assumptions 1 and 2 hold for the
set Lt of Lt-Lipschitz continuous functions with compact
support Xt. However, the algorithm and proof only use
the properties stated in these assumptions.

3. POINT BASED ALGORITHMS FOR POMDP

One way to solve a partially observable Markov decision
Problem (POMDP) is to introduce, for each time t, the
belief state bt that is a probability distribution among the
elements of the state space, given the information available
at time t. The value function and an optimal strategy can
then be obtained by solving the dynamic programming
equation of a Markov decision process over the belief state
space with perfect information. This gives in particular an
optimal strategy which only depend on the belief state at
the current time.

We recall this dynamic programming equation in the
discounted infinite horizon case, for which point based
algorithm were introduced (see Pineau et al. (2003); Kur-
niawati et al. (2008); Shani et al. (2013)). Assume that
the state space is equal to [n] := {1, . . . , n}, so that the
belief space is the simplex ∆n = {b ∈ Rn

+ |
∑

i bi = 1},
which is a compact subset of X = Rn. Assume also that
the observation space O and the control space U are finite
sets. For all o ∈ O and u ∈ U, let us denote by Mu,o the
n× n matrix with entries

Mu,o
xx′ = P (ot+1 = o,Xt+1 = x′ | Xt = x,Ut = u) ,

and let us any belief state as a row 1×n vector. Then, the
dynamics of the belief state is given by:

bt+1 = τot+1(bt,ut) with τo(b, u) =
bMu,o

bMu,o1
.

We also have

P (ot+1 = o | bt = b,Ut = u) = pb,u(o) := bMu,o1 .

Denoting γ < 1 the discount factor, the dynamic program-
ming equation of the POMDP is the fixed point equation

V = B (V )

with B =M◦ E ◦ Q for the following operators

Q(φ)(b, u, o) = R(b, u) + γφ
(
τo(b, u)

)
,

E(Q)(b, u) =
∑
o∈O

pb,u(o)Q(b, u, o),

M(Q)(b) = max
u∈U

Q(b, u) ,

in which R(b, u) = b r(·, u) =
∑

x∈[n] bxr(x, u). The above

Bellman operator has same form as the one of previous
section in the decision-hazard framework, but for some
special dynamics. The observation process ot play the role



of the noise process Wt. Both belong to finite sets. So
we can apply the TDP algorithm as soon as we found
some appropriate sets Lt. It is well known that the value
function of a POMDP is a bounded convex Lipschitz
continuous function over the simplex ∆n. The bound and
the Lipschitz constant (with respect to the `1 norm on the
simplex) are both equal to L = Rmax/(1−γ), where Rmax

is the sup-norm of the reward function r. The point based
algorithms developped in (Pineau et al. (2003); Kurniawati
et al. (2008); Shani et al. (2013)) consist in approximating
the value function from below by a supremum of linear
maps and from above by either an infimum of functions
of the form b 7→ a + L‖b − b0‖1 or by the convex hull of
such functions. Both methods can be seen as a particular
case of the TDP algorithm, up to some improvements,
and a generalization to the infinite horizon case. Such a
generalization consists in gathering (at each iteration k)
all the improvements into the same approximate value

function V
k

or V k, and in stopping the trajectory (xkt )

at a time T such that
(
V

k − V k
)
(xkT ) ≤ ε.

In Smith and Simmons (2005), an analysis of the point
based algorithm is done, only under the assumption that
the algorithm stops. Moreover, in Fehr et al. (2018), it
is proved that the Bellman operator B preserves the set
of Lipschitz continuous functions over the simplex, but
the Lipschitz constant can become very large for some
γ > 1/2.

We can show however that the set L of functions on the
simplex which are bounded by L and can be extended
in a positively homogenous and L-Lipschitz continuous
map on the positive cone Rn

+ is preserved by the Bellman
operator of the POMDP. This set is compact for the
uniform convergence topology, so it satisfies Assumption 1.
It also satisfies Assumption 2. This allows us to construct
a variant of point based algorithm for which a convergence
result similar to Theorem 3 up to ε is possible.
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