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Introduction Brain Encoding
@ Syntactic parsing is the task of assigning a syntactic structure Stimulus Pearson Correlation (R) =Corr(Y, W (X)) Stimulus
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The cat sat on the mat .

(b) Dependency parse tree

Figure 2:Whole Brain
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/; T ®PTL and ATL have high overlap for both syntactic (CC, CI,
0 50 100 150 200 250 300 SynGCN, INC), and semantic (BERT) features.
confound regression for both : °
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the  mat The ~ cat 'sat on the  mat %3’ R s syntact.lc features like CM, PU, SynGCN and INC, and with
(a) Constituency parse tree (c) Incremental top-down parse tree € acoustic features semantic feature BERT.
el Smod i iamoilis ©® Basic syntactic features are much less associated with voxels in
Figure 1:Example of syntactic parsing for three parsers <\°°°’ & &é“’& e @ s & smoothness at 6 mm FWHM angular gyrus region.
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(Questions seconds Conclusion
1' l ; ; TRs realignment and spatial
10.0 1.5 13.0 14.5 normalization using fMRIPrep
® Do syntactic parser representations predict similar {MRI areas? . W @ Constituency trees explain additional variance better than
® Which syntactic parsing method better predicts tMRI activity? 3 b ) — other syntactic parsing methods.
-% ' l . ‘ . | ' | — ® Future Directions: This work was done on data related to
0 50 100 150 200 250 300 350 400 450 English stories only. As we do other kinds of models of

Main Contributions
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0 50 100 150 200 250 300 language processing in various languages, we want to make

similar studies for multi-lingual languages [1].

® We explore syntactic structure embeddings obtained from three
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® We use a GCN model (SynGCN embeddings) for the = U = (CM PULPU) o (P, CM.PUL(CH.PU)
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