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Abstract

Motivation: The cellular system of a living organism is composed of interacting bio-molecules that control cellular
processes at multiple levels. Their correspondences are represented by tightly regulated molecular networks. The
increase of omics technologies has favored the generation of large-scale disparate data and the consequent demand
for simultaneously using molecular and functional interaction networks: gene co-expression, protein–protein inter-
action (PPI), genetic interaction and metabolic networks. They are rich sources of information at different molecular
levels, and their effective integration is essential to understand cell functioning and their building blocks (proteins).
Therefore, it is necessary to obtain informative representations of proteins and their proximity, that are not fully
captured by features extracted directly from a single informational level. We propose BraneMF, a novel random
walk-based matrix factorization method for learning node representation in a multilayer network, with application to
omics data integration.

Results: We test BraneMF with PPI networks of Saccharomyces cerevisiae, a well-studied yeast model organism.
We demonstrate the applicability of the learned features for essential multi-omics inference tasks: clustering,
function and PPI prediction. We compare it to the state-of-the-art integration methods for multilayer networks.
BraneMF outperforms baseline methods by achieving high prediction scores for a variety of downstream tasks. The
robustness of results is assessed by an extensive parameter sensitivity analysis.

Availability and implementation: BraneMF’s code is freely available at: https://github.com/Surabhivj/BraneMF,
along with datasets, embeddings and result files.

Contact: fragkiskos.malliaros@centralesupelec.fr

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Comprehensive interpretation of biological mechanisms in an organ-
ism requires understanding bio-molecular interactions represented
by tightly regulated molecular networks (Subramanian et al., 2020).
The advent of high-throughput technologies has introduced enor-
mous disparate omics data in the scenario, and, in parallel, promis-
ing avenues are paved for their analysis and interpretation (Yue
et al., 2020). Despite the explosion of omics data, functional annota-
tions are yet to be unveiled, for at least 20% of proteins, even in
model organisms (Wood et al., 2019). Hence, novel methods to ana-
lyze and obtain significant knowledge from heterogeneous data are
necessary. Analysis of single omics is limited to correlations, mostly
reflecting reactive processes rather than causative ones. Several stud-
ies have shown the importance of multi-omics integration over
single omics analysis (Subramanian et al., 2020). Such approach can

provide insights on the interconnectedness of different bio-molecules
(proteins, RNAs, metabolites) and the flow of biological informa-
tion occurring among them. This will enable us to understand bio-
logical mechanisms, for instance, gene regulation (Hu et al., 2020;
Jagtap et al., 2021), protein function prediction (PFP) (Cozzetto
et al., 2013) or drug–target identification (Luo et al., 2017).

In the past years, network approaches have offered potential for
integrative omics analysis, facilitating a new era of systems biology
(Di Nanni et al., 2020; Subramanian et al., 2020; Yan et al., 2018).
Nevertheless, it is necessary to obtain informative representations
(e.g. embeddings) for the nodes in the network (bio-molecules) and
their proximity. Potentially, this would be possible by modeling bio-
logical data as a multilayer network and learning integrated embed-
dings that could effectively capture richer features and preserve
biological information from each individual layer. Multilayer
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network integration strategies can be classified as early, intermediate
or late integration (Gligorijevi�c and Pr�zulj, 2015; Li et al., 2018). In
early integration methods, datasets are combined into a single data-
set on which the model is built and the features are learned. In the
late network integration strategy, a model for each network is built
individually, and these individual network features are then com-
bined. In intermediate integration, the data is combined through a
joint model inference. Indeed, there is a great value in developing
efficient intermediate-level integration approaches (Zhou et al.,
2020a), capable of handling heterogeneous data, providing insights
into the functional categories of proteins (e.g. representation of
system-level inter-relationships within bio-molecules).

In this article, we are inspired by Graph Representation Learning
(GRL) algorithms to encode graph structure into compact embed-
ding vectors (Hamilton et al., 2017). Our motivation is further
extended toward leveraging closed forms of GRL methods that
perform implicit matrix factorization, favoring intrinsic connection
and interpretability of graph topology (Levy and Goldberg, 2014;
Qiu et al., 2018). We propose BraneMF, a novel intermediate-level
network integration framework by effectively combining protein–
protein interaction (PPI) networks of heterogeneous data sources.
We formally define the task as a multilayer network embedding
problem. Given a set of networks, we aim to learn low-dimensional
latent node embeddings so that the structure of input networks is
properly integrated and preserved in the new space.

More formally, a multilayer graph of L-layers is a set G ¼
fGlgL

l¼1 ¼ fðVl; ElÞgLl¼1 of graphs, where V l: ¼ fv1; . . . ; vNl
g and

El: ¼ fe1l
; . . . ; eMl

g are the vertex and the undirected edges sets
respectively. Nl and Ml denote the number of nodes and edges for
each layer. Throughout the article, we assume that the layers share
the same set of nodes, so Vj ¼ Vl ¼ V, and Nj ¼ Nl ¼ jVj for every
1 � j < l � L. We use AðlÞ to denote the adjacency matrix of the
associated layer Gl. Our main goal is to learn a low-dimensional fea-
ture representation for all jVj nodes. This integrated d-dimensional
representation of G is given by Xd 2 R

jVj�d (d� jVj). We employ
these embeddings for different downstream prediction tasks dedi-
cated to the functional analysis of proteins.

2 Related work

A plethora of GRL approaches are based on random walks
(Çelikkanat and Malliaros, 2020; Grover and Leskovec, 2016;
Nguyen and Malliaros, 2018; Perozzi et al., 2014), matrix factoriza-
tion (Levy and Goldberg, 2014; Qiu et al., 2018) or neural networks
(Hamilton et al., 2017). However, they have mostly been introduced
for single-layer networks (Yue et al., 2020). Inspired by Word2Vec-
based single-layer network embedding techniques (Grover and
Leskovec, 2016; Mikolov et al., 2013; Perozzi et al., 2014), a few
GRL methods have been proposed for multilayer networks.
Principled Multilayer Network Embedding (PMNE) (Liu et al.,
2017) is an extension of a single-layer graph embedding to a multi-
layer network. Multiplex Network Embedding (MNE) (Zhang
et al., 2018) is a multi-layer network embedding method that gener-
ates random walks for each layer and then applies the Skip-Gram
model (Mikolov et al., 2013) to learn joint embeddings for each
node. The final node embeddings are composed of three parts: com-
mon embeddings, relation-based embeddings and a transformation
matrix. Multi-Net (Bagavathi and Krishnan, 2018) uses random
walks, namely classical, diffusive and physical to obtain node
sequences (Guo et al., 2016; Solé-Ribalta et al., 2016). Then, it
merges the nodes’ neighborhoods (context for each node) and learns
a d-dimensional feature vector for each node by maximizing the
likelihood of occurrence of node neighbors across all layers. Multi-
node2vec (Multi-n2v) (Wilson, 2020) extends Node2Vec (Grover
and Leskovec, 2016) to multi-layer networks. The model collects a
bag of words from each layer by performing vertex neighborhood
search. Then, the optimization procedure computes the features by
using the Skip-Gram neural network model on the identified neigh-
borhoods. Recently, MultiVERSE (Pio-Lopez et al., 2021) computes
a similarity matrix using random walks with restart (RWR). Then, it
applies an optimized version of VERSE (Tsitsulin et al., 2018), a

vertex-to-vertex similarity-oriented embedding method to compute
the representations. FAME (Liu et al., 2020) decomposes the hetero-
geneous multiplex network into homogeneous and bipartite sub-
networks. It follows the use of a spectral transformation module to
automatically aggregate and decouple sub-networks with the explor-
ation of their multi-relational topological signals. Lastly, BraneExp
(Jagtap et al., 2021) is based on random walks that are used to de-
fine node similarity, using expressive conditional probability func-
tions. It is a network integration framework with the concept of
exponential family graph embeddings, which generalizes multilayer
random walk-based GRL methods to an instance of exponential
family distribution (Çelikkanat and Malliaros, 2020; Rudolph et al.,
2016).

For biological networks, similarity network fusion (SNF) (Wang
et al., 2014) constructs a similarity network for each data type and
then iteratively integrates these networks using a network fusion
methodology. Mashup (Cho et al., 2016) is a network integration
framework based on matrix factorization that builds compact low-
dimensional vector representations of proteins. It takes as input a
collection of PPI networks and generates embeddings that best ex-
plain their wiring patterns across all networks. deepNF (Gligorijevi�c
et al., 2018) is a network fusion method relying on multimodal deep
autoencoders. It also takes a collection of PPI networks as input and
makes use of an autoencoder (AE). OhmNet (Zitnik and Leskovec,
2017) is an unsupervised feature learning approach for multilayer
networks with a predefined hierarchy describing relationships be-
tween the layers. To capture the structural properties of networks,
deepNF and Mashup are based on RWR. The vectors learned from
both methods are then fed into a support vector machine (SVM)
classifier to predict functional classes of proteins. deepMNE-CNN
(Peng et al., 2021) has been introduced as a multi-network embed-
ding approach which applies a semi-autoencoder based model to
learn protein features. Graph2GO (Fan et al., 2020) extends vari-
ational graph autoencoders to multilayer networks. It establishes to
integrate networks derived from heterogeneous information, includ-
ing sequence similarity, PPI and protein features, amino acid se-
quence, sub-cellular location and protein domains.

Most of these network integration frameworks are engrossed to-
ward Gene Ontology (GO) prediction. If two proteins have a similar
function, apart from their direct relationship in the network, they
can have many further characteristics in common, such as biological
processes, molecular function, cellular location, regulated by the
same transcription factor, have the same epigenetic mark or belong
to the same metabolic pathway. In order to determine such similar-
ities between a priori unlinked proteins, it is necessary to obtain an
informative representation of proteins and their proximity that is
not fully captured by handcrafted features directly extracted from
the PPI network. GRL-driven models are candidates for the above
tasks. Given a multilayer network, GRL algorithms can embed it
into a new compact vector space in such a way that both the original
network structure and other latent features are captured. Indeed,
existing methods are challenged when applied to biological datasets
that demand comprehensive handling of data heterogeneity. Also,
existing GRL methods for multilayer networks depend on numerous
parameters—thus being computationally intensive in finding opti-
mal parameter settings. Besides, biologists generally dispose of low
levels of ground truth. To efficiently search for appropriate ground
truth when biological information is not fully known, becomes a dif-
ficult and time consuming task. Hence, there is a huge scope to de-
velop new methods that can address these challenges. In this study,
we derive embeddings purely via a data-driven fashion such that the
probability of the context of a protein is maximized. To do so, we
obtain random walk-based Positive Pointwise Mutual Information
(PPMI) matrices from the set of networks to capture node neighbor-
hood information. These matrices are used as input for learning
embeddings using a joint singular value decomposition (SVD)
framework. Moreover, we demonstrate the adequacy of the learned
embeddings to solve important downstream machine learning tasks
such as protein clustering with their functional enrichment, predic-
tion of protein functions and PPIs.
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3 Materials and methods

BraneMF is an integration framework to learn protein features from
multiple PPI networks. A schematic representation is given in
Figure 1. Firstly, we compute a random walk-based multi-layered
PPMI matrix that captures node proximity. Secondly, we learn pro-
tein features by jointly factorizing the layers of this matrix using
SVD. Lastly, we utilize the learned protein features for various pre-
diction tasks. In addition, we compare the performance of BraneMF
to state-of-the-art baseline methods.

3.1 Computation of random walk-based PPMI matrices
Network properties, particularly topological ones, can unravel
important information about the graph structure. While handling
multiple heterogeneous networks that correspond to diverse charac-
teristics, it is essential to extract relevant information concealed in
their topology. We aim to extract such information from a multi-
layer graph G, constructing a set of PPMI matrices that can delineate
node similarity via random walks. Random walks, defined as node
paths that consist of a series of random steps on the graph, have
been used as a similarity measure for a variety of problems in graph
theory. More precisely, from some single-layer graph Gl and a start-
ing node vi, a random walk performs transitions by selecting a
neighborhood node at random at each step. The random walk
generation procedure continues for all nodes and for a predefined
number of walks of a given length. In this way, node sequences are
obtained that are further used to learn node features. This can
be achieved by maximizing the likelihood of node co-occurrences
within random walks, following ideas from the Skip-Gram model
in natural language processing. Nevertheless, for large networks,
simulating random walks is computationally expensive and requires
additional parameter settings. To alleviate this effect, recent studies
have formulated the problem of random walk embedding generation
as a matrix factorization task (Levy and Goldberg, 2014; Qiu et al.,
2018).

Focusing on a specific instance of such approaches, the
DeepWalk method first generates a corpus W by performing ran-
dom walks on a graph (Perozzi et al., 2014). A corpusW is a bag of
multisets that counts the multiplicity of nodes v and their context c.
DeepWalk then trains a Skip-Gram model on W. To be formal, it
assumes a corpus of node sequences represented as v1; v2; . . . ; vN,

where N is the length of the random walk. The context of node vi is
given as the surrounding nodes in a 2w-sized window fvi�w; . . . ;
vi�1; viþ1; . . . ; viþwg, w<N. Following Levy and Goldberg (2014)
and Qiu et al. (2018), the closed form expression of the DeepWalk
matrix for any graph Gl is given by:

log
#ðv; cÞjWj
#ðvÞ:#ðcÞ

� �
� log b|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Skip�Gram

¼ log
volðGlÞ

bw

1

w

Xw

r¼1

Pr

" #
D�1

 !
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

DeepWalk matrix

:

On the left-hand side, #ðv; cÞ;#ðvÞ and #ðcÞ denote respectively
the number of times node-context pair (v, c), node v and context c
appear in W, while b is the number of negative samples. The right-
hand side is represented by D as the degree matrix of graph Gl, and
the power matrix P defined as D�1A. Here, vol(Gl) is the volume
(size) of Gl. For a detailed theoretical explanation, refer to Section
2.2 in Qiu et al. (2018). Inspired by this formulation, we have
chosen to obtain the set of PPMI matrices M ¼ fMðlÞgL

l¼1 using the
closed form expression of the DeepWalk matrices MðlÞ for a multi-
layer graph G:

M ¼ log
volðGlÞ

bw

1

w

Xw
r¼1

�
PðlÞ
�r

" #�
DðlÞ

��1
 !( )L

l¼1

: (1)

Each matrix MðlÞ corresponds to the DeepWalk matrix of Gl

when the length of random walks goes to infinity. In this regard,
MðlÞ is different from the PPMI matrices computed in previous
approaches. As discussed in Section 2, the PPMI matrix for deepNF
and Mashup is computed using RWR, considering an additional
parameter that controls the restart probability of the random walk.
Despite both capturing node proximity, the DeepWalk matrix sig-
nificantly differs from RWR; the formulation ensures that its latent
factors will derive embeddings that capture node co-occurrences in
random walks.

3.2 Joint representation learning for multilayer

networks
The set of matrices M computed as above captures node proximity
that still represents high-dimension protein features. As a consequence

A M

A(1)

A(2)

A(L)
M(L)

M(2)

M(1)

+
α

2
U 2

F + V 2
F +

β

2
UV − I 2

F

U,V ∈ R |V|×|V|

|V|

|V|
|V|

1
2

d

dd

d

U V

L

arg min

Ωd = Ud Σ̄d
γ

O =
1
2

L

i=l

M(l) − UΣ(l)V
2

F

Σ(l)

M(l) ≈ UΣ(l)V , l ∈ {1, . . . , L}

Fig. 1. Schematic representation of BraneMF. The framework takes as input a set of PPI networks represented by their adjacency matrices AðlÞ; l 2 f1; 2; . . . ;Lg. For each PPI

network, the random walk matrix MðlÞ is computed. For integrative analysis, we learn protein features by jointly decomposing these random walk matrices MðlÞ into URðlÞV>.

The protein features Xd are given by UdðRdÞc, where d is the embedding dimension and c is a factor that scales the magnitude of the singular values. The learned protein fea-

tures are then utilized for functional analysis of proteins
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of the curse of dimensionality, these features are not compatible for
downstream prediction tasks. Therefore, we want to obtain low-
dimension integrated protein features that could be easily fed to any
downstream machine learning tasks of interest. Nevertheless, our in-
tegration framework is developed on the construction of random
walk-based PPMI matrices (Eq. 1), on which joint matrix factoriza-
tion is eventually performed. In order to learn the spectrum of one
layer in graph G, the singular values and singular vectors of its PPMI
matrix M can be obtained using SVD, as M ¼ URV>, where U and
V correspond to the left and right singular vector matrices, and R is
the diagonal singular value matrix. In the case of a multilayer graph
G composed by L layers, we have L symmetric PPMI matrices. As a
natural extension, we propose to approximate each PPMI matrix
MðlÞ by a set of jointly decomposed singular vector and singular
value matrices shared by all layers, given by: MðlÞ � URðlÞV>; l 2
f1; . . . ;Lg: The correspondence above keeps, where U and V> are
orthogonal matrices containing the joint singular vectors and RðlÞ 2
R
jVj�jVj contains the corresponding singular values in the layer l. The

minimization of the following objective function O yields U and V:

arg min
U;V2RjVj�jVj

O ¼ 1

2

XL

l¼1

jjMðlÞ �URðlÞV>jj2F

þ a
2
jjUjj2F þ jjVjj

2
F

� �
þ b

2
jjUV> � Ijj2F; (2)

where I 2 R
jVj�jVj is the identity matrix, and jj � jjF denotes the

Frobenius norm. The first term of the objective function O measures
the overall approximation error when all layers are decomposed
over U. The second term, the norms of U and V>, is added to im-
prove numerical stability for the solutions; and the last term is a con-
straint to ensure that V> is close to the inverse of U (MðlÞ is a
symmetric matrix, thus its SVD can be given by URU�1).

We solve the problem in Eq. (2) to get U and V>. Since Eq. (2) is
not jointly convex on U and V>, we adopt an alternating scheme to
find a local minimum for O by fixing V> first and optimizing on U,
and vice versa (Dong et al., 2012). The derivatives of O with respect
to U and V> are given in Supplementary Eq. (S1). For non-convex
optimization, a good initialization is important, and we suggest to
compute the SVD of the mean for all matrices MðlÞ, and initialize
U; R and V> with the resulting matrices: U is the set of joint singular
vectors, namely a joint spectrum shared by all layers in G; R is the
joint singular value matrix computed by taking the average of RðlÞ

matrices. The integrated embeddings Xd 2 R
n�d are obtained by

multiplying the first d columns of U, Ud 2 R
n�d, scaled by the cth

power of the singular value magnitudes, ðRdÞc 2 R
d�d:

Xd ¼ UdðRdÞc: (3)

The stopping condition is defined by the convergence behavior
of the cost function—the difference between its values for two con-
secutive iterations. This optimization process is similar to (Dong
et al., 2012), that uses an eigendecomposition to find low-rank
eigenvector matrices that are shared by all graph layers. However,
these matrices were not random walk-based and the joint decompos-
ition is performed differently. The joint SVD process described
above is essentially based on integrating information from multiple
graph layers. It tends to treat each graph equitably, building a solu-
tion that smoothens out specificities of each layer. An overview of
BraneMF is given in Supplementary Algorithm S1.

4 Results

4.1 Experimental setup
To substantiate our methodology, we apply it over six yeast
STRING networks. Their relationships are mainly defined by
‘Neighborhood’, ‘Fusion’, ‘Co-occurrence’, ‘Co-expression’,
‘Experimental’ and ‘Database’. A brief overview of the input data
and the gene ontology (GO) terms are given in Supplementary
Tables S1 and S2, respectively. Let G be a multilayer network con-
structed over jVj ¼ 4900 proteins. BraneMF depends on three
parameters: embedding size d, Eq. (3), window size w, Eq. (1), and

weighting factor c, Eq. (3). Given this set as input to BraneMF, d-di-
mensional latent features, Xd 2 R

jVj�d, are learned. We have
selected nine baselines in our empirical analysis. Their description
and parameter selection are provided in Supplementary Section S4.
Further, we investigate the usefulness of the learned embeddings for
various omics inference tasks. Firstly, we perform clustering using
the protein features and by GO enrichment analysis we show func-
tional relatedness of proteins in these clusters (Section 4.2).
Secondly, we design protein function prediction as a multi-label
node classification problem by training a SVM model. We predict
biological process (BP), molecular function (MF) and cellular com-
ponent (CC) (Section 4.3). Next, we perform PPI prediction by
learning protein features using datasets of 2015 (deepNF and
Mashup benchmark datasets) aiming to predict unseen PPIs which
are updated by 2021 (Szklarczyk et al., 2021). Moreover, we use the
computed embeddings from our dataset to reconstruct the integrated
yeast PPI network provided in STRING database (Section 4.4). Note
that, for each d, we select one embedding file per model that pro-
vides the best performance for each downstream task. The respective
parameters selection is given in Supplementary Tables S4 and S5.
Lastly, we have also performed parameter uncertainty analysis,
examining the impact of the different choices for d, c and w. Details
are provided in Supplementary Section S8. The experiments and
their respective evaluations are described below.

4.2 Clustering and GO enrichment of proteins
Proteins are building blocks of a biological system that facilitate cellu-
lar processes. Their discovery, functional annotation and characteriza-
tion are of great importance (Wood et al., 2019). Therefore, we
examine the ability of the learned features Xd to cluster proteins of
similar functions. Due to the large number of proteins (i.e. 4900), we
choose higher numbers for clusters, with k 2 f40;60;80; 100g. Our
choice of clustering algorithm is the k-meansþþ (Arthur
and Vassilvitskii, 2007). We execute it 20 times to take into account
the randomness in the algorithm. For each of the obtained clusters, we
perform Gene Set Enrichment Analysis (GSEA) (Subramanian et al.,
2005) using the ‘GO_Biological_Process_2018’ and
‘GO_Molecular_Function_2018’ libraries of the YeastEnrichr database
(Kuleshov et al., 2016) consisting of 1649 GO terms. A cluster is con-
sidered to be enriched if, at least, one GO term in a cluster
is significantly enriched (adjusted P-value < 0.05). For all the
significantly enriched clusters, the performance is measured by the en-
richment score (ES) and Z-score (Subramanian et al., 2005).
The definition of these metrics is given in Supplementary Section S5.
The final scores are calculated by computing the average over the 20
simulations. Similarly, we evaluate the clusters obtained for the base-
line methods.

GSEA results with ES and Z-score are shown in Table 1 and
Supplementary Table S6. The performance of BraneMF measured
by ES is higher for k¼60, 80 and 100 compared to the baselines.

Table 1. GO enrichment analysis (ES)

Method k¼ 40 k¼ 60 k¼ 80 k¼ 100

SNF 7:2610:2 23:166:6 15:262:4 43:164:1

Mashup 21:560:6 30:163:0 38:860:4 41:960:4

deepNF 25:761:7 22:761:2 26:361:0 26:261:1

Multi-Net 20:462:2 22:560:5 45:460:0 45:460:0

Multi-n2v 16:662:4 24:760:9 46:660:1 46:660:1

OhmNet 15:167:2 35:160:2 45:160:3 45:160:4

MultiVERSE 16:4610:4 13:760:9 20:160:0 20:460:0

BraneExp 21:066:7 41:961:4 45:460:0 45:460:0

Graph2GO 21:361:7 22:5611:9 25:5611:9 30:467:7

BraneMF 24:0569:3 46:265:5 48:964:28 49:563:38

Note: Performance of BraneMF compared to the baselines, measured by

the ES. Standard deviation is computed for 20 runs of k-means clustering.

Bold: best score, underlined: second best score. Parameters: c ¼ 1;w ¼
10; d ¼ 128 for BraneMF; Supplementary Section S4 for baselines.
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For k¼40, deepNF achieves higher performance than BraneMF.
Overall, this demonstrates that clusters from BraneMF’s features
can group proteins into more significantly enriched biological proc-
esses for higher values of k. Moreover, Multi-n2v and BraneExp are
the second best performing methods. The visual representation of
the obtained clusters and their respective enrichment is given in
Supplementary Figure S1. This is our preliminary analysis to show
the ability of the learned embeddings to cluster functionally related
proteins. Nevertheless, the extensive analysis with different values of
k could reveal the optimal k for each model. In the next section, we
apply the learned embeddings to protein function prediction.

4.3 Protein function prediction
In this section, we investigate the reliability of learned features to pre-
dict protein functions. We model the problem of protein function
prediction as a multi-label node classification task. We use the learn-
ed features, Xd, to train a SVM classifier and predict probability
scores for each protein. We use the SVM implementation provided in
the LIBSVM package (Chang and Lin, 2011). To measure the per-
formance of the SVM on the embedding vectors, we adopt a 5-fold
cross validation (CV) process (Cho et al., 2016; Gligorijevi�c et al.,
2018). We split all the annotated proteins into a training set, com-
prising of 80% and a test set, comprising the remaining 20% ones.
We train the SVM on the training set and predict the function of the
test proteins. We use the standard radial basis kernel (RBF) for SVM
and perform a nested 5-fold cross validation within the training set
to select the optimal hyperparameters of the SVM via grid search (i.e.
d in the RBF kernel and the weight regularization parameter C). All
performance results are averaged over 10 different CV trials. The
evaluation metrics m-AUPR, M-AUPR, ACC and F1 used for protein
function prediction are mentioned in Supplementary Section S6.1.

We first investigate the added value of integration for protein
function prediction. To do this, we have learned protein features for
each input network and performed classification. We then compare
the performance of the features learned from individual input net-
works to the integrated ones. The evaluation of results is done by
computing the F1 score. The results for level I for BP, MF and CC
are shown in Figure 2, while the results for levels II and III are
shown in Supplementary Figure S2. We observe that integration out-
performs individual network protein function prediction. Also, the
‘Experimental’, ‘Co-expression’ and ‘Database’ networks demon-
strate good performance in all three levels, whereas the ‘Fusion’ net-
work gives the lowest score. This indicates the importance of the
first three networks in the function prediction task, compared to the
‘Neighborhood’, ‘Fusion’ and ‘Co-occurrence’ networks.

In addition, we have explored three different network integra-
tion strategies namely early, intermediate and late. Early integration
is performed before the modeling process, for example, merging all
networks into one. On the contrary, late integration is done after the
modeling process is applied to each network, and then it concate-
nates the obtained features. BraneMF is an intermediate integration
model where integration is performed in the learning process of
embedding computation. To show the effectiveness of intermediate
level of integration, we have compared BraneMF with BraneMF-
early and BraneMF-late. In BraneMF-early, the PPMI matrix is com-
puted from the adjacency matrix of the network obtained by taking
the union of all six network layers. Then, d-dimensional protein fea-
tures are learned. In BraneMF-late, the protein features are learned
independently for each layer and the final features are obtained by
taking their average. The performance is evaluated by computing
the F1 score and accuracy metrics. As we can observe in Figure 3
and Supplementary Figure S3, BraneMF outperforms the rest inte-
gration strategies for all three levels of BP, MF and CC. There is an
increase of 2% in the accuracy of BP I when compared to BraneMF-
early and an increase of 10% compared to the BraneMF-late integra-
tion model. Also, the performance of BraneMF for MF and CC is
significantly higher than BraneMF-early and BraneMF-late under F1
and ACC scoring schemes. Hence, BraneMF’s improvement can be
partially attributed to the fact that separately computing the random
walk matrices of each individual layer uncovers compressed topo-
logical patterns, that are difficult to identify in the combined

network (BraneMF-early model) where different edge types are not
distinguished. Moreover, BraneMF has the advantage over late inte-
gration to benefit from capturing inter-layer correlation of modal-
ities at the feature level that is challenging for late integration.

We also compare the performance of BraneMF to the baseline
methods with the validation strategies described earlier. Table 2 and
Supplementary Tables S7–S9 show the classification results for level
I, II and III of BP, MF and CC, respectively. We observe that protein
function prediction based on BraneMF substantially outperforms
other integration methods in assigning a previously unseen protein
to its known functional categories in a CV experiment. For instance,
the F1 score for BraneMF (BP I) is 38.2%, that is 3 points higher
than BraneExp and 4.2 points higher than Graph2GO, the second
best performing methods. Whereas BraneMF correctly assigned
26% of proteins (on average) to BP I category, in contrast to 24.9%
for Graph2GO and 22% for BraneExp. Similarly, BraneMF consist-
ently outperforms the baselines for level II and level III.

4.4 PPI prediction
The interactome is the complete map of PPIs that can occur in an or-
ganism. It is still an open question whether a complete interactome
of any organism will ever be discovered by experimental techniques
(Keskin et al., 2016). Therefore, predictive methods have become
more popular in systems biology to reveal the wiring patterns of
proteins. Effective integration of PPIs from different data sources
(experimental and/or computational) can help us to have a near
complete set of interactome (Keskin et al., 2016). In this task, our
goal is to predict the missing (unseen) PPIs (edges) between proteins
(nodes) using the learned features. We use PPIs from the 2015 and
2021 STRING networks to form training and test sets, respectively.
We form the positive training set from PPIs that did not change
from 2015 to 2021, and the positive test set from the PPIs that did
not exist in 2015 but gained existence in 2021. The same number of
PPIs that do not exist in both networks are sampled to generate
negative instances for each training and test sets respectively. The

Fig. 2. Integrating multiple networks outperforms individual network. Performance

of BraneMF applied on individual yeast STRING networks, measured by the F1

score. Parameters: c ¼ 1;w ¼ 10; d ¼ 128. Error bars show the standard deviation

across 10 CV trials

Fig. 3. Integration strategies. Performance of BraneMF compared to early and late

integration measured by F1 score. Parameters: c ¼ 1;w ¼ 10; d ¼ 128. The error

bars show the standard deviation across 10 CV trials
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learned embeddings (Section 3) of protein u and v, given as Xd½u�
and Xd½v�, are converted into edge feature vectors by applying the
coordinate-wise Hadamard product or cosine similarity operations
(Grover and Leskovec, 2016). Definitions of these operations are
given in Supplementary Section S7.1. We perform the prediction
task using logistic regression classifier with L2 regularization. The
performance of PPI prediction is evaluated based on AUROC (area
under the Receiver Operating Characteristic curve) and AUPR (area
under the Precision-Recall curve). The results are shown in Table 3.
We observe that BraneMF has competitive and consistent behavior
across almost all evaluation metrics for the PPI prediction, achieving
1.5% higher performance (AUPR-H) than BraneExp which is the se-
cond best performing model. deepNF and Mashup also perform
well under specific evaluation metrics.

In addition, we reconstructed the yeast STRING network using
the learned representations. The details are provided in
Supplementary Section S7.2. The respective results are shown in
Supplementary Figure S4. Here, we observe that BraneMF outper-
forms all baseline models for both evaluation metrics. For the top
1000 edges, notably all the baseline methods except SNF, give
100% of Precision. When we increase the number of edges to 1 mil-
lion, BraneMF and Multi-n2v continue to show higher performance
when compared to the baseline models.

5 Discussion

The wide availability of omics data has driven the need for the develop-
ment of novel integrative methods that can properly analyze and inter-
pret them. We have presented BraneMF, an integrative framework for
analyzing the topology of multiple PPI networks toward extracting rele-
vant protein features from heterogeneous data sources. BraneMF per-
forms integration of multilayer biological networks with the concept of
joint matrix factorization that generalizes random walk-based network
embedding models. More precisely, BraneMF brings the best of two
worlds: expressiveness of the well-celebrated random walk-based
embedding models [e.g. DeepWalk (Perozzi et al., 2014), node2vec
(Grover and Leskovec, 2016)] and the solid formulation of matrix fac-
torization—going further by extending them to integrate multiple sour-
ces. We have demonstrated the wide applicability of BraneMF in
exploiting functional analysis of proteins in PPI networks by studying
the quality of clusteredness of functionally related proteins, the accuracy
of predicting protein functions, and the inference of interactions in the
reconstruction of the yeast interactome. Besides, while comparing
against nine other baseline models, BraneMF has shown competitive
performance in all downstream assessments. In a modeling framework
that integrates multiple sources, it is imperative to define the uncertainty
of the model’s predictions. We have performed sensitivity analysis for
three parameters, namely c, w and d that BraneMF depends on. The
embedding size range is consistent with the current literature. The
selected sizes of the embedding vectors are f128;256; 512;1024g for

BraneMF and all the baseline models. Also, w and c are given as
f2;4; 6; 8;10g and f0; 0:25; 0:50; 0:75;1g, respectively. The details are
presented in Supplementary Section S8. We observed that BraneMF per-
forms relatively consistently, even with smaller dimension sizes, i.e. 128.
For other networks with a smaller or larger number of nodes, the
embedding dimensions used are mostly selected empirically. The trade-
off is between accuracy and computational time. Large embedding sizes
may potentially increase the performance in the downstream tasks, since
the vectors could capture extended aspects of a node. Yet, higher dimen-
sions drastically affect computing time and parametrization effort.
Therefore, for smaller networks we believe d¼128 could be an ideal
choice, while for larger networks, such as the PPI networks for human
(with approximately 25 000 genes), the size can be increased from 128
to 512 or 1024 depending on the task and computing capacity.

In summary, we conclude that BraneMF is simpler, depends on less
parameters, and produces results comparable, if not better, to more
complex methods (e.g. deepNF). Although our formulation is expres-
sive enough to capture these representations, its multiscale properties
have certain limitations. First, the model learns one global representa-
tion that coalesces all possible scales of network relationships. Hence,
different scales of the representation are not independently accessible.
In addition, our approach lacks to capture long-range node dependen-
cies (i.e. higher values of w) which could be interesting to study
(Chanpuriya and Musco, 2020). As future work, we intend to conflate
additional protein associations such as post-transcriptional and post-
translation regulation information that may impact the functional
relationships of proteins in the realworld. Besides, it is also possible to
upgrade BraneMF to take into account protein (node) features such as
biochemical properties and protein sequences in the learning process
(Zhou et al., 2020b). These data types can provide insights toward
more accurate predictions for functional analysis of proteins. The func-
tionality and applicability of BraneMF are beyond embedding proteins
thus not limited to biological networks. BraneMF is a versatile tool
that provides an effective, unified and scalable network integration
framework with diverse applications.
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