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Abstract

Due mostly to its application to cognitive radio networks, multiplayer bandits gained a lot
of interest in the last decade. A considerable progress has been made on its theoretical
aspect. However, the current algorithms are far from applicable and many obstacles remain
between these theoretical results and a possible implementation of multiplayer bandits
algorithms in real cognitive radio networks. This survey contextualizes and organizes the
rich multiplayer bandits literature. In light of the existing works, some clear directions for
future research appear. We believe that a further study of these different directions might
lead to theoretical algorithms adapted to real-world situations.

Keywords: Multiplayer bandits, Multi-armed bandits, Cognitive radio, Decentralized
learning, Opportunistic Spectrum Access.

1. Introduction

The Multi-Armed Bandits problem (Thompson, 1933) has been extensively studied in the
last decades, probably because of its applications to online recommendation systems, and
is one of the most used models of online learning. In its classical version, a single player
sequentially chooses an action among a finite set [K] := {1,..., K}. After pulling the arm
k € [K] at round t, the player receives the reward Xj(t), which is drawn from some unknown
distribution, of mean denoted by uj in the stochastic setting. Since only the reward of the
pulled arm is observed, the player must balance between exploration (acquiring informa-
tion on the different arms) and exploitation (pulling the seemingly best arm). This model
has known many extensions such as contextual, combinatorial or Lipschitz bandits for exam-
ple (Woodroofe, 1979; Cesa-Bianchi and Lugosi, 2012; Agrawal, 1995; Perchet and Rigollet,
2013).

The multiplayer variant of this problem has also known a recent interest, motivated
by cognitive radio networks. It considers multiple decentralized players acting on a single
Multi-Armed Bandits instance. If several of them pull the same arm at the same time, a
collision occurs and causes a loss (of the message in the previous example). This leads to
a decrease in the received reward and makes the problem much more intricate.

We shall assume that the reader has some prior knowledge of this classical Multi-Armed

Bandits problem, and we refer otherwise to (Bubeck and Cesa-Bianchi, 2012; Lattimore and Szepesvari,

2020; Slivkins et al., 2019). In particular, algorithms described in this survey are built on
the structures of the following celebrated algorithms: UCB (Upper Confidence Bound),
e-Greedy, ETC (Explore-Then-Commit), SAR (Successive Accepts and Rejects), EXP.3
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(Agrawal, 1995; Perchet et al., 2015; Garivier et al., 2016; Bubeck et al., 2013; Auer et al.,
2002).

Section 2 first presents in more detail the motivations leading to the design of the mul-
tiplayer bandits model. The most classical version of multiplayer bandits is then described
in Section 3, along with a first base study including the centralized case and a lower bound
of the incurred regret. Section 4 presents the different results known for this model. In
particular, collisions can be abusively used to reach regret bounds similar to the centralized
case. Section b presents several practical considerations that can be added to the model, in
the hope of leading to more natural algorithms. Finally, Section 6 mentions the Multi-agent
bandits, competing bandits and Queuing Systems problems, which all bear similarities with
Multiplayer bandits, either in the model or in the used algorithms. Tables 3 and 4 in
Appendix A summarizes the main results presented in this survey.

2. Motivation for cognitive radio networks '

The concept of cognitive radio has been first developed by Mitola and Maguire (1999) and
can be defined as a radio capable of learning its environment and choosing dynamically the
best configuration for transmission. The definition of best configuration depends on the
precise objective and is often considered as the maximal bandwidth usage rate (Haykin,
2005).

The most challenging approach to cognitive radio is Opportunistic Spectrum Ac-
cess (OSA). Consider a spectrum partitioned into licensed bands. For each band, some
designated Primary User (PUs), who pays a license, is given preferential access. In prac-
tice, many of these bands remain largely unused by PUs. OSA then aims at maximizing
the spectrum usage by giving Secondary Users (SUs) the possibility to access channels left
free by the PUs. Assuming the SUs are equipped with a spectrum sensing capacity, they
can first sense the presence of a PU on a channel to give priority to PUs. If no PU is using
the channel, SUs can transmit on this channel. Such devices yet have limited capabili-
ties; especially, they proceed in a decentralized network and cannot sense different channels
simultaneously. This last restriction justifies the bandit feedback assumed in formal models.

When considering Internet of Things (IoT) networks, the devices have even lower
power capabilities and there is no more licensed band. As a consequence, all devices behave
as SUs (no PU) and do not require to, or cannot, sense the presence of another user before
transmitting. These devices can still perform some form of learning as they determine
afterward whether their transmission was successful. As a consequence, models for OSA
and IoT share strong similarities, as shown in Section 3.1.

Using a Multi-Armed bandits model for cognitive radios was first suggested by Jouini et al.
(2009, 2010); Liu and Zhac (2008). In these first attempts in formalizing the problem, a
single SU (player) repeatedly chooses among a choice of K channels (arms) for transmis-
sion. The success of transmission is a random variable X (t) € {0,1}, where the sequence
(Xk(t)): can be i.i.d. (stochastic model) or a Markov chain for instance. A successful trans-
mission corresponds to X = 1, against X = 0 if transmission failed, e.g., the channel was

1. We are grateful to Christophe Moy for his precious feedback on the application of multiplayer bandits
to cognitive radio networks.
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occupied by a PU. The goal of the SU is then to maximize its number of transmitted mes-
sages, or in bandit terms, to minimize its regret. In real networks, devices observe whether
their message is successfully transmitted using acknowledgement messages, but this aspect
is disregarded here for the sake of simplicity.

Shortly after, Liu and Zhao (2010) extended this model to multiple SUs, taking into
account the interaction between SUs in cognitive radio networks. The problem becomes
more intricate as SUs interfere when transmitting on the same channel. The event of
multiple SUs simultaneously using the same channel is called a collision in the bandits
literature.

Different proof-of-concepts later justified the use of Reinforcement Learning, and more
particularly Multi-Armed bandits model, for both OSA (Robert et al., 2014; Kumar et al.,
2018) and IoT networks (Bonnefoi et al., 2017). While OSA currently remains a futuristic
application, a real IoT deployment with bandits algorithms has already been used in a
LoRaWAN network (Moy and Besson, 2019). We refer to (Marinho and Monteiro, 2012;
Garhwal and Bhattacharya, 2011) for surveys on different research directions on cognitive
radios and to (Jouini, 2012; Besson, 2019) for more details on the link between OSA, IoT
and Multi-Armed bandits.

3. Baseline results

This section describes the classical model of multiplayer bandits, with several variations
of observation and arm means setting, and gives first results (derived from the centralized
case), as well as notations used during this survey. Harder, more realistic variations are
discussed in Section 5.

3.1 Model

Consider a bandit problem with M players and K arms, where M < K. To each arm-player
pair is associated an i.i.d. sequence of rewards (X} (t));e[r], where X" follows a distribution
in [0,1] of mean ). At each round t € [T] := {1,...,T}, all players pull simultaneously
an arm in [K]. We denote by 7™ (t) the arm pulled by player m at time ¢, who receives the
individual reward

™ (t) = X ) (8) - (L= iy (£)),

where ni(t) = 1 (#{m € [M] | n™(t) = k} > 1) is the collision indicator, as #A denotes
the cardinality of a set A. The players are assumed to know the horizon T, even though
this is not crucial (Degenne and Perchet, 2016), and use a common numbering of the arms.

A matching m € M is an assignment of players to arms, i.e., mathematically, is a one
to one function 7 : [M] — [K]. The (expected) utility of a matching is then defined as
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The performance of an algorithm is measured in terms of regret, which is the difference
between the maximal expected reward and the algorithm cumulative reward:

T M
R(T)=TU" - Z Z Ly (1= Mz (1)),

t=1 m=1

where U* = max;cr U(7m) is the maximal utility realizable. The problem difficulty is
related to the suboptimality gap A where

A :=U"—max{U(m) | U(r) < Ux}.

In contrast to the classical bandits problem where only the received reward at each time
step can be observed, algorithms might differ in the information observed at each time step,
which leads to at least four different settings?, described in Table 1 below.

Setting Full sensing Statistic Collision No-sensing
sensing sensing
Feedback Nrm(r)(t) and Xt (t) and | ngm(y)(t) and ™ (t)
X?M(t) (t) ™ (t) ()

Table 1: Different observation settings considered. Feedback represents the observation of
player m after round ¢

The different settings can be motivated by different applications, or purely for theoretical
purposes. For example, statistic sensing models the OSA problem, where SUs first sense the
presence of a PU before transmitting on the channel; while no-sensing models IoT networks
as explained in Section 2. The no-sensing setting is obliviously the hardest one, since a 0
reward can either correspond to a low channel quality or a collision with another player.

This description corresponds to the heterogeneous setting, where the arm means differ
among the players. In practice, the quality of a channel might vary among players, because
of propagation problems for example. In the following, the easier homogeneous setting
is also considered, where the arm means are common to all players: puj' = py for all
(m, k) € [M] x [K]. If pu(,) denotes the k-th largest mean, i.e., 1y > p9) -+ > pk), the
maximal expected reward is given by

M
max U(m) = I;N(ky

which largely facilitates the learning problem.

The statistics (X;*(t)) can be either common or different between players in the litera-
ture. In the following, we consider by default common statistics between players and precise
when otherwise. Note that this has no influence in both collision and no-sensing settings.

2. Bubeck and Budzinski (202C) also consider a fifth setting where only X%, (t) is observed in order to
completely ignore collision information.
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3.2 Centralized case

To set baseline results, we consider first, in this section, the easier centralized model, where
all players in the game described in Section 3.1 are controlled by a common central agent. It
becomes trivial for this central agent to avoid collisions between players as she unilaterally
decides the arms they pull. The difficulty thus only is determining the optimal matching 7
in this simplified setting.

Bandits with multiple plays. In the homogeneous setting where the arm means do not
vary across players, the centralized case reduces to bandits with multiple plays, where a
single player has to pull M arms among a set of K arms at each round. Anantharam et al.
(1987) introduced this problem long before multiplayer bandits and provided an asymptotic
lower bound for this problem, given by Theorem 2 in Section 3.3. Komiyama et al. (2015)
later showed that a Thompson Sampling (TS) based algorithm reaches this exact regret
bound in the specific setting of multiple plays bandits.

Combinatorial bandits. More generally, multiple plays bandits as well as the heteroge-
neous centralized setting are particular instances of combinatorial bandits (Gai et al., 2012),
where the central agent plays an action (representing several arms) a € A and receives
(@, a) for reward. We here consider the simple case of linear reward r(pu,a) = >, tk-

In the homogeneous case, A was all the subsets of [K] of size M. In the heterogeneous
case, however, M K arms are considered instead of K (one arm per pair (m,k)) and A is
the set of matchings between players and arms.

Chen et al. (2013) proposed the CUCB algorithm, which yields a O (MTQK log(T)) re-

gret in the heterogeneous setting (Kveton et al., 2015). While CUCB performs well for any
correlation between the arms, Combes et al. (2015) leverage the independence of arms with

ESCB to reach a O (M log(T )) regret in this specific setting. ESCB however suf-

fers from computational inefficiencies in general, as it requires computing upper confidence
bounds for any (meta-)action. The number of such actions indeed scales combinatorially
with the number of arms and players. Thompson Sampling strategies remedy this prob-

lem, while still having O (logz(w log(T)) regret for independent arms (Wang and Chen,

2018). Degenne and Perchet (2016) and Perrault et al. (2020) respectively extended ESCB
and combinatorial TS for the intermediate case of any fixed correlation between the arms.

3.3 Lower bound

This section describes the different lower bounds known in multiplayer bandits, which are
derived from the centralized case.

As mentioned in Section 3.2, Anantharam et al. (1987) provided a lower bound for the
centralized homogeneous setting. This setting is obviously easier than the decentralized
homogeneous multiplayer problem so this bound also holds for the latter.

Definition 1 We call an algorithm uniformly good if for every parameter configuration
w, K, M, it yields for every a > 0 that R(T) = o(T*).
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Theorem 2 (Anantharam et al. 1987) For any uniformly good algorithm and all in-
stances of homogeneous multiplayer bandits with py > ... > py),

)

o R(T) ) = Hk)
lim lnf > —_
T—oo log(T') — ,21;4 K1 (p(ays b))

where Kl (p, ¢) = plog(p/q) + (1 — p)log((1 — p)/(1 — q))-

Combes et al. (2015) proved a lower bound for general combinatorial bandits, depending
on a problem depending constant c(y,.4), determined as the solution of an optimization
problem. Luckily for the specific case of matchings, its value is simplified. Especially, for
some problem instances, any uniformly good algorithm regret is €2 (% log(T)).

Note that the lower bound is tight in the homogeneous case, i.e., an algorithm matches
this regret bound, while there remains a log? (M) gap between the known lower and upper
bounds in the heterogeneous setting. In the centralized case, studying the heterogeneous
setting is already more intricate than the homogeneous one. This difference is even larger
when considering decentralized algorithms as shown in the following sections.

It was first thought that the decentralized problem was harder than the centralized one
and that an additional M factor, the number of players, would appear in the regret bounds
of any decentralized algorithm (Liu and Zhao, 2010; Besson and Kaufmann, 2018). This
actually only holds if the players do not use any information from the collisions incurred with
other players (Besson and Kaufmann, 2019), but as soon as the players use this information,
only the centralized bound holds.

4. Reaching centralized optimal regret

We shall consider from now on the decentralized multiplayer bandits problem. This section
shows how the collision information has been used in the literature, from a coordination
to a communication tool between players, until reaching a near centralized performance in
theory. In the following, all algorithms are written from the point of view of a single player
to highlight their decentralized aspect.

4.1 Coordination routines

The main challenge of multiplayer bandits comes from additional loss due to collisions be-
tween players. The players cannot try solely to minimize their individual regret without con-
sidering the multiplayer environment, as they would encounter a large number of collisions.
In this direction, Besson and Kaufmann (2018) studied the behavior of the SELFISH algo-
rithm, where players individually follow a UCB algorithm. Although it yields good empirical
results on average, players appear to incur a linear regret in some runs. Boursier and Perchet
(2019) later proved the inefficiency of SELFISH for machines with infinite precision. It yet
remains to be proved for machines with finite precision.

The first attempts at proposing algorithms for multiplayer bandits considered the homo-
geneous setting, as well as the existence of a pre-agreement between players (Anandkumar et al.,
2010). If players are assumed to have distinct ranks j € [M] beforehand, the player j then
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just focuses on pulling the j-th best arm. Anandkumar et al. (2010) proposed the first algo-
rithm in this line, using an e-greedy strategy. Instead of targeting the j-th best arm, players
can instead rotate in a delayed fashion on the M-best arms. For example, when player 1
targets the k-th best arm, player j targets the k;-th best arm where k; = k+35—1 (mod M).
Liu and Zhao (2010) used a UCB-strategy with rotation among players.

This kind of pre-agreement among players is however undesirable, and many works
instead suggested that the players use collision information for coordination. A significant
objective of multiplayer bandits is then to orthogonalize players, i.e., reach a state where
all players pull different arms and no collision happens.

A first routine for orthogonalization, called RAND ORTHOGONALISATION is given by
Algorithm 1 below. Each player pulls an arm uniformly at random among some set (the
M-best arms or all arms for instance). If she encounters no collision, she continues pulling
this arm until receiving a collision. As soon as she encounters a collision, she then restarts
sampling uniformly at random. After some time, all players end up pulling different arms
with high probability. Anandkumar et al. (2011) and Liu and Zhac (2010) used this routine
when selecting an arm among the set of the M largest UCB indexes to limit the number of
collisions between players.

Avner and Mannor (2014) used a related procedure with an e-greedy algorithm, but
instead of systematically resampling after a collision, players resample only with a small
probability p. When a player gives up an arm by resampling after colliding on it, she marks
it as occupied and stops pulling it for a long time.

Algorithm 1: RAND ORTHOGO- Algorithm 2: MUSICAL CHAIRS

input: time Ty, set S

NALISATION
input: time Tp, set S stay < False
ne(0) 1 for ¢t € [Tp] do
for t € [Ty] do if not(stay) then _
if ny(t — 1) = 1 then | Sample k uniformly in S

| Sample k uniformly in S Pull arm &

Pull arm k if 7x(t) = 0 then
| stay < True

end end

Rosenski et al. (2016) later introduced a faster routine for orthogonalization, MUSICAL
CHAIRS described in Algorithm 2. Players sample at random as RAND ORTHOGONALISA-
TION, but as soon as a player encounters no collision, she remains idle on this arm until
the end of the procedure, even if she encounters new collisions afterward. This routine is
faster since players do not restart each time they encounter a new collision.

Rosenski et al. (2016) used this routine with a simple Explore-then-Commit (ETC) al-
gorithm. Players first pull all arms log(7)/A? times so that they know the M best arms
afterward while sampling uniformly at random. Players then play musical chairs on the
set of M best arms and remain idle on their attributed arm until the end. Joshi et al.
(2018) proposed a similar strategy but used MUSICAL CHAIRS directly at the beginning of
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the algorithm so that players rotate over the arms even during the exploration, avoiding
additional collisions.

Besson and Kaufmann (2018) adapted both orthogonalization routines with a UCB
strategy. They show that even in the statistic sensing setting where collisions are not
directly observed, these routines can be used for orthogonalization. Lugosi and Mehrabian
(2021) even used MUSICAL CHAIRS with no-sensing, but require the knowledge of a lower
bound of p (). Indeed, for arbitrarily small means, observing only zeros on an arm might
not be due to collisions. While the ETC algorithm proposed by Rosenski et al. (2016) as-
sumes the knowledge of A, Lugosi and Mehrabian (2021) remove this assumption by instead
using a Successive Accept and Reject (SAR) algorithm (Bubeck et al., 2013) with epochs
of increasing sizes. At the end of each epoch, players eliminate the arms appearing subop-
timal and accept arms appearing optimal. The remaining arms still have to be explored in
the next phases. To avoid collisions on the remaining arms, players proceed to MUSICAL
CHAIRS at the beginning of each new epoch.

Kumar et al. (2018) proposed an ETC strategy based on MusicAL CHAIRS. However,
they do not require the knowledge of M when assigning the M best arms to players, but
instead, use a scheme where players improve their current arm when possible.

With a few exceptions (Avner and Mannor, 2014; Kumar et al., 2018), the presented
algorithms require the knowledge of the number of players M at some point, as the players
must exactly target the M best arms. While some of them assume M to be a priori
known, others estimate it. Especially, uniform sampling rules are useful here, since the
number of players can be deduced from the collision probability (Anandkumar et al., 2011;
Rosenski et al., 2016; Lugosi and Mehrabian, 2021). Indeed, assume all players are sampling
uniformly at random among all arms. The probability to collide for a player at each round
is exactly 1 — (1 — 1/K)M~1, If this probability is estimated tightly enough, the number of
players is then exactly estimated.

Joshi et al. (2018) proposed another routine to estimate M. If all players except one are
orthogonalized and rotate over the K arms while the remaining one stays idle on a single
arm, the number of collisions observed by this player during a window of K rounds is then
M — 1. Joshi et al. (2018) also proposed this routine with no-sensing, in which case some
lower bound on p has to be known similarly to (Lugosi and Mehrabian, 2021).

Heterogeneous setting. All the previous algorithms reach a sublinear regret in the
homogeneous setting. Reaching the optimal matching in the heterogeneous setting is yet
much harder with decentralized algorithms and the first works on this topic only proposed
solutions reaching Pareto optimal matchings. A matching is Pareto optimal if no two players
can exchange their assigned arms (or choose a free arm) while both receiving the same or
a larger reward.

Avner and Mannor (2019) and Darak and Hanawal (2019) both proposed algorithms
with similar ideas to reach a Pareto optimal matching. First, the players are orthogonalized.
The time is then divided in several windows. In each window, with a small probability p,
a player becomes a leader. The leader then suggests switching with the player pulling her
currently preferred arm (in UCB index). If this player refuses, the leader then tries to
switch for her second preferred arm, and so on. This algorithm thus finally reaches a Pareto
optimal matching when all arms are well estimated.
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4.2 Enhancing communication

Most of the literature described in Section 4.1 used collision information as a tool for
coordination, i.e., to avoid collisions between players. Yet, a richer level of information
seems required to reach the optimal allocation in the heterogeneous case. Indeed, the sole
knowledge of other players’ preferences order is not sufficient to compute the best matching
between players and arms. Instead, players need to be able to exchange information about
their arms means.

For this purpose, Kalathil et al. (2014) assumed that players were able to send real
numbers to each other at some rounds. The players can then proceed to a Bertsekas Auction
algorithm (Bertsekas, 1992) by bidding on arms to end up with the optimal matching.
The algorithm proceeds in epochs of doubling size. Each epoch starts with a decision
phase, where players bid according to UCB indexes of their arms. After this phase, players
are attributed via e-optimal matching for these indexes and pull this matching for the
whole exploitation phase. This algorithm was later improved and adapted to ETC and TS
strategies (Nayvar et al., 2016).

Although these works provide the first algorithms with a sublinear regret in the hetero-
geneous setting, they assume undesirable communication possibilities between players. Ac-
tually, this kind of communication is possible through collision observations, when smartly
used. In the following of this section, we consider the collision sensing setting if not specified,
so that a collision is systematically detected.

4.2.1 COMMUNICATION VIA MARKOV CHAINS.

Bistritz and Leshem (2020) adapted a Markov chain dynamic (Marden et al., 2014) for
multiplayer bandits to attribute the best matching to players. Here as well, the algorithm
proceeds in epochs of increasing sizes. Each epoch is divided in an exploration phase where
players estimate the arm means; a Game of Thrones (GoT) phase, which follows a Markov
chain dynamic to attribute the best-estimated matching to players; and an exploitation
phase where players pull the matching attributed by the GoT phase. This algorithm reaches
a log1+6(T) regret for any choice of parameter § > 0 in the heterogeneous setting. This
bound holds even with several optimal matchings, while most of the homogeneous literature
focuses on a positive gap between the M-th and the M + 1-th best arms.

The main interest of the algorithm comes from the GoT phase, described in Algorithm 3,
which allows the players to determine the best matching using only collision information.
In this phase, players follow a decentralized game, where they tend to explore more when
discontent (state D) and still explore with a small probability when content (state C').
When the routine parameters € and c are well-chosen, players visit more often the best
matching according to the estimated means ﬂi so far. Each player, while content, pulls her
assigned arm in the optimal matching most often. This phase thus allows estimating the
optimal matching between arms and players as proved by Bistritz and Leshem (2020).

Youssef et al. (2020) extended this algorithm to the multiple plays setting, where each
player can pull several arms at each round.

This routine elegantly assigns the optimal matching to players. However, it suffers from
a large dependency in other problem parameters than T', as the GoT phase requires the
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Algorithm 3: Game of Thrones subroutine

input: time Tp, starting arm ay, player j, parameters ¢ and ¢
St < C; Umax < maXge|K] ﬂi
fort=1,...,7y do
1—c¢tifk=a
if S, = C then pull k with probability b
e¢/(K — 1) otherwise

else pull k& with probability 1/K
if k#ay or ni(t) =0 or Sy =D then
QS k,C with probability ME““‘“_%W@)
t? t max
k, D otherwise

end

Markov chain to reach its stationary distribution. Also, the algorithm requires a good
tuning of the GoT parameters ¢ and ¢, which depend on the suboptimality gap A.

4.2.2 COLLISION INFORMATION AS BITS.

In a different work, Boursier and Perchet (2019) suggested with SIC-MMAB algorithm
that the collision information 7y (t) can be interpreted as a bit sent from a player ¢ to a
player 7, if they previously agreed that at this time, player ¢ was sending a message to
player j. For example, a collision represents a 1 bit, while no collision a 0 bit.

Such an agreement is possible if the algorithm is well designed and different ranks in [M]
are assigned to the players. These ranks are here assigned using an initialization procedure
based on Musical chairs (Boursier and Perchet, 2019), which also quickly estimates the
number of players M.

Homogeneous setting. After this initialization, the SAR-based algorithm runs epochs of
doubling size. Each epoch is divided in an exploration phase, where players pull all accepted
arms and arms to explore. In the communication phase, players then send to each other
their empirical means (truncated up to a small error) in binary, using collision information as
bits. From then, players have shared all their statistics and can accept/eliminate in common
the optimal/suboptimal arms. These epochs go on until M arms have been accepted. The
players then pull these arms until 7', without colliding.

Note that the communication regret of SIC-MMAB can directly be improved using a
leader who gathers all the information and communicates the arms to pull to other players
(Boursier et al., 2019).

As the players share their statistics altogether, Boursier and Perchet (2019) showed
that the centralized lower bound was achievable with decentralization, contradicting first
intuitions. Their algorithm however presents an additional M K log(T') regret due to the
initialization. Wang et al. (2020) later improved this initialization, so that its incurred
regret is only of order K2M?. Their algorithm thus matches the theoretical lower bound
for the homogeneous setting.

10
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Theorem 3 (Wang et al. 2020) DPEL algorithm, in the homogeneous with collision sens-
ing setting such that iy > ta41), has an asymptotic regret bounded as

. (T) Ky — Bk
hmsup <
T—oo 10g(T) k§4 KL (p(arys br))

Wang et al. (2020) also improved the communication regret, using a leader who is the only
player to explore, and tells the other players which arms to exploit. Verma et al. (2019)
also proposed a similar idea.

Shi et al. (2020) extended the SIC-MMAB algorithm to the no-sensing case using Z-
channel coding. 1t yet requires the knowledge of a lower bound of the arm means ppiy.
Indeed, while a collision is detected in a single round with collision sensing, it can be
detected with high probability in h;gﬂ rounds without sensing. The suboptimality gap A
is also assumed to be known here, to fix the number of sent bits at each epoch (while p bits
are sent after the epoch p in SIC-MMAB).

Huang et al. (2021) overcome this issue by proposing a no-sensing algorithm without
additional knowledge of problem parameters In particular, it neither requires prior knowl-
edge of pmin nor has a regret scaling with — = . Such a result is made possible by electing a
good arm before the initialization. The players indeed start the algorithm with a procedure,
such that afterward, with high probability, they have elected an arm k, which is the same
for all players and they have a common lower bound of 7, which is of the same order as

log(T)

p(1)- Thanks to this, the players can then send information on this arm in rounds.

This then makes the communication regret independent from the means puy, since the regret
generated by a collision is at most p(q). After electing this good arm, players then follow an
algorithm similar to Shi et al. (202F) with a few modifications to ensure that players only
communicate on the good arm k. Yet the communication cost remains large, i.e., of order
KM?log(T)log ( ) as sending a bit requires a time of order log(7") here. Although this
term is often smaller than the exploration (centralized) regret, it can be much larger for
some problem parameters. Reducing this communication cost thus remains left for future
work.

Pacchiano et al. (2021) also proposed a no-sensing algorithm without prior knowledge
of p. Although it proceeds to much fewer communication rounds than Huang et al. (2021),
it leads to a larger regret bound and requires a pre-agreement on the players’ ranks.

Heterogeneous setting. The idea of considering collision information as bits sent be-
tween players can also be used in the heterogeneous setting. Indeed, this allows the players
to share their estimated arm means, and then compute the optimal matching. If the subop-
timality gap A is known, then a natural algorithm (Magesh and Veeravalli, 2019) estimates
all the arms with a precision A/(2M). All players then communicate their estimations,
compute the optimal matching and stick to it until T'.

When A is unknown, Tibrewal et al. (2019) proposed an ETC algorithm, with epochs
of increasing sizes. Each epoch consists in an exploration phase where players pull all
arms; a communication phase where players communicate their estimated means; and an
exploitation phase where players pull the best-estimated matching.
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Boursier et al. (2019) extended SIC-MMAB to the heterogeneous setting, besides im-
proving its communication protocol with the leader/follower scheme mentioned above. The
main difficulty is that players have to explore matchings here. However, exploring all match-
ings leads to a combinatorial regret and computational complexity of the algorithm. Players
instead explore arm-player pairs and the SAR procedure thus accept/reject pairs that are
sure to be involved/missing in the optimal matching.

With a unique optimal matching, similarly to SIC-MMAB, exploration ends at some
point and players start exploiting the optimal matching. Besides holding only with a unique
optimal matching, this bound incurs an additional M factor with respect to centralized al-
gorithms such as CUCB. In the case of several optimal matchings, they provide a log1+5(T)
regret algorithm for any ¢ > 0, using longer exploration phases.

Shi et al. (2021) recently adapted the well-known CUCB algorithm to heterogeneous
multiplayer bandits. Their BEACON algorithm reaches the centralized optimal perfor-
mance for arbitrary correlations between the arms, even with several optimal matchings.
Adapting CUCB to the multiplayer setting is possible thanks to two main ideas. First,
CUCB is run in a batched version where the players pull the maximal matching (in terms
of confidence bound) for n, rounds during epoch p. The length of the epoch p here depends
on the previous epochs and is thus communicated by the leader for each new epoch during
the communication phase. The second main idea is to use adaptive differential commu-
nication. Namely, instead of communicating their empirical means /i (p) to the leader at
the end of epoch p, the players only communicate the difference ﬂi (p) — ,&i (p — 1) between
their current empirical means and the ones at the end of the previous epoch. While sending
ﬂi (p) can be done in p rounds, the difference can instead be sent in O (1) rounds, drastically
reducing the communication cost without loss of information. Using these two techniques,
BEACON thus reaches the % regret guarantee of CUCB , up to logarithmic terms
in K.

4.3 No communication

The previous section showed how the collision information can be leveraged to enable com-
munication between players. These communication schemes are yet often unadapted to the
reality, for different reasons given in Section 5. Especially, while the communication cost is
small in 7', it is large in other problem parameters such as M, K and %. These quantities
can be large in real cognitive radio networks and the communication cost of algorithms
presented in Section 4.2 is then significant.

Some works instead focus on which level of regret is possible without collision infor-
mation at all in the homogeneous setting. In that case, no communication can happen
between the players. Naturally, these works assume a pre-agreement between players, who
know beforehand M and are assigned different ranks in [M].

The algorithm of Liu and Zhao (2010), presented in Section 4.1, provides a first al-
gorithm using no collision information. Boursier and Perchet (2020) later reached the re-

gret bound M Y,y m, adapting the exploitation phase of DPE1 in this set-

ting. This bound is optimal among the class of algorithms using no collision information
(Besson and Kaufmann, 2019).
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Despite being asymptotically optimal, this algorithm suffers a considerable regret when
the suboptimality gap A is close to 0. It indeed relies on the fact that if the arm rankings
of the players are the same, there is no collision, while the complementary event appears

an order ﬁ of rounds.

Bubeck et al. (2021) instead focus on reaching a /7 log(7) minimax regret without
collision information. A preliminary work (Bubeck and Budzinski, 2020) proposed a first
geometric solution for two players and three arms, before being extended to general numbers
of players and arms with combinatorial arguments. Their algorithm avoids any collision at
all with high probability, using a colored partition of [0, 1%, where a color gives a matching
between players and arms. Thus, the estimation fi’ of all arms by a player gives a point in
[0,1]% and consequently, an arm to pull for this player. The key of the algorithm is that for
close points in [0, 1]K , different matchings might be assigned, but they do not overlap, i.e.,
if players have close estimations i and fi’, they pull different arms. Such a coloring implies
that for some regions, players might deliberately pull suboptimal arms, but at a small cost,
to avoid collisions with other players.

Unfortunately, the regret of the algorithm by Bubeck et al. (2021) still suffers a depen-
dency MK™/2 which increases considerably with the number of channels K.

5. Towards realistic considerations

Section 4 proposes algorithms reaching very good regret guarantees for different settings.
Most of these algorithms are yet unrealistic, e.g., a large amount of communication occurs
between the players, while only a very small level of communication is possible between the
players in practice. The fact that good theoretical algorithms are actually bad in practice
emphasizes that the model of Section 3.1 is not well designed. In particular, it might be
too simple with respect to the real problem of cognitive radio networks.

Section 4.3 suggests that this discrepancy might be due to the fact that the number of
secondary users and channels (M and K) is actually very large, and the dependency on
these terms is as significant as the dependency in 7T'. This kind of question even appears
in the bandits literature for a single-player (and a very large number of arms). Recent
works showed that the greedy algorithm actually performs very well in this single-player
setting, confirming a behavior that might be observed in some real cases (Bayati et al., 2020;
Jedor et al., 2021). It yet remains to study such a condition in the multiplayer setting.

This section proposes other reasons for this discrepancy and removes some simplifications
from the multiplayer model, in the hope of obtaining algorithms adapted to real-world
situations. First, the stochasticity of the reward X}, is questioned in Section 5.1 and replaced
by either Markovian, abruptly changing, or adversarial rewards. The current collision model
is then relaxed in Section 5.2. It instead considers a more difficult model where players
only observe a decrease in reward when colliding. Section 5.3 considers non-collaborative
players, who can be either adversarial or strategic. Section 5.4 finally questions the time
synchronization that is assumed in most of the literature.

13



BOURSIER AND PERCHET

5.1 Non-stochastic rewards

Most existing works in multiplayer bandits assume that the rewards X (t) are stochastic,
i.e., they are drawn according to the same distribution at each round. This assumption
might be too simple for the problem of cognitive radio networks, and other settings can
instead be adapted from the bandits literature. It has indeed been the case for markovian
rewards, abruptly changing rewards and adversarial rewards, as described in this section.

5.1.1 MARKOVIAN REWARDS.

A first more complex model is given by markovian rewards. In this model introduced
by Anantharam et al. (1987), the reward Xj of arm k for player j follows an irreducible,
aperiodic, reversible Markov chain on a finite space. Given the transition probability matrix
P,g, if the last observed reward of arm k for player j is x, then player j will observe x’ on
this arm for the next pull with probability P,g (z,2").

Given the stationary distribution p{z of the Markov chain represented by P,g, the expected
reward of arm k for player j is then equal to

w =Y (),

TeEX

where X C [0,1] is the state space. The regret then compares the performance of the
algorithm with the reward obtained by pulling the maximal matching with respect to p at
each round.

Anantharam et al. (1987) proposed an optimal centralized algorithm for this setting,
based on a UCB strategy. Kalathil et al. (2014) later proposed a first decentralized algo-
rithm for this setting, following the same lines as their algorithm described in Section 4.2 for
the stochastic case. Recall that it uses explicit communication between players to assign the
arms to pull. The only difference is that the UCB index has to be adapted to the markovian
model. The uncertainty is indeed larger in this setting, and the regret is thus larger as well.
Bistritz and Leshem (2020) also showed that the GoT algorithm can be directly extended
to this model, with proper tuning of its different parameters.

In more recent work, Gafni and Cohen (2021) instead consider a restless Markov chain,
i.e., the state of an arm changes according to the Markov chain at each round, even when
it is not pulled. Using an ETC approach, they were able to reach a stable matching in a
logarithmic time. Their result yet assumes knowledge of the suboptimality gap A and the
uniqueness of the stable matching. Moreover, it only reaches a stable matching instead of
an optimal one, similarly to the algorithms described in Section 4.1 for the heterogeneous
setting. The main difficulty of the restless setting is that the exploration phase has to be
carefully done in order to correctly estimate the expected reward of each arm. This adds a
dedicated random amount of time at the start of every exploration phase.

5.1.2 ABRUPTLY CHANGING REWARDS.

Although markovian rewards are closer to reality, the resulting algorithms are very similar
to the stochastic case. Indeed, the goal is still to pull the arm with the maximal mean
reward, with respect to the stationary distribution.
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A stronger model assumes instead that the expected rewards abruptly change over time,
e.g., the mean vector p is piecewise constant in time, and each change is a breakpoint. Even
in the single-player case, this problem is far from being solved (see e.g. Auer et al., 2019;
Besson et al., 2020).

Wei and Srivastava (2018) considered this setting for the homogeneous multiplayer ban-

dits problem. Assuming a pre-agreement on the ranks of players, they propose an algorithm
14v

with regret of order T 2 log(T) where the number of breakpoints is O (T%). Players use

UCB indices computed on sliding windows of length O (tkTy), i.e., they compute the in-

dices using only the observations of the last #'5° rounds. Based on this, player k either
rotates on the top-M indices or focuses on the k-th best index to avoid collisions with other
players.

5.1.3 ADVERSARIAL REWARDS.

The hardest model for rewards is the adversarial case, where the rewards are fixed by an
adversary. In this case, the goal is to provide a minimax regret bound that holds under any
problem instance. Bubeck et al. (2020) showed that for an adaptive adversary, who chooses
the rewards X (t) of the next round based on the previous decisions of the players, the
lower bound is linear with 7. The literature thus focuses on an oblivious adversary, who
chooses beforehand the sequences of rewards X (t).

Bande and Veeravalli (2019) proposed a first algorithm based on the celebrated EXP.3
algorithm. The EXP.3 algorithm pulls the arm %k with a probability proportional to e~
where 7 is the learning rate and S, is an estimator of ) _, X(s). Not all the terms of this
sum are observed, justifying the use of an estimator. To avoid collisions, Bande and Veeravalli
(2019) run EXP.3 in blocks of size v/T. In each of these blocks, the players start by pulling
with respect to the probability distribution of EXP.3 until finding a free arm. Afterward,
the player keeps pulling this arm until the end of the block. This algorithm yields a regret
of order T3/*. Dividing EXP.3 in blocks thus degrades the regret by a factor T7/* here.

Alatur et al. (2020) proposed a similar algorithm, with a leader-followers structure. At
the beginning of each block, the leader communicates to the followers the arms they have
to pull for this block, still using the probability distribution of EXP.3. Also, the size of each
block is here of order T%/3, leading to a better regret scaling with 72/3.

Shi and Shen (2021) later extended this algorithm to the no-sensing setting. They intro-
duce the attackability of the adversary, which is the length of the longest possible sequence
of X =0 on an arm. Knowing this quantity W, a bit can indeed be correctly sent in time
W +1. When the attackability is of order T* and « is known, the algorithm of Alatur et al.
(2020) can then be adapted and yields a regret of order 7552,

The problem is much harder when « is unknown. In this case, the players estimate «
by starting from 0 and increasing this quantity by ¢ at each communication failure. To
keep the players synchronized with the same estimate of «, the followers then report the
communication failure to the leader. These reports are crucial and can also fail because of 0
rewards. Shi and Shen (2021) here use error detection code and randomized communication
rounds to avoid such situations.
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Bubeck et al. (2020) were the first to propose a VT regret algorithm for the collision
sensing setting, but only with two players. Their algorithm works as follows: a first player
follows a low switching strategy, e.g., she changes the arm to pull after a random number
of times of order /T, while the second player follows a high-switching strategy, given by
EXP.3, on all the arms except the one pulled by the first player. At each change of arm for
the first player, a communication round then occurs so that the second player is aware of
the choice of the first one.

This algorithm requires shared randomness between the players, as the first player
changes her arm at random times. Yet, the players can choose a common seed during
the initialization, avoiding the need for this assumption.

Bubeck et al. (2020) also proposed a T' -7 algorithm for the no-sensing setting. For
two players, the first, low-switching player runs an algorithm on the arms {2,..., K} and
divides the time into fixed blocks whose length is of order v/T. Meanwhile on each block,
the high-switching player runs EXP.3 on an increasing set S; starting from S; = {1}. At
random times, this player pulls arms outside S; and adds them to the set S; if they get a
positive reward. The arm pulled by the first player is then never added to S;. For more
than two players, Bubeck et al. (2020) generalize this algorithm using blocks of different
sizes for different players.

5.2 Different collision models

As shown in Section 4.2, the collision information allows communication between the dif-
ferent players. The discrepancy between the theoretical and practical algorithms might be
due to the collision model, which assumes that a collision systematically corresponds to
a 0 reward. Such a model is motivated by the carrier-sense multiple access with collision
avoidance protocol, which is for instance used in WiFi.

Non-zero collision reward. In some modern wireless systems, collisions may only lead
to a decrease in reward (i.e., reduced-rate communications can be successful in the presence
of multiple users), and not necessarily a 0 reward (Sesia et al., 2011). Also, the number of
secondary users can exceed the number of channels. This harder setting was introduced
by Tekin and Liu (2012). In the heterogeneous setting, when player j pulls an arm k,
the expectation of the random variable X7 (t) also depends on the total number of players
pulling this arm. The problem parameters are then given by the functions ,u{c(m) which
give the expectation of X,z when exactly m players are pulling the arm k. Naturally, the
function ,ui is non-increasing in m. The regret then compares the cumulative reward with
the one obtained by the best allocation of players through the different arms.

Tekin and Liu (2012) proposed a first ETC algorithm when players know the subopti-
mality gap of the problem and always observe the number of players pulling the same arm
as they do. These assumptions are pretty strong and are not considered in the more recent
literature.

Bande and Veeravalli (2019) also proposed an ETC algorithm, still with the prior knowl-
edge of the suboptimality gap. During the exploration, players pull all arms at random.
The main difficulty is that when players observe a reward, they do not know how many
other players are also pulling this arm. Bande and Veeravalli (2019) overcome this problem
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by assuming that the decrease in mean reward when an additional player pulls an arm is
large enough with respect to the noise. As a consequence, the observed rewards on a single
arm can then be perfectly clustered and each cluster exactly corresponds to the observations
for a given number of players pulling the arm.

In practice, this assumption is actually very strong and means that the observed rewards
are almost noiseless. Magesh and Veeravalli (2019) instead assume that all the players have
different ranks. Thanks to this, they can coordinate their exploration, so that all players can
explore each arm k with a known and fixed number of players m pulling it. Exploring for all
arms and all numbers of players m then allows the players to know their own expectations
ui(m) for any k£ and m. From there, the players can reach the optimal allocation using a
Game of Thrones routine similar to Algorithm 3. This work thus extended the results of
Bistritz and Leshem (2020) to the harder setting of non-zero rewards in case of collision.
Bande et al. (2021) recently used a similar exploration for the homogeneous setting.

When the arm mean is exactly inversely proportional to the number of pulling players
pulling, i.e., ui (m) = #, Bovarski et al. (2021) exploit this assumption to design a simple
@) (10g3+6(T )) regret algorithm. During the exploration phase, all players first pull each arm
k altogether and estimate ,uff(M ). From there, they add a block where they pull the arm 1
with probability %, allowing to estimate M and thus the whole functions ,ui. The optimal

matching is then assigned following a GoT subroutine.

Competing bandits. A recent stream of literature considers another collision model
where only one of the pulling players gets the arm reward, based on the preferences of the
arm. This setting, introduced by Liu et al. (2020), is discussed in Section 6.2.

5.3 Non-collaborative players

Assuming perfectly collaborative players might be another oversimplification in multiplayer
bandits. A short survey by Attar et al. (2012) presents the different security challenges
for cognitive radio networks. Roughly, these threats are divided into two types: jamming
attacks and selfish players. These security threats thus appear as soon as players are no
more fully cooperative.

Jammers. Jamming attacks can happen either from agents external to the network or
directly within the network. Their goal is to deteriorate the performance of other agents as
much as possible. In the first case, it can be seen as malicious manipulations of the rewards
generated on each arm. Wang et al. (2015) then propose to consider the problem as an
adversarial instance and use EXP.3 algorithm in the centralized setting.

Sawant et al. (2019) on the other side consider jammers directly within the network.
The jammers thus aim at causing a maximal loss to the other players by either pulling the
best arms or creating collisions. Without any restriction on the jammers’ strategy, they can
perfectly adapt to the other players’ strategy and incur tremendous losses. Because of this,
they restrict the jammers’ strategy to pulling at random the top J-arms for any J € [K],
either in a centralized (no collision between jammers) or decentralized way. The players
then use an ETC algorithm, where the exploration aims at estimating the arm means, but
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also both the number of players and the number of jammers. Afterward, they exploit by
sequentially pulling the top J-arms where J is chosen to maximize the earned reward.

Fairness. A first attempt at preventing selfish behaviors is to ensure fairness of the
algorithms, as noted by Attar et al. (2012). A fair algorithm should not favor some player
with respect to another. In the homogeneous setting, a first definition of fairness is to
guarantee the same expected rewards to all players (Besson and Kaufmann, 2018). Note
that all symmetric algorithms (i.e., no prior ranking of the players) ensure this property. A
stronger notion would be to guarantee the same asymptotic rewards to all players without
expectation®, which can still be easily reached by making the players sequentially pull all
the top-M arms when exploiting.

The notion of fairness becomes intricate in the heterogeneous setting, since it can be
antagonistic to the maximization of the collective reward. Bistritz et al. (2021) consider
max-min fairness, which is broadly used in the resource allocation literature. Instead of
maximizing the sum of players’ rewards, the goal is to maximize the minimal reward earned
by any player at each round. They propose an ETC algorithm that determines the largest
possible v such that all players can earn at least v at each round. For the allocation, the
players follow a specific Markov chain to determine whether players can all reach some
given . If instead, the objective is for each player j to earn at least 7; for some known and
feasible vector <, there is no need to explore which is the largest possible v and the regret
becomes constant.

Selfish players. While jammers try to incur a huge loss to other players at any cost,
selfish players have a different objective: they maximize their own individual rewards. In
the algorithms mentioned so far, a selfish player could largely improve her earned regret at
the expense of the other players. Boursier and Perchet (2020) propose algorithms robust
to selfish players, being O(log(T"))-Nash equilibria. Without collision information, they
adapt DPE1 without communication between the players. The main difficulty comes from
designing a robust initialization protocol to assign ranks and estimate M. With collision
information, they even show that robust communication-based algorithms are possible,
thanks to a Grim Trigger strategy that punishes all players as soon as a deviation from
the collective strategy is detected. The centralized performances are thus still possible with
selfish players.

Reaching the optimal matching might not be possible in the heterogeneous case be-
cause of the strategic feature of the players. Instead, they focus on reaching the average
reward when following the Random Serial Dictatorship algorithm, which has good strategic
guarantees in this setting (Abdulkadiroglu and Sénmez, 1998).

Bréanzei and Peres (2021) consider a different strategic multiplayer bandits game. First,
their model is collisionless and players still earn some reward when pulling the same arm.
Also, they consider two players and a one-armed Bayesian bandit game. Players observe
both their obtained reward and the choice of the other player. In this setting, they compare
the different Nash equilibria when players are either collaborative (maximizing the sum
of two rewards), neutral (maximizing their sole reward), and competitive (maximizing the
difference between their reward and the other player’s reward). Players tend to explore

3. This notion is defined ex post, as opposed to the previous one which is ex ante.
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more when cooperative and less when competitive. A similar behavior is intuitive in the
classical model of multiplayer bandits as selfish players would more aggressively commit on
the best arms to keep them for a long time.

5.4 Beyond time synchronization

Most of the multiplayer algorithms depend on a high level of synchronization between the
players. In particular, they assume two major simplifications: the players are assumed to
be synchronous and also start and end the game at the same time.

Asynchronous players. First, the synchronous assumption considers that all players
pull arms simultaneously (we say they are active) at each time step. Although assuming
a common time discretization might be reasonable, e.g., through the use of orthogonal
frequency-division multiplezing (Schmidl and Cox, 1997), the devices might not be active
at each timestep in practice. For example, in Europe, the 868 MHz bandwidth, which is
used for ToT transmissions, limits the duty cycle at 1% to avoid saturation of the network.
This means that each device can emit at most 1% of the time. As a consequence, each
device is only active a small fraction of the time, which is specific to each device.

Bonnefoi et al. (2017) first considered the asynchronous setting, where each player is
active with a probability p at each time step. They first focus on offline policies, as even
determining the optimal policy is not straightforward here, and compare empirically single-
player online strategies (UCB and TS) to these baselines.

While considered homogeneous in this work, the activation rates might be heterogeneous
in practice, for example, due to the heterogeneity of the devices and their applications in
IoT networks. Dakdouk et al. (2021) consider activation probabilities p,, varying among
the players. Computing the optimal policy becomes even more intricate in this case, and
they propose an offline greedy policy, which reduces to the optimal policy with homogeneous
activation rates. They also propose a greedy policy with fairness guarantees. Two Explore-
then-Commit algorithms based on these baseline policies are then proposed. Only 7%/3
regret guarantees with respect to suboptimal offline policies are known to this day, and
there remains a lot of room for improvement on this setting in the future.

Dynamic model. Second, the players are assumed to respectively start and end the
game at times ¢ = 1 and 7. In practice, secondary users enter and leave the network at
different time steps, making this assumption oversimplifying. The dynamic model removes
this assumption: players enter and leave the bandits instance at different times.

The MEGA algorithm of Avner and Mannor (2014) was the first proposed algorithm to
deal with this dynamic model. TheQexact same algorithm as the one described in Section 4.1
still reaches a regret of order NT'3 in this case, where N is the total number of players
entering or leaving the network.

In general, N is assumed to be sublinear in T" as otherwise players would enter and leave
the network too quickly to learn the different problem parameters. Rosenski et al. (2016)
propose to divide the game duration into v NT epochs of equal size and run independently
the MusicAL CHAIRS algorithm on each epoch. The number of failing epochs is at most NV
and their total incurred regret is thus of order v/NT. Finally, the total incurred regret by

this algorithm is of order v N T%.
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This technique can be used to adapt any static algorithm but requires the knowledge
of the number of entering/leaving players N, as well as a shared clock between players, to
remain synchronized on each epoch. Because it also works in time windows of size /T,
the algorithm of Bande and Veeravalli (2019) in the adversarial setting still has Ti regret
guarantees in the dynamic setting.

On the other hand, Bande and Veeravalli (2019); Bande et al. (2021) propose to adapt
their static algorithms, with epochs of linearly increasing size. Players do not need to know
N here, but instead need a stronger shared clock, since they also need to know in which
epoch they currently are.

Besides requiring some strong assumption on either players’ knowledge or synchroniza-
tion, this kind of technique also leads to large dependencies in 7. Players indeed run
independent algorithms on a large number of time windows and thus suffer a considerable
loss when summing over all the epochs.

To avoid this kind of behavior, Boursier and Perchet (2019) consider a simpler dynamic
setting, where players can enter at any time but all leave the game at time 1. They propose
a no-sensing ETC algorithm, which requires no prior knowledge and no further assumption.
The idea is that exploring uniformly at random is robust to the entering/committing of
other players. The players then try to commit to the best-known available arm. This

algorithm leads to a %Of(n regret.

On the other hand, the algorithm by Darak and Hanawal (2019) recovers from the event
of entry/leave of a player after some time depending on the problem parameters. However,
if enter /leave events happen in a short time window, the algorithm has no guarantees. This
algorithm is thus adapted to another simpler dynamic setting, where the events of entering
or leaving of a new player are separated from a minimal duration.

6. Related problems

This section introduces related problems that have also been considered in the literature.
All these models consider a bandits game with multiple agents and some level of interaction
between these agents. Because of the similarities with the multiplayer bandits problem
considered in this survey, the methods and techniques mentioned above can be directly
used or adapted to these related problems.

The widely studied problem of multi-agent bandits is first mentioned. Section 6.2 then
introduces the problem of competing bandits, motivated by matching markets. Section 6.3
finally discusses the problem of queuing systems, motivated by packet routing in servers.

6.1 Multi-agent bandits

The multi-agent bandits problem (also called cooperative bandits or distributed bandits) in-
troduced by Awerbuch and Kleinberg (2008) considers a bandit game played by M players.
Motivated by distributed networks where agents can share their cumulated information,
players here encounter no collision when pulling the same arm: their goal is to collectively
determine the best arm. While running a single-player algorithm such as UCB already yields
regret guarantees, players can improve their performance by collectively sharing some in-
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formation. The way players can communicate yet remains limited: they can only directly
communicate with their neighbors in a given graph G.

This problem has been widely studied in the past years, and we do not claim to provide
an extensive review of its literature. Many algorithms are based on a gossip procedure,
which is widely used in the more general field of decentralized computation. Roughly, a
player i updates its estimates 2 by averaging (potentially with different weights) with the
estimates @/ of her neighbors j. Mathematically, the estimated vector # is updated as
follows:

T+ Pz,
where P is a communication matrix. To respect the communication graph structure, P; ; > 0
if and only if the edge (i, 7) isin G. P thus gives the weights used to average these estimates.

Szorenyi et al. (2013) propose an e-greedy strategy with gossip-based updates, while
Landgren et al. (2016) propose a gossip UCB algorithm. Their regret decomposes in two
terms: a centralized term approaching the regret incurred by a centralized algorithm and a
term, which is constant in T but depends on the spectral gap of the communication matrix
P, which can be seen as the delay to pass a message through the graph with the gossip
procedure. Improving this graph-dependent term is thus the main focus of many works.
Martinez-Rubio et al. (2019) propose a UCB algorithm with gossip acceleration techniques,
improving upon previous work (Landgren et al., 2016).

Another common procedure is to elect a leader in the graph, who sends the arm (or
distribution) to pull to the other players. In particular, Wang et al. (2020) adapt the DPE1
algorithm described in Section 4.2 to the multi-agent bandits problem. The leader is the
only exploring player and sends her best empirical arm to the other players. Despite having
an optimal regret bound in 7', the second term of the regret due to communication scales
with the diameter of the graph G. This algorithm only requires for the players to send 1-bit
messages at each time step, while most multi-agent bandits works assume that the players
can send real messages with infinite precision.

In the adversarial setting, Bar-On and Mansour (2019) propose to elect local leaders
who send a play distribution, based on EXP.3, to their followers. Instead of focusing on the
collective regret as usually done, they provide good individual regret guarantees, leading to
a fair algorithm.

Another line of work assumes that a player observes the rewards of all her neighbors
at each time step. Cesa-Bianchi et al. (2019) even assume to observe rewards of all players
at distance at most d, with a delay depending on the distance of the player. EXP.3 with
smartly chosen weights then allows reaching a small regret in the adversarial setting.

More recent works even assume that the players are asynchronous, i.e., players are
active at a given time step with some activation probability. This is for example simi-
lar to the model of Bonnefoi et al. (2017) in the multiplayer setting. Cesa-Bianchi et al.
(2020) then use an Online Mirror Descent based algorithm for the adversarial setting.
Della Vecchia and Cesari (2021) extended this idea to the combinatorial setting, where
players can pull multiple arms.

Similarly to multiplayer bandits, the problem of multi-agent bandits is wide and many
directions remain to be explored. For instance, Vial et al. (2021) recently proposed an algo-
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rithm that is robust to malicious players. While malicious players cannot create collisions
on purpose here, they can send corrupted information to their neighbors, leading to bad
behaviors.

6.2 Competing bandits

The problem of competing bandits was first introduced by Liu et al. (2020), motivated by
decentralized learning processes in matching markets. This model is very similar to the
heterogeneous multiplayer bandits: they only differ in their collision model. Here, arms
also have preferences over players: j = 7' means that the arm k prefers being pulled by
the player j over /. When several players pull the same arm k, only the top-ranked player
for arm k gets its reward, while the others receive no reward. Mathematically the collision
indicator is here:

() =1 (37 = j such that =7 (1) = k)

As often in bipartite matching problems, stable matchings constitute the oracle baselines. A
matching is stable if any unmatched pair (4, k) would prefer to be matched. Mathematically,
this corresponds to the following definition.

Definition 4 A matching 7 : [M] — [K] is stable if for any j # j', either ;) > ;) or
5’ >7r(j/)j and for any unmatched arm k, Nf}m > Ni-

Several stable matchings can exist. Two different definitions of individual regret then
appear. First the optimal regret compares with the best possible arm for player j in a stable
matching, noted k;:

T
R;(T) = N%jT - Zﬂij(t) (11— nij(t)(t))'
t=1

Similarly, the pessimal regret is defined with respect to the worst possible arm for player j
in a stable matching, noted k;:

T
Ry(T) =, T = 3" il - (1=t (1),
t=1

Liu et al. (2020) propose a centralized UCB algorithm, where at each time step, the
players send their UCB indexes to a central agent. This agent computes the optimal stable
matching based on these indexes using the celebrated Gale Shapley algorithm and the
players then pull according to the output of Gale Shapley algorithm. Although being
natural, this algorithm only reaches a logarithmic regret for the pessimal definition, but
can still incur a linear optimal regret.

Cen and Shah (2021) showed that a logarithmic optimal regret is reachable for this
algorithm if the platform can also choose transfers between the players and arms, which
here play a symmetric role. The idea is to smartly choose the transfers so that the optimal
matching in social welfare is the only stable matching when taking into account these
transfers. Their notion of equilibrium is yet weak, as the players and arms do not negotiate
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the transfers fixed by the platform. Jagadeesan et al. (2021) instead consider the stronger
notion of equilibrium where the agents also negotiate these transfers. They define the
subset instability, which represents the distance of a market outcome from equilibrium and
is considered as the incurred loss at each round. Using classical UCB-based algorithms,
they are then able to minimize the regret with respect to this measure of utility loss.

Liu et al. (2020) propose an ETC algorithm reaching a logarithmic optimal regret with-
out any transfer. After the exploration, the central agent computes the Gale Shapley
matching which is pulled until 7. A decentralized version of this algorithm is even possible,
as Gale Shapley can be run in times N 2 in a decentralized way when observing the collision
indicators 77, This decentralized algorithm yet requires prior knowledge of A. Basu et al.
(2021) extend this algorithm without knowing A, but the optimal regret incurred is then
of order log!*™(T') for any parameter & > 0.

Liu et al. (2021) also propose a decentralized UCB algorithm with a collision avoidance
mechanism. Yet their algorithm requires for the players to observe the actions of all other
players at each time step and incurs a pessimal regret of order log2(T ) with exponential
dependence in the number of players.

Because of the difficulty of the general problem, even with collision sensing, another
line of work focuses on simple instances of arm preferences. For example, when players
are globally ranked, i.e., all the arms have the same preference orders >, there is a unique
stable matching. Moreover, it can be computed with the Serial Dictatorship algorithm,
where the first player chooses her best arm, the second player chooses her best available
arm, and so on. In particular, the algorithm of Liu et al. (2021) yields a logarithmic regret
without exponential dependency in this case.

Using this simplified structure, Sankararaman et al. (2020) also propose a decentralized
UCB algorithm with a collision avoidance mechanism. Working in epochs of increasing size,
players mark as blocked the arms declared by players of smaller ranks and only play UCB
on the unblocked arms. Their algorithm yields a regret bound close to the lower bound,

which is shown to be at least of order R;(T) = <max <(j _1)Al§g(T), Kl(f(T)» for some

instance?. The first term in the max is the number of collisions encountered with players of
smaller ranks, while the second term is the usual regret in single-player stochastic bandits.

Serial Dictatorship can lead to unique stable matching even in more general settings than
globally ranked players. In particular, this is the case when the preferences profile satisfies
uniqueness consistency. Basu et al. (2021) then adapt the aforementioned algorithm to this
setting, by using a more subtle collision avoidance mechanism.

6.3 Queuing systems

Gaitonde and Tardos (2020) extended the queuing systems introduced by Krishnasamy et al.
(2016) to the multi-agent setting. This problem remains largely open as it is quite recent,
but similarly to the competing bandits problem, it might benefit from multiplayer bandits
approaches.

In this model, players are queues with arrival rates A\;. At each time step, a packet is
generated within the queue ¢ with probability \;, and the arm (server) k has a clearing

4. Optimal and pessimal regret coincide here as there is a unique stable matching.
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probability pg. This model assumes some asynchronicity between the players as they have
different arrival rates \;. Yet it remains different from the usual asynchronous setting
(Bonnefoi et al., 2017), as players can play as long as they have remaining packets.

When several players send packets to the same arm, only the oldest packet is treated
and is then cleared with probability ug; i.e., when colliding, only the queue with the oldest
packet gets to pull the arm. A queue is said stable when its number of packets grows almost
surely as o (t*) for any a > 0.

A crucial quantity of interest is the largest n € R such that

k k
nY g < Z'“(i) for any k € [M].
1 i=1

1=

In the centralized case, stability of all queues is possible if and only if n > 1. Gaitonde and Tardos
(2020) study whether a similar result is possible, even in the decentralized case where play-

ers are strategic. They first show that if players follow suitable no-regret strategies, stability

is reached if n > 2. Yet, for smaller values of 1, no regret strategies can still lead to unstable
queues.

In a subsequent work (Gaitonde and Tardos, 2021), they claim that minimizing the
regret is not a good objective as it leads to myopic behaviors of the players. Players here
might prefer to be patient, as there is a carryover effect over the rounds. The issue of a
round indeed depends on the past since a server treats the oldest packet sent by a player.
A player thus can have an interest in letting the other players to clear their packets, as it
guarantees her to avoid colliding with them in the future.

To illustrate this point, Gaitonde and Tardos (2021) consider the following game: all
players have perfect knowledge of A\ and p and plays repeatedly a fixed probability distri-

bution p. The cost incurred by a player is then the asymptotic value lim; %, where
Q! is the age of the oldest remaining packet of player i at time t. In this game, strategic
players are even stable in situations where 7 < 2 as claimed by Theorem 5 below.

Theorem 5 (Gaitonde and Tardos 2021) If n > % and all players follow a Nash
equilibrium of the game described above, the system is stable.

In game theory lingo, the limit ratio %5 corresponds to the price of anarchy of this game.
Yet this result holds only with prior knowledge of the game parameters and the price of
“learning” remains unknown. The policy regret (Arora et al., 2012) can be seen as a patient
version of regret here, as it takes into account the long-term effects of queues’ actions on
future rewards. Sentenac et al. (2021) show that no policy-regret strategies are no better
than no regret strategies in general. In particular, they show that no policy-regret strategies
can still be unstable as soon as 1 < 2.

They instead propose a particular decentralized strategy, such that the system is stable
for any n > 1 when all the queues follow this strategy, thus being comparable to central-
ized performances. Similar to many multiplayer bandits algorithms, this strategy takes
advantage of synchronization between the players, and extending this kind of result to the

dynamic/asynchronous setting remains challenging.
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7. Conclusion

The multiplayer bandits problem has been widely studied in the past years. In particular,
centralized optimal regret bounds are reachable in common models. However, these optimal
algorithms use ad hoc policies and are undesirable in real cognitive radio networks. This
suggests that the current formulation of the multiplayer bandits problem is oversimplified
and does not reflect real situations and leads to undesirable optimal algorithms. Several
more realistic models were suggested in the literature to overcome this issue. In particular,
the dynamic and asynchronous models seem of crucial interest since time synchronization
is not verified in practice. Moreover, such ad hoc algorithms perform poorly in these mod-
els. We personally believe that developing efficient strategies for these settings is a major
direction for future research.

Besides its main application for cognitive radio networks, the multiplayer bandits prob-
lem is also related to several sequential multi-agent problems, motivated by distributed
networks, matching markets, and packet routing. Exploring further the potential relations
that might exist between these different problems could be of great interest to any of them.
Although the problem of multiplayer bandits seems “solved” for its classical formulation,
proposing efficient algorithms adapted to real applications remains largely open.
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A. Summary table

Tables 3 and 4 below summarize the theoretical guarantees of the algorithms presented in
this survey. Unfortunately, some significant algorithms such as GoT (25) are omitted, as
the explicit dependencies of their upper bounds with other problem parameters than 1" are
unknown and not provided in the original papers.

Algorithms using baselines different from the optimal matching in the regret definition
are also omitted, as they can not be easily compared with other algorithms. This includes
algorithms taking only a stable matching as baseline in the heterogeneous case, or algorithm
which are robust to jammers for instance.

Here is a list of the different notations used in Tables 3 and 4.

A =min{U* - U(n) >0 |7 € M}

A (e m) =min{U* —U(n) >0 |7 € M and w(m) = k}

A = ming<n (k) — H(kt1)

) arbitrarily small positive constant

(k) k-th largest mean (homogeneous case)

M number of players simultaneously in the game

M set of matchings between arms and players

N total number of players entering/leaving the game (dynamic)

attackability length of longest time sequence with successive X (t) =0

rank different ranks are attributed beforehand to players

T horizon

_ M m
U(r) = m=1 Hoe (m)
U~ = maxrem U(m)
Model Reference Prior knowledge Extra consideration Upper bound
Centralized CUCB (42) M - ;\4 Ui"é(UT({T)
U(m)<U*
M K 5
Centralized CTS (107) M Independent arms Z W
m=1k=1 (em)
Coll. sensing dE? (83) T,A, M communicating players MszQIC)i#
3 log(L) lo;
Coll. sensing | D-MUMAB(76) T,A unique optimal matching M IZ%(T) + atic) llogg((ﬁ{))l &)
146
Coll. sensing | ELIM-ETC (30) T 6 = 0 if unique optimal matching Z Z (M2 log(T))
k 1m=1 (k ™

Coll. sensing

BEACON (97)

Z Z ”itzgm + M2K log(K) log(T)

k=1m=1

Table 3: Summary of presented algorithms in the heterogeneous setting. The last column
provides the asymptotic upper bound, up to universal multiplicative constant.
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Model Reference Prior knowledge Extra consideration Upper bound
Centralized MP-TS (64 M - _tog(T) _
entralize (64) kzlv )~y
Full sensing SIC-GT (29) T robust to selfish players Z #% + MK2log(T)
k>M
Stat. sensing MCToprM (22) M . VA NP ) .
V<iTrex B THwW)
S i RR-SW-UCB# (1 T, M, rank O(T?) ch f K2MT7 log(T
tat. sensing # (108) , M, ran (T") changes of p og(T)
. SELFISH-ROBUST log(T) MK
Stat. sensing MMAB (29) T robust to selfish players Mk;{m + ) log(T)
Coll. sensing MEGA (12) . . M2KT3
Coll. sensing MC (89) T, (nry — B(M+1) - MK log(T) 5
(rn =H+1))
i -MM - _ log(T) /
Coll. sensing SIC-MMAB (28) T o) — R + MK log(T)
k>M
Coll. sensi DPE1 (105 T - _tog(T)
oll. sensing (105) k; TS
Coll. sensing C&P (3) T Adversarial rewards K3M3 log(]\/[)% 3
Coll. sensing (35) T, rank, two players Adversarial rewards T log(K)log(T)
No-sensing (75) T,M - MK log(T) =
(ran=r@i1)
No-sensing (75) T, M, par) - ﬁif{) log?(T) + MKIOg(T)
. : ~ log(T) 2 108(5) log(T)
No-sensing (96) T, i(xy, A o) —Fn) + M*K s
k>M
No-sensing (56) T - Z #% + MK? log(%)2 log(T)
kE>M
. ) Adversarial rewards Zr 2+a+d
No-sensing A2C2 (95) T,M, « attackability O (T%) ]\/I’i K% log(K)3T™ 3
. M, rank No collision IS5 Y
No-sensing (36) shared randomness with high proba MKz +/Tlog(T)
No-sensing (35) M, rank Adversarial rewards MKET!- \/log(K)
No-sensing . . KM K
Non zero collision (M > K) (15) T,M,A Small variance of noise “Ae = log(T)
No-sensing ; MSK
Non zero collision (M > K) (16) M, rank ) log(T)
Dynamic, coll. sensing DMC (89) T, A - w
(M)
] ] Adversarial rewards K2 3 ST
Dynamic, coll. sensing (15) T N<O (\/T) \/T(K)T‘L + NKVT
2
Dynamic, no-sensing DYN-MMAB (28) T All players end at T' MKIOg(T) M 5(115?@)
(M) ’

Table 4: Summary of presented algorithms in the homogeneous setting. The last column
provides the asymptotic upper bound, up to universal multiplicative constant.
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