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#### Abstract

We consider the inverse geometrical problem of identifying the discontinuity curve of an electrical conductivity from boundary measurements. This standard inverse problem is used as a model to introduce and study a combined inversion algorithm coupling a gradient descent on the Kohn-Vogelius cost functional with a domain decomposition method that includes the unknown curve in the domain partitioning. We prove the local convergence of the method in a simplified case and numerically show its efficiency for some two dimensional experiments.


## 1 Introduction

The goal of this paper is to introduce and study a combined iterative inversion method that uses incomplete solver for the direct problem at each iteration for the inverse problem parameter. This type of approach has the advantage of reducing the iterative cost and speeding up the convergence rate. Many variants of these combinations have been proposed in the literature $[17,6,16,19,14,27,4]$. We develop here an algorithm in the vein of so-called one-shot iterative methods for optimization problems we address two novel aspects for this type of methods. The first one is to use a combination of the Khon-Vogelius energy functional and a non overlapping domain decomposition method as an iterative solver. The second one is that the inverse parameter is the geometry of an unknown object used as a part of the domain partitioning. We study all theses aspects in the framework of the inverse conductivity problem, where one would like to identify the discontinuity curve $\Sigma$ of an electric conductivity from boundary measurements. This is a classic inverse problem that has many applications and has been extensively studied in the literature (we refer to $[23,5,20,31,24,28]$ ). Our goal here is not to address issues specific to this inverse problem but to rather use it as a toy model to illustrate the feasibility of the combined inversion scheme and study convergence in some simplified configurations.

The Kohn-Vogelius cost functional has been used in the solution of various inverse geometrical problems [29, 10, 3, 21]. It has been specifically applied to inverse conductivity problem in $[29,3,1,2]$. This functional seems to provide better stability and precision as compared with a classical least squares cost functional [8, 1]. From the theoretical point of view, it also has the advantage of being differentiable with respect to the discontinuity curve under less
restrictive smoothness assumptions [7, 9]. We shall review some results from the literature on this functional and study its local convergence for the inverse conductivity problem in the case of circular domains.

The implementation of this method requires the solution of two direct problems, one associated with Neumann data and the other one associated with Dirichlet data coming from the measurements. In order to evaluate these solutions we employ a non overlapping domain decomposition method. We employ the so-called Optimized Schwarz Method (OSM) where communications at the interfaces of the domains are enforced through Robin type boundary conditions $[30,25,26,13,11]$. We here study the case where the inverse problem unknown $\Sigma$ is part of the partitioning used in the domain decomposition method. We propose a combined inverse algorithm where the Kohn-Vogelius cost functional is minimized using a gradient descent scheme. At each gradient step, the exact solutions of the Neumann and Dirichlet problems are approximated using only one or a few iterations of the OSM. Two difficulties arise in this coupling. The first one is that the domain partitioning changes after a gradient descent step which requires modifications in the OSM scheme. The second one is that the gradient cannot be evaluated exactly and therefore a choice has to be made. One should either evaluate the shape gradient with respect to incomplete exact solutions or propose an approximation of the gradient of the exact cost functional. The first option would require the introduction of two adjoint problems and therefore may render the method more costly. This is why we adopt the second approach, that indeed lead to an incorrect gradient at first iterations, but this gradient becomes closes to the exact one as the iterations number increases. Concerning the first issue related to OSM, we solve it by rewriting the OSM as an iterative scheme on the interface values. These values are then transported by the gradient flow in the same way as the unknown geometry $\Sigma$. We explicit this scheme in the case of star shaped interfaces, but the approach can be easily extended to other type or shape parametrizations. We study and prove local convergence of the resulting algorithm in the very simplified case where the geometry is circular and the inverse shape problem is the radius of the inner circle. We then numerically investigate the effectiveness and the accuracy of this algorithm in the case of star shaped domains. We show in particular that only one OSM iteration would achieve a converge rate similar to classical gradient (where the solutions are evaluated exactly at each iteration). Determining the optimal choice of OSM iteration number in order to have the best convergence rate is an open issue. Numerical tests suggests that this optimal choice is among the one using few number of OSM iterations.

The article is organized as follows. We introduce the direct and inverse problem together with the Kohn-Vogelius cost functional in Section 2. The combined inversion algorithm is presented and studied in Section 3. We provide in particular a local convergence result in Section 3.3. Section 4 is dedicated to some numerical experiments for testing the efficiency of the combined algorithm and comparing with the classical one.

## 2 A model problem

Let $\Omega$ be a simply connected bounded domain of $\mathbb{R}^{2}$ with $\mathcal{C}^{1, \beta}$ boundary $\left.\Gamma:=\partial \Omega, \beta \in\right] 0,1[$. We denote by $\sigma: \Omega \longrightarrow \mathbb{R}$ the electric conductivity of $\Omega$ assumed to be a piecewise constant function with a regular discontinuity surface $\Sigma$. More specifically, $\sigma \in \mathcal{S}_{a d}$ where
$\mathcal{S}_{a d}:=\left\{\sigma=\sigma_{1} \chi_{\Omega_{1}}+\sigma_{2} \chi_{\Omega_{2}} ; \sigma_{1}>0 ; \sigma_{2}>0 ; \Omega_{1} \subset \Omega ; \Sigma=\partial \Omega_{1}\right.$ a $\mathcal{C}^{1, \beta}$ Jordan curve; $\left.\Omega_{2}=\Omega \backslash \overline{\Omega_{1}}\right\}$,
$\chi_{\Omega_{i}}$ denotes the characteristics function of a domain $\Omega_{i}$.

We denote by $u \in H^{1}(\Omega)$ the electric potential which satisfies the following Neumann boundary value problem

$$
\left(\mathcal{N}_{\sigma}\right) \begin{cases}-\operatorname{div}(\sigma \nabla u)=0 & \text { in } \Omega \\ \sigma \frac{\partial u}{\partial \nu}=\phi & \text { on } \Gamma\end{cases}
$$

where $\nu$ denotes the outward unit normal on $\Gamma$ (see Figure 1) and $\phi \in L^{2}(\Gamma)$ the current flux through $\Gamma$ that satisfies the compatibility condition: $\int_{\Gamma} \phi d s=0$. To ensure uniqueness of the solution to problem $\left(\mathcal{N}_{\sigma}\right)$, we impose that

$$
\begin{equation*}
\int_{\Sigma} u d s=0 \tag{2.1}
\end{equation*}
$$



Figure 1: The domain $\Omega$ divided into two subdomains $\Omega_{1}$ and $\Omega_{2}$.
Remark 2.1. All the following still hold if we assume that $\sigma_{1}$ and $\sigma_{2}$ are known bounded regular functions on all of $\Omega$ and are positive definite.

### 2.1 The inverse problem and the Kohn-Vogelius functional

We consider in this section the inverse shape problem that consists in recovering the discontinuity interface $\bar{\Sigma}$ of an electrical conductivity $\bar{\sigma} \in S_{a d}$ from the knowledge of the flux $\phi$ together with the potential $f=u_{\bar{\sigma}_{\Gamma}}$, where $u_{\bar{\sigma}}$ is the solution of $\left(\mathcal{N}_{\bar{\sigma}}\right)$.
Remark 2.2. Notice that, in general, a single couple $(\phi, f)$ is not sufficient to uniquely determine the unknown parameter $\bar{\sigma}$ in [18].

Our adopted approach consists in transforming the inverse problem into an optimization one by constructing a cost function $J$ modeling the energy gap between the solution of the direct problem and the solution of the following Dirichlet problem: $v \in H^{1}(\Omega)$, such that

$$
\left(\mathcal{D}_{\sigma}\right) \begin{cases}-\operatorname{div}(\sigma \nabla v)=0 & \text { in } \Omega, \\ v=f & \text { on } \Gamma .\end{cases}
$$

More precisely, we define the Kohn-Vogelius cost function as

$$
J(\sigma):=\int_{\Omega} \sigma \nabla\left(u_{\sigma}-v_{\sigma}\right) \cdot \nabla\left(u_{\sigma}-v_{\sigma}\right) d x
$$

where $u_{\sigma} \in H^{1}(\Omega)$ the solution of the Neumann problem $\left(\mathcal{N}_{\sigma}\right)$ and $v_{\sigma} \in H^{1}(\Omega)$, the solution of the Dirichlet problem $\left(\mathcal{D}_{\sigma}\right)$. Indeed, the solution $\bar{\sigma}$ of the inverse problem is a minimizer of $J$.

To numerically minimize the function $J$, we shall use a gradient descent algorithm based on the shape derivative of $J$ with respect to the singularity surface $\Sigma$ of $\sigma$. The existence and expression of the shape derivative has been studied in [1] and we outline in the following the main related results.

Let $\sigma \in S_{a d}$ with $\Sigma=\overline{\Omega_{1}} \cap \overline{\Omega_{2}}, h>0$ and $\zeta: \mathbb{R}^{2} \longrightarrow \mathbb{R}^{2}$ a $\mathcal{C}^{1}$ vector field such that $\zeta=0$ in a neighborhood of the boundary $\Gamma$. Then, there exists $h_{0}>0$, such that for all $h<h_{0}$, the mapping $\mathcal{F}_{h}=I d+h \zeta$ is a $\mathcal{C}^{1}$ diffeomorphism transforming the domain $\Omega$ into itself. We denote by $\Omega_{1, h}:=\mathcal{F}_{h}\left(\Omega_{1}\right), \Omega_{2, h}:=\mathcal{F}_{h}\left(\Omega_{2}\right)$ and $\sigma_{h}=\sigma_{1} \chi_{\Omega_{1, h}}+\sigma_{2} \chi_{\Omega_{2, h}}$. Referring to [1, 2], the shape derivative of the cost function $J$ is given by the following theorem.

Theorem 2.3. The Kohn-Vogelius cost function $J$ is differentiable with respect to the shape $\Sigma$ and its derivative is given by:

$$
D J(\sigma) \cdot \zeta=[\sigma] \int_{\Sigma}\left[\frac{1}{\sigma_{1} \sigma_{2}}\left(\left|\sigma \frac{\partial v_{\sigma}}{\partial \nu}\right|^{2}-\left|\sigma \frac{\partial u_{\sigma}}{\partial \nu}\right|^{2}\right)+\left(\left|\nabla_{\tau} v_{\sigma}\right|^{2}-\left|\nabla_{\tau} u_{\sigma}\right|^{2}\right)\right] \zeta \cdot \nu d s
$$

where $\zeta$ is as defined above, $[\sigma]:=\sigma_{1}-\sigma_{2}, \nabla_{\tau}$ denotes the tangential gradient and $\nu$ is the normal on $\Sigma$ oriented to the exterior of $\Omega_{1}$. The shape derivative is to be understood in the sense that

$$
\frac{J\left(\sigma_{h}\right)-J(\sigma)}{h}=D J(\sigma) \cdot \zeta+\epsilon(h) \text { where } \lim _{h \rightarrow 0}|\epsilon(h)|=0
$$

### 2.2 The gradient algorithm in the case of starlike domains

As a preparatory step to the combined algorithm we explicit the gradient descent algorithm in the case of starlike interfaces $\Sigma$. Let $\mathcal{C}$ be the set of $\mathcal{C}^{1}$ piecewise Jordan curves of $\mathbb{R}^{2}$, $n \in \mathbb{N}^{*}$ and $R=\left(R_{0}, \ldots, R_{n-1}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{n}$. For $i=0,1, \ldots, n$, we denote by $\theta_{i}:=\frac{2 \pi}{n} i$ and $M_{i}:=\left(R_{i} \cos \left(\theta_{i}\right), R_{i} \sin \left(\theta_{i}\right)\right)$. Let $\Sigma:=\Sigma_{R}$ be the interface defined as the union of the $n$ following arcs, $i=0, \ldots, n-1$

$$
\begin{equation*}
S_{i}:=\left\{M=\hat{M}_{i}(t):=\left(\hat{R}_{i}(t) \cos \left(\hat{\theta}_{i}(t)\right), \hat{R}_{i}(t) \sin \left(\hat{\theta}_{i}(t)\right), t \in[0,1]\right\}\right. \tag{2.2}
\end{equation*}
$$

where $\hat{R}_{i}(t):=t R_{i+1}+(1-t) R_{i}$ and $\hat{\theta}_{i}(t):=t \theta_{i+1}+(1-t) \theta_{i}$ (see Figure 2 for an illustration) and where for the notation convenience we have set $R_{n}=R_{0}$. We also set $S_{n}=S_{0}$. We define the interface operator $\mathcal{T}_{n}$ by:

$$
\begin{align*}
\mathcal{T}_{n}:\left(\mathbb{R}_{+}^{*}\right)^{n} & \longrightarrow \mathcal{C} \\
R & \longmapsto \Sigma_{R}=\mathcal{T}_{n}(R):=\bigcup_{i=0}^{n-1} S_{i} . \tag{2.3}
\end{align*}
$$

For $R \in\left(\mathbb{R}_{+}^{*}\right)^{n}$ sufficiently small, we denote by $\Omega_{1}:=\Omega_{1, R}$ the interior domain limited by the interface $\Sigma_{R}$ and by $\Omega_{2}:=\Omega_{2, R}=\Omega \backslash \overline{\Omega_{1, R}}$. The unknown of the inverse problem is $\bar{R} \in\left(\mathbb{R}_{+}^{*}\right)^{n}$ that corresponds with $\bar{\Sigma}=\Sigma_{\bar{R}}$.


Figure 2: The subdomain $\Omega_{1, R}$.

Let us set $\sigma(R):=\sigma_{1} \chi_{\Omega_{1, R}}+\sigma_{2} \chi_{\Omega_{2, R}}$ and define the function $\mathcal{J}$ by

$$
\begin{align*}
\mathcal{J}:\left(\mathbb{R}_{+}^{*}\right)^{n} & \longrightarrow \mathbb{R}  \tag{2.4}\\
R & \longmapsto \mathcal{J}(R)=J(\sigma(R)) .
\end{align*}
$$

The partial derivative $\frac{\partial \mathcal{J}}{\partial R_{i}}$ can be evaluated by applying Theorem 2.3 to a deformation field $\zeta=\zeta_{i} \nu$ on $\Sigma_{R}$ where $\zeta_{i}$ is hat function defined by, for $i=0, \ldots, n-1$,

$$
\zeta_{i}(M)=t \chi_{\left\{M=\hat{M}_{i-1}(t) \in S_{i-1}\right\}}+(1-t) \chi_{\left\{M=\hat{M}_{i}(t) \in S_{i}\right\}}
$$

with $S_{-1}=S_{n-1}, \hat{M}_{i}(t)$ is defined in (2.2) and $\nu$ is the outward normal vector to $\Omega_{1}$. We then get, by using Theorem 2.3 that the derivative of the cost function $\mathcal{J}$ with respect to $R_{i}$ is given by the following formula:
$\frac{\partial \mathcal{J}}{\partial R_{i}}(R)=[\sigma(R)] \int_{\Sigma_{R}}\left[\frac{1}{\sigma_{1} \sigma_{2}}\left(\left|\sigma(R) \frac{\partial v_{\sigma(R)}}{\partial \nu}\right|^{2}-\left|\sigma(R) \frac{\partial u_{\sigma(R)}}{\partial \nu}\right|^{2}\right)+\left(\left|\nabla_{\tau} v_{\sigma(R)}\right|^{2}-\left|\nabla_{\tau} u_{\sigma(R)}\right|^{2}\right)\right] \zeta_{i} d s$.
A gradient descent scheme to solve the inverse problem is summarized in Algorithm 1.

Algorithm 1: Gradient descent algorithm with exact direct solver

- Fix the number of parameters $n \in \mathbb{N}^{*}$ that serve to define the starlike interface.
- Consider an initial guess $R^{0} \in\left(\mathbb{R}_{+}^{*}\right)^{n}$, the initial interface $\Sigma=\Sigma_{R^{0}}=\mathcal{T}_{n}\left(R^{0}\right)$ and the corresponding conductivity $\sigma\left(R^{0}\right)=\sigma_{1} \chi_{\Omega_{1, R^{0}}}+\sigma_{2} \chi_{\Omega_{2, R^{0}}}$ as defined above.
- $k=0$.
repeat until $k \leq$ maximum number of iterations
- Use a direct solver to calculate $u_{\sigma\left(R^{k}\right)}$ and $v_{\sigma\left(R^{k}\right)}$, the respective solutions of $\left(\mathcal{N}_{\sigma\left(R^{k}\right)}\right)$ and $\left(\mathcal{D}_{\sigma\left(R^{k}\right)}\right)$.
- Calculate $\frac{\partial \mathcal{J}}{\partial R_{i}}\left(R^{k}\right)$, for $i=0, \ldots, n-1$ using formula (2.5).
- Update $\Sigma=\mathcal{T}_{n}\left(R^{k+1}\right)$ with

$$
R_{i}^{k+1}:=R_{i}^{k}-\tau \frac{\partial \mathcal{J}}{\partial R_{i}}\left(R^{k}\right), i=0, \ldots, n-1
$$

with $\tau>0$ chosen sufficiently small (a step adaptation can be incorporated here).

- $R^{k}=R^{k+1}$.
- $k=k+1$.
end
As a first step for the analysis of the combined inverse scheme introduced later, we study the convergence of this algorithm in the particular case where both of the domains $\Omega$ and $\Omega_{1}$ are circular.


### 2.3 Local convergence analysis of the gradient descent algorithm

We study here the convergence of Algorithm 1 in the case $n=1$, i.e $\Omega_{1, R}$ is an open disk of center $(0,0)$ and radius $R>0$. We also choose the domain $\Omega$ to be the open disk of center $(0,0)$ and radius $R_{2}>0$. In this case the interface $\Sigma=\Sigma_{R}$ coincides with the circle of center $(0,0)$ and radius $\frac{R}{2}$ (note that $S_{-1}=S_{0}=S_{1}$ ). The unknown of the inverse problem is $\bar{R}$ that corresponds with $\bar{\Sigma}=\Sigma_{\bar{R}}$. We impose the current flux $\phi(\theta)=m \cos (m \theta)$ or $\phi(\theta)=m \sin (m \theta)$, $\theta \in[0,2 \pi]$ and $m \in \mathbb{N}^{*}$. The solution of the direct problem $\left(\mathcal{N}_{\sigma(R)}\right)$ then can be explicitly expressed as

$$
u_{\sigma(R)}(r, \theta)= \begin{cases}u_{1}(r, \theta)=\alpha_{N} r^{m} \frac{\phi(\theta)}{m} & \text { in } \Omega_{1, R}, \\ u_{2}(r, \theta)=\left(\beta_{N} r^{m}+\frac{\gamma_{N}}{r^{m}}\right) \frac{\phi(\theta)}{m} & \text { in } \Omega_{2, R},\end{cases}
$$

where:

$$
\left\{\begin{array}{l}
\alpha_{N}:=\alpha_{N}(R)=\frac{2 R_{2}^{m+1}}{\sigma_{1}\left(R_{2}^{2 m}+R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-R^{2 m}\right)},  \tag{2.6}\\
\beta_{N}:=\beta_{N}(R)=\frac{\left(\sigma_{2}+\sigma_{1}\right) R_{2}^{m+1}}{\sigma_{2}\left[\sigma_{1}\left(R_{2}^{2 m}+R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-R^{2 m}\right)\right]}, \\
\gamma_{N}:=\gamma_{N}(R)=\frac{\left(\sigma_{2}-\sigma_{1}\right) R_{2}^{m+1} R^{2 m}}{\sigma_{2}\left[\sigma_{1}\left(R_{2}^{2 m}+R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-R^{2 m}\right)\right]}
\end{array}\right.
$$

The measurement $f$ is then given by:

$$
f(\theta)=C_{f} \frac{\phi(\theta)}{m}
$$

where

$$
\begin{equation*}
C_{f}:=\beta_{N}(\bar{R}) R_{2}^{m}+\frac{\gamma_{N}(\bar{R})}{R_{2}^{m}}=\frac{R_{2}}{\sigma_{2}} \frac{\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]} . \tag{2.7}
\end{equation*}
$$

Consequently, the solution of the Dirichlet problem $\left(\mathcal{D}_{\sigma(R)}\right)$ is

$$
v_{\sigma(R)}(r, \theta)= \begin{cases}v_{1}(r, \theta)=\alpha_{D} r^{m} \frac{\phi(\theta)}{m} & \text { in } \Omega_{1, R} \\ v_{2}(r, \theta)=\left(\beta_{D} r^{m}+\frac{\gamma_{D}}{r^{m}}\right) \frac{\phi(\theta)}{m} & \text { in } \Omega_{2, R}\end{cases}
$$

where:

$$
\left\{\begin{align*}
\alpha_{D} & :=\alpha_{D}(R)=\frac{2 \sigma_{2} R_{2}^{m} C_{f}}{\sigma_{1}\left(R_{2}^{2 m}-R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+R^{2 m}\right)}  \tag{2.8}\\
\beta_{D} & :=\beta_{D}(R)=\frac{\left(\sigma_{2}+\sigma_{1}\right) R_{2}^{m} C_{f}}{\sigma_{1}\left(R_{2}^{2 m}-R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+R^{2 m}\right)} \\
\gamma_{D} & :=\gamma_{D}(R)=\frac{\left(\sigma_{2}-\sigma_{1}\right) R_{2}^{m} R^{2 m} C_{f}}{\sigma_{1}\left(R_{2}^{2 m}-R^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+R^{2 m}\right)}
\end{align*}\right.
$$

The function $\mathcal{J}$ depends here only on one variable $R$ and its derivative is given by (2.5) for $i=0$ with $\zeta_{0}=1$, namely,

$$
\begin{aligned}
\mathcal{J}^{\prime}(R) & =[\sigma(R)] \int_{0}^{2 \pi}\left[\frac{1}{\sigma_{1} \sigma_{2}}\left(\left|\sigma(R) \frac{\partial v_{\sigma(R)}}{\partial \nu}\right|^{2}-\left|\sigma(R) \frac{\partial u_{\sigma(R)}}{\partial \nu}\right|^{2}\right)+\left(\left|\nabla_{\tau} v_{\sigma(R)}\right|^{2}-\left|\nabla_{\tau} u_{\sigma(R)}\right|^{2}\right)\right] R d \theta \\
& =\frac{\pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)}{\sigma_{2}} R^{2 m-1}\left(\alpha_{D}^{2}(R)-\alpha_{N}^{2}(R)\right)
\end{aligned}
$$

Let us consider now the iterative sequence $R^{k}$ obtained by the gradient algorithm:

$$
R^{k+1}=R^{k}-\tau \mathcal{J}^{\prime}\left(R^{k}\right)
$$

where $\tau>0$ denotes the descent step of the gradient algorithm. We say that the sequence $R^{k}$ is locally convergent, if there exists $\varepsilon>0$, such that, for every $\left.R^{0} \in\right] \bar{R}-\varepsilon, \bar{R}+\varepsilon[$, the sequence $R^{k}$ converges. We then have the following proposition.

Proposition 2.1. Assume that $\sigma_{1} \neq \sigma_{2}$ and let $\phi(\theta)=m \cos (m \theta)$ or $\phi(\theta)=m \sin (m \theta), m \in$ $\mathbb{N}^{*}$. Then $\mathcal{J}^{\prime \prime}(\bar{R})>0$ and the sequence $R^{k}$ is locally convergent if and only if the descent step $\tau<2 / \mathcal{J}^{\prime \prime}(\bar{R})$.

Proof. The function $\mathcal{J}$ is twice differentiable on $] 0, R_{2}[$ and we have

$$
\mathcal{J}^{\prime \prime}(R)=F_{1}^{\prime}(R) F_{2}(R)+F_{1}(R) F_{2}^{\prime}(R)
$$

where

$$
F_{1}(R):=\frac{\pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)}{\sigma_{2}} R^{2 m-1} \text { and } F_{2}(R):=\alpha_{D}^{2}(R)-\alpha_{N}^{2}(R)
$$

From the fact $\alpha_{N}(\bar{R})=\alpha_{D}(\bar{R})$, we deduce that

$$
\mathcal{J}^{\prime \prime}(\bar{R})=F_{1}(\bar{R}) F_{2}^{\prime}(\bar{R})=2 F_{1}(\bar{R}) \alpha_{N}(\bar{R})\left(\alpha_{D}^{\prime}(\bar{R})-\alpha_{N}^{\prime}(\bar{R})\right),
$$

where:

$$
\alpha_{N}^{\prime}(\bar{R})=\frac{4\left(\sigma_{2}-\sigma_{1}\right) m R_{2}^{m+1} \bar{R}^{2 m-1}}{\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]^{2}}
$$

and

$$
\alpha_{D}^{\prime}(\bar{R})=\frac{4\left(\sigma_{1}-\sigma_{2}\right) m \sigma_{2} C_{f} R_{2}^{m} \bar{R}^{2 m-1}}{\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]^{2}}
$$

By using (2.7), we obtain

$$
\alpha_{D}^{\prime}(\bar{R})=\frac{4\left(\sigma_{1}-\sigma_{2}\right) m R_{2}^{m+1} \bar{R}^{2 m-1}}{\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]}
$$

consequently

$$
\begin{aligned}
F_{2}^{\prime}(\bar{R}) & =2 \alpha_{N}(\bar{R})\left(\alpha_{D}^{\prime}(\bar{R})-\alpha_{N}^{\prime}(\bar{R})\right) \\
& =\frac{32 m\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) R_{2}^{4 m+2} \bar{R}^{2 m-1}}{\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]^{3}}
\end{aligned}
$$

and then

$$
\mathcal{J}^{\prime \prime}(\bar{R})=\frac{32 \pi m^{3}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2} R_{2}^{4 m+2} \bar{R}^{4 m-2}}{\sigma_{2}\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]^{3}}
$$

The iterations for $R^{k}$ can be written as $R^{k+1}=g\left(R^{k}\right)$, where

$$
g(R)=R-\tau \mathcal{J}^{\prime}(R)
$$

Then, the sequence $R^{k}$ converges locally if and only if $\left|g^{\prime}(\bar{R})\right|=\left|1-\mathcal{J}^{\prime \prime}(\bar{R})\right|<1$. From the condition: $\sigma_{1} \neq \sigma_{2}$, we deduce that $\mathcal{J}^{\prime \prime}(\bar{R})>0$, and the sequence $R^{k}$ converges locally if and only if $0<\tau<\frac{2}{\mathcal{J}^{\prime \prime}(\bar{R})}$.

## 3 A combined inversion method

We develop in this section some inversion algorithms combining the previous gradient algorithm with a Domain Decomposition Method (DDM) that respects the partitioning of the domain $\Omega$ into $\Omega_{1} \cup \Omega_{2} \cup \Sigma$. The main idea consists in approximating the direct problems $\left(\mathcal{N}_{\sigma\left(R^{k}\right)}\right)$ and $\left(\mathcal{D}_{\sigma\left(R^{k}\right)}\right)$ (at each iteration $k$ of Algorithm 1) using only one or a few DDM steps. Prior to giving the details of the resulting algorithm, we shall present first the so-called Optimized Schwarz Method (OSM) that we use as DDM.

### 3.1 Multidomain formulation using OSM

### 3.1.1 The case of the direct problem $\left(\mathcal{N}_{\sigma}\right)$

Let us present here the OSM for solving the direct problem $\left(\mathcal{N}_{\sigma}\right)$. Let $u_{i}:=u_{\left.\right|_{i}}$ be the restriction of $u$ to $\Omega_{i}, i=1,2$. Then problem $\left(\mathcal{N}_{\sigma}\right)$ can be reformulated as an equivalent multidomain problem consisting of the following subdomain problems

$$
\begin{aligned}
-\sigma_{i} \Delta u_{i}=0 & \text { in } \Omega_{i}, \\
\sigma_{2} \frac{\partial u_{2}}{\partial \nu}=\phi & \text { on } \Gamma,
\end{aligned}
$$

together with the transmission conditions on the interface $\Sigma$

$$
\begin{align*}
u_{1} & =u_{2} & & \text { on } \Sigma,  \tag{3.1}\\
\sigma_{1} \frac{\partial u_{1}}{\partial \nu} & =\sigma_{2} \frac{\partial u_{2}}{\partial \nu} & & \text { on } \Sigma . \tag{3.2}
\end{align*}
$$

Alternatively and equivalently, one may impose the Robin transmission conditions,

$$
\begin{equation*}
\sigma_{i} \frac{\partial u_{i}}{\partial \nu} \pm \alpha u_{i}=\sigma_{j} \frac{\partial u_{j}}{\partial \nu} \pm \alpha u_{j} \quad \text { on } \Sigma \text { for all } i=1,2 \text { and } j \neq i \tag{3.3}
\end{equation*}
$$

where $\alpha>0$ is a fixed parameter that may be optimized to improve the convergence rate of the iterative domain decomposition method (see [30, 25, 26, 13, 11]). The resulting method is referred to as the Optimized Schwarz Method, which can be described as follows. Given arbitrary initial guesses $\left(u_{i}^{0}\right)_{1 \leq i \leq 2} \in H^{2}\left(\Omega_{i}\right)$, we inductively build the sequences $u_{i}^{\ell} \in H^{1}\left(\Omega_{i}\right), i=1,2$, by solving (in parallel) for all $\ell \geq 0$

$$
\begin{align*}
-\sigma_{i} \Delta u_{i}^{\ell+1} & =0 & & \text { in } \Omega_{i}, \\
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu} & =\phi & & \text { on } \Gamma, \\
\sigma_{1} \frac{\partial u_{1}^{\ell+1}}{\partial \nu}+\alpha u_{1}^{\ell+1} & =\sigma_{2} \frac{\partial u_{2}^{\ell}}{\partial \nu}+\alpha u_{2}^{\ell} & & \text { on } \Sigma,  \tag{3.4}\\
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu}-\alpha u_{2}^{\ell+1} & =\sigma_{1} \frac{\partial u_{1}^{\ell}}{\partial \nu}-\alpha u_{1}^{\ell} & & \text { on } \Sigma .
\end{align*}
$$

A direct use (3.3) would require a numerical evaluation of the normal derivatives along the interfaces $\Sigma$ in order to compute the right-hand sides in the transmission conditions of (3.4). This can be avoided by renaming the problematic quantities

$$
\begin{equation*}
\lambda_{i, N}^{\ell}:=\sigma_{j} \frac{\partial u_{j}^{\ell}}{\partial \nu} \pm \alpha u_{j}^{\ell} \quad \text { respectively for } i=1,2 \text { and } j=1,2, j \neq i \tag{3.5}
\end{equation*}
$$

where $\lambda_{i, N}^{\ell}$ is the information coming from the neighboring subdomain $\Omega_{j}(j \neq i)$ at step $\ell$ of the algorithm. One can easily verify that

$$
\left\{\begin{array}{l}
\lambda_{1, N}^{\ell+1}=\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu}+\alpha u_{2}^{\ell+1}=\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu}-\alpha u_{2}^{\ell+1}+2 \alpha u_{2}^{\ell+1} \\
\lambda_{2, N}^{\ell+1}=\sigma_{1} \frac{\partial u_{1}^{\ell+1}}{\partial \nu}-\alpha u_{1}^{\ell+1}=\sigma_{1} \frac{\partial u_{1}^{\ell+1}}{\partial \nu}+\alpha u_{1}^{\ell+1}-2 \alpha u_{1}^{\ell+1}
\end{array}\right.
$$

Therefore, the parameters $\lambda_{i, N}^{\ell}$ satisfy the induction

$$
\left\{\begin{array}{l}
\lambda_{1, N}^{\ell+1}=\lambda_{2, N}^{\ell}+2 \alpha u_{2}^{\ell+1},  \tag{3.6}\\
\lambda_{2, N}^{\ell+1}=\lambda_{1, N}^{\ell}-2 \alpha u_{1}^{\ell+1}
\end{array}\right.
$$

which can replace (3.5). We now can rewrite the iterative algorithm as follows. Given an initial guess $\left(\lambda_{i, N}^{0}\right)_{1 \leq i \leq 2} \in L^{2}(\Sigma)$ solve for each iteration $\ell \in \mathbb{N}$ the two following problems:

$$
\begin{align*}
-\sigma_{i} \Delta u_{i}^{\ell+1} & =0 & & \text { in } \Omega_{i}, \\
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu} & =\phi & & \text { on } \Gamma, \\
\sigma_{1} \frac{\partial u_{1}^{\ell+1}}{\partial \nu}+\alpha u_{1}^{\ell+1} & =\lambda_{1, N}^{\ell} & & \text { on } \Sigma,  \tag{3.7}\\
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu}-\alpha u_{2}^{\ell+1} & =\lambda_{2, N}^{\ell} & & \text { on } \Sigma,
\end{align*}
$$

where the boundary values $\lambda_{i, N}^{\ell}, i=1,2$ are updated using (3.6). For the convergence analysis of this algorithm, we refer to [30, 15, 12]. Let us observe that condition (2.1) is ensured at convergence as soon as it is verified by the initial guess $\left(\lambda_{i, N}^{0}\right)_{1 \leq i \leq 2}$. This is what we summarize in the following lemma.
Lemma 3.1. Let $\left(\lambda_{i, N}^{0}\right)_{1 \leq i \leq 2} \in L^{2}(\Sigma)$, such that $\int_{\Sigma} \lambda_{i, N}^{0} d s=0 ; i=1,2$, then for $\ell \in \mathbb{N}^{*}$, we have: $\int_{\Sigma} \lambda_{i, N}^{\ell} d s=0$, and $\int_{\Sigma} u_{i}^{\ell} d s=0$.
Proof. We prove this Lemma by induction. By integrating equations (3.7) for $\ell=0$ in $\Omega_{i}$ against a constant function in $\Omega_{i}$ we obtain

$$
\left\{\begin{array}{l}
\int_{\Sigma} u_{1}^{1} d s=-\frac{1}{\alpha}\left[\int_{\Sigma} \lambda_{1, N}^{0} d s\right]=0 \\
\int_{\Sigma} u_{2}^{1} d s=\frac{1}{\alpha}\left[-\int_{\Sigma} \lambda_{2, N}^{0} d s+\int_{\Gamma} \phi d s\right]=0
\end{array}\right.
$$

which proves the statement for $\ell=1$. Assume that

$$
\int_{\Sigma} \lambda_{i, N}^{\ell} d s=\int_{\Sigma} u_{i}^{\ell} d s=0, \text { for } i=1,2
$$

By integrating equations (3.7) in $\Omega_{i}$ against a constant function in $\Omega_{i}$ we obtain

$$
\left\{\begin{aligned}
\int_{\Sigma} u_{1}^{\ell+1} d s & =-\frac{1}{\alpha}\left[\int_{\Sigma} \lambda_{1, N}^{\ell} d s\right]=0 \\
\int_{\Sigma} u_{2}^{\ell+1} d s & =\frac{1}{\alpha}\left[-\int_{\Sigma} \lambda_{2, N}^{\ell} d s+\int_{\Gamma} \phi d s\right]=0
\end{aligned}\right.
$$

and by using (3.6), we obtain

$$
\int_{\Sigma} \lambda_{1, N}^{\ell+1} d s=\int_{\Sigma} \lambda_{2, N}^{\ell+1} d s=0
$$

which prove the lemma.
We study in the sequel the convergence rate of OSM in the case of circular interfaces, which will be useful for the convergence analysis of the combined inversion algorithm.

### 3.1.2 Convergence rate for OSM in circular domains

We consider again the particular case where the domain $\Omega_{1}$ is the open disk of center $(0,0)$ and radius $R>0$ of $\mathbb{R}^{2}$ and an $\Omega_{2}$ is the annulus domain $R<|x|<R_{2}$. The interface $\Sigma$ coincides with the circle of center $(0,0)$ and radius $R$. We set for $m>0$,

$$
\begin{gather*}
k_{m}^{\alpha}(R):=\frac{\sigma_{1} m-\alpha R}{\sigma_{1} m+\alpha R}  \tag{3.8}\\
p_{m}^{\alpha}(R):=\frac{\sigma_{2} m\left(R_{2}^{2 m}-R^{2 m}\right)-\alpha R\left(R_{2}^{2 m}+R^{2 m}\right)}{\sigma_{2} m\left(R_{2}^{2 m}-R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}+R^{2 m}\right)} . \tag{3.9}
\end{gather*}
$$

Then, we have the following proposition:
Proposition 3.2. For $\phi(\theta)=m \cos (m \theta)$ or $\phi(\theta)=m \sin (m \theta), \theta \in[0,2 \pi]$ and $m \in \mathbb{N}^{*}$, the OSM (3.6)-(3.7), initialized with $\lambda_{i, N}^{0}=0, i=1,2$, geometrically converges for all $\alpha>0$ and the convergence rate is given by the spectral radius

$$
\rho_{m}^{\alpha}(R):=\sqrt{\left|k_{m}^{\alpha}(R) p_{m}^{\alpha}(R)\right|}<1 .
$$

Proof. For $\phi(\theta)=m \cos (m \theta)$ or $\phi(\theta)=m \sin (m \theta), \theta \in[0,2 \pi]$ and $m \in \mathbb{N}^{*}$, the solutions of the problem (3.7) can be written as:

$$
u^{\ell+1}(r, \theta)= \begin{cases}u_{1}^{\ell+1}(r, \theta)=\alpha_{N}^{\ell+1} r^{m} \frac{\phi(\theta)}{m} & \text { in } \Omega_{1} \\ u_{2}^{\ell+1}(r, \theta)=\left(\beta_{N}^{\ell+1} r^{m}+\frac{\gamma_{N}^{\ell+1}}{r^{m}}\right) \frac{\phi(\theta)}{m} & \text { in } \Omega_{2},\end{cases}
$$

where the constants $\alpha_{N}^{\ell+1}, \beta_{N}^{\ell+1}$ and $\gamma_{N}^{\ell+1}$ are determined by the following equations:

$$
\left\{\begin{array}{lll}
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu} & =\phi(\theta) & \text { on } \Gamma  \tag{3.10}\\
\sigma_{1} \frac{\partial u_{1}^{\ell+1}}{\partial \nu}+\alpha u_{1}^{\ell+1} & =\lambda_{1, N}^{\ell} & \text { on } \Sigma \\
\sigma_{2} \frac{\partial u_{2}^{\ell+1}}{\partial \nu}-\alpha u_{2}^{\ell+1} & =\lambda_{2, N}^{\ell} & \text { on } \Sigma
\end{array}\right.
$$

For $i=1,2$, we denote by $\hat{\lambda}_{i, N}^{\ell}=\lambda_{i, N}^{\ell} \frac{m}{\phi(\theta)}$. Then, from the second equation of (3.10), we obtain:

$$
\begin{equation*}
u_{1}^{\ell+1}(r, \theta)=\frac{\hat{\lambda}_{1, N}^{\ell}}{R^{m-1}\left(m \sigma_{1}+\alpha R\right)} r^{m} \frac{\phi(\theta)}{m} \tag{3.11}
\end{equation*}
$$

and from the first and the third equations of (3.10), we obtain:

$$
u_{2}^{\ell+1}(r, \theta)=\left[\frac{R_{2}^{m+1} R^{m+1}\left(\left(\sigma_{2} m-\alpha R\right) R^{m-1}-\sigma_{2} \hat{\lambda}_{2, N}^{\ell} R_{2}^{m-1}\right)}{\sigma_{2}\left(\sigma_{2} m\left(R_{2}^{2 m}-R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}+R^{2 m}\right)\right)}\left(\frac{r^{m}}{R_{2}^{2 m}}+\frac{1}{r^{m}}\right)+\frac{r^{m}}{\sigma_{2} R_{2}^{m-1}}\right] \frac{\phi(\theta)}{m}
$$

From (3.6) and using the fact that $\lambda_{i, N}^{\ell+1}=\hat{\lambda}_{i, N}^{\ell+1} \frac{\phi(\theta)}{m}$, we obtain:

$$
\hat{\lambda}_{2, N}^{\ell+1}=k_{m}^{\alpha}(R) \hat{\lambda}_{1, N}^{\ell} .
$$

In the same way we get:

$$
\hat{\lambda}_{1, N}^{\ell+1}=p_{m}^{\alpha}(R) \hat{\lambda}_{2, N}^{\ell}+\eta_{m}^{\alpha}(R)
$$

where

$$
\begin{equation*}
\eta_{m}^{\alpha}(R):=\frac{4 m \alpha R^{m} R_{2}^{m+1}}{\sigma_{2} m\left(R_{2}^{2 m}-R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}+R^{2 m}\right)} \tag{3.12}
\end{equation*}
$$

Therefore, the DDM iterations can be written as:

$$
\binom{\hat{\lambda}_{1, N}^{\ell+1}}{\hat{\lambda}_{2, N}^{\ell+1}}=\left(\begin{array}{cc}
0 & p_{m}^{\alpha}(R)  \tag{3.13}\\
k_{m}^{\alpha}(R) & 0
\end{array}\right)\binom{\hat{\lambda}_{1, N}^{\ell}}{\hat{\lambda}_{2, N}^{\ell}}+\binom{\eta_{m}^{\alpha}(R)}{0} .
$$

This induction converges if and only if $\rho_{m}^{\alpha}(R)=\sqrt{\left|k_{m}^{\alpha}(R) p_{m}^{\alpha}(R)\right|}<1$, which is always true for $\alpha>0, m>0$ and $0<R<R_{2}$.

### 3.1.3 The case of the Dirichlet problem $\left(\mathcal{D}_{\sigma}\right)$

Similarly to above, we also apply the OSM for solving the Dirichlet problem ( $\mathcal{D}_{\sigma}$ ). Let $v_{i}:=v_{\left.\right|_{\Omega_{i}}}$ be the restriction of $v$ to $\Omega_{i}, i=1,2$. Then problem $\left(\mathcal{D}_{\sigma}\right)$ can be reformulated as an equivalent multidomain problem consisting of the following subdomain problems

$$
\begin{aligned}
-\sigma_{i} \Delta v_{i} & =0 \quad \text { in } \Omega_{i}, \\
v_{2} & =f \quad \text { on } \Gamma,
\end{aligned}
$$

together with the Robin transmission conditions:

$$
\begin{equation*}
\sigma_{i} \frac{\partial v_{i}}{\partial \nu} \pm \alpha v_{i}=\sigma_{j} \frac{\partial v_{j}}{\partial \nu} \pm \alpha v_{j} \quad \text { on } \Sigma \text { for all } i=1,2 \text { and } j \neq i \tag{3.14}
\end{equation*}
$$

The OSM for this problem can be then formulated as: Given an initial guess $\left(\lambda_{i, D}^{0}\right)_{1 \leq i \leq 2} \in L^{2}(\Sigma)$ solve for each iteration $\ell \in \mathbb{N}$ the two following problems:

$$
\begin{align*}
-\sigma_{i} \Delta v_{i}^{\ell+1} & =0 & & \text { in } \Omega_{i}, \\
v_{2}^{\ell+1} & =f & & \text { on } \Gamma, \\
\sigma_{1} \frac{\partial v_{1}^{\ell+1}}{\partial \nu}+\alpha v_{1}^{\ell+1} & =\lambda_{1, D}^{\ell} & & \text { on } \Sigma,  \tag{3.15}\\
\sigma_{2} \frac{\partial v_{2}^{\ell+1}}{\partial \nu}-\alpha v_{2}^{\ell+1} & =\lambda_{2, D}^{\ell} & & \text { on } \Sigma,
\end{align*}
$$

where the parameters $\lambda_{i, D}^{\ell+1}, i=1,2$, verify the induction

$$
\left\{\begin{array}{l}
\lambda_{1, D}^{\ell+1}=\lambda_{2, D}^{\ell}+2 \alpha v_{2}^{\ell+1}  \tag{3.16}\\
\lambda_{2, D}^{\ell+1}=\lambda_{1, D}^{\ell}-2 \alpha v_{1}^{\ell+1} .
\end{array}\right.
$$

We can state and prove similar convergence results as in Proposition 3.2. We set

$$
\begin{equation*}
q_{m}^{\alpha}(R):=\frac{\sigma_{2} m\left(R_{2}^{2 m}+R^{2 m}\right)-\alpha R\left(R_{2}^{2 m}-R^{2 m}\right)}{\sigma_{2} m\left(R_{2}^{2 m}+R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}-R^{2 m}\right)} \tag{3.17}
\end{equation*}
$$

Proposition 3.3. For $f(\theta)=C_{f} \frac{\phi(\theta)}{m}, C_{f} \in \mathbb{R}, m \in \mathbb{N}^{*}$, the $O S M$ (3.15)-(3.16) geometrically converges for all $\alpha>0$ and the convergence rate is given by the spectral radius

$$
\hat{\rho}_{m}^{\alpha}(R)=\sqrt{\left|k_{m}^{\alpha}(R) q_{m}^{\alpha}(R)\right|}<1 .
$$

Proof. For $f(\theta)=C_{f} \frac{\phi(\theta)}{m}, C_{f} \in \mathbb{R}$, the approximate solutions of the problem (3.15) can be written as:

$$
v^{\ell+1}(r, \theta)= \begin{cases}v_{1}^{\ell+1}(r, \theta)=\alpha_{D}^{\ell+1} r^{m} \frac{\phi(\theta)}{m} & \text { in } \Omega_{1}, \\ v_{2}^{\ell+1}(r, \theta)=\left(\beta_{D}^{\ell+1} r^{m}+\frac{\gamma_{D}^{\ell+1}}{r^{m}}\right) \frac{\phi(\theta)}{m} & \\ \text { in } \Omega_{2}\end{cases}
$$

where the constants $\alpha_{D}^{\ell+1}, \beta_{D}^{\ell+1}$ and $\gamma_{D}^{\ell+1}$ are calculated by the following equations:

$$
\begin{cases}v_{2}^{\ell+1}=f(\theta) & \text { on } \Gamma,  \tag{3.18}\\ \sigma_{1} \frac{\partial v_{1}^{\ell+1}}{\partial \nu}+\alpha v_{1}^{\ell+1}=\lambda_{1, D}^{\ell} & \text { on } \Sigma, \\ \sigma_{2} \frac{\partial v_{2}^{\ell+1}}{\partial \nu}-\alpha v_{2}^{\ell+1}=\lambda_{2, D}^{\ell} & \text { on } \Sigma .\end{cases}
$$

For $i=1,2$, we denote by $\hat{\lambda}_{i, D}^{\ell}=\lambda_{i, D}^{\ell} \frac{m}{\phi(\theta)}$. Then, from the second equation of (3.18), we obtain:

$$
\begin{equation*}
v_{1}^{\ell+1}(r, \theta)=\frac{\hat{\lambda}_{1, D}^{\ell}}{R^{m-1}\left(m \sigma_{1}+\alpha R\right)} r^{m} \frac{\phi(\theta)}{m}, \tag{3.19}
\end{equation*}
$$

and from the first and the third equation of (3.18), we get

$$
v_{2}^{\ell+1}(r, \theta)=\left[\frac{R_{2}^{m} R^{m+1}\left(\left(\sigma_{2} m-\alpha R\right) C_{f} R^{m-1}-\hat{\lambda}_{2, D}^{\ell} R_{2}^{m}\right)}{\sigma_{2} m\left(R_{2}^{2 m}+R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}-R^{2 m}\right)}\left(\frac{1}{r^{m}}-\frac{r^{m}}{R_{2}^{2 m}}\right)+\frac{C_{f}}{R_{2}^{m}} r^{m}\right] \frac{\phi(\theta)}{m} .
$$

From (3.16) and using the fact that $\lambda_{i, D}^{\ell+1}=\hat{\lambda}_{i, D}^{\ell+1} \frac{\phi(\theta)}{m}$, we obtain

$$
\hat{\lambda}_{2, D}^{\ell+1}=k_{m}^{\alpha}(R) \hat{\lambda}_{1, D}^{\ell} .
$$

In the same way we get

$$
\hat{\lambda}_{1, D}^{\ell+1}=q_{m}^{\alpha}(R) \hat{\lambda}_{2, D}^{\ell}+\omega_{m}^{\alpha}(R)
$$

where

$$
\begin{equation*}
\omega_{m}^{\alpha}(R)=\frac{4 \alpha \sigma_{2} m C_{f} R^{m} R_{2}^{m}}{\sigma_{2} m\left(R_{2}^{2 m}+R^{2 m}\right)+\alpha R\left(R_{2}^{2 m}-R^{2 m}\right)} . \tag{3.20}
\end{equation*}
$$

Therefore, the DDM iterations can be written as:

$$
\binom{\hat{\lambda}_{1, D}^{\ell+1}}{\hat{\lambda}_{2, D}^{\ell+1}}=\left(\begin{array}{cc}
0 & q_{m}^{\alpha}(R)  \tag{3.21}\\
k_{m}^{\alpha}(R) & 0
\end{array}\right)\binom{\hat{\lambda}_{1, D}^{\ell}}{\hat{\lambda}_{2, D}^{\ell}}+\binom{\omega_{m}^{\alpha}(R)}{0} .
$$

This induction converges if and only if $\hat{\rho}_{m}^{\alpha}(R)=\sqrt{\left|k_{m}^{\alpha}(R) q_{m}^{\alpha}(R)\right|}<1$, which is always true for $\alpha>0, m>0$ and $0<R<R_{2}$.

### 3.2 Combined inversion method

We now present the combined inversion algorithm that couples Algorithm 1 with OSM. Given an integer $L>0$, an interface $\Sigma$ and an initial guess $\lambda_{i, N}^{0} \in L^{2}(\Sigma), i=1,2$ we denote by $N^{L}\left(\Sigma, \lambda_{1, N}, \lambda_{2, N}\right)$ the $L^{\text {th }}$ iterate of (3.7). More precisely, we set

$$
\begin{cases}N^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right):=u_{1}^{L} & \text { in } \Omega_{1}, \\ N^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right):=u_{2}^{L} & \text { in } \Omega_{2},\end{cases}
$$

where $\left(u_{1}^{\ell}\right)$ and $\left(u_{2}^{\ell}\right), \ell=1, \ldots, L$ verify the induction (3.7). We also set

$$
\Lambda_{i, N}^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right):=\lambda_{i, N}^{L} \text { on } \Sigma, i=1,2,
$$

where $\lambda_{i, N}^{L}$ is the iterate number $L$ of (3.7).
Similarly, for some initial guess $\lambda_{i, D}^{0} \in L^{2}(\Sigma), i=1,2$ we define:

$$
\begin{cases}D^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right):=v_{1}^{L} & \text { in } \Omega_{1}, \\ D^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right):=v_{2}^{L} & \text { in } \Omega_{2},\end{cases}
$$

where $\left(v_{1}^{\ell}\right)$ and $\left(v_{2}^{\ell}\right), \ell=1, \ldots, L$ verify the induction (3.15) and by

$$
\Lambda_{i, D}^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right):=\lambda_{i, D}^{L} \text { on } \Sigma, i=1,2,
$$

where $\lambda_{i, D}^{L}$ is the iterate number $L$ of (3.15).
Roughly speaking, the combined algorithm consists in replacing $u_{\sigma\left(R^{k}\right)}$ and $v_{\sigma\left(R^{k}\right)}$ respectively with $N^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right)$ and $D^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right)$ where $\Sigma=\mathcal{T}_{n}\left(R^{k}\right)$ as in Algorithm 1. The main ambiguity in the construction of the induction is the update for $\lambda_{i, N}$ and $\lambda_{i, D}$ on $\Sigma=\mathcal{T}_{n}\left(R^{k+1}\right)$ using the boundary values of the solutions at previous iterate. We choose to transport these values using the same gradient flow that is used to update the interface. We explicit this for starlike interfaces as in Algorithm 1 where we suppose that the number of subdivisions $n$ of the interface is kept fixed during iterations. A function $\lambda$ defined on $\Sigma=\Sigma_{R}$ can be parameterized on $S_{j}, j=0, \ldots, n-1$ as a function of the variable $t \in[0,1]$ as follows

$$
\begin{equation*}
\lambda(t) \equiv \lambda\left(\hat{M}_{j}(t)\right) \tag{3.22}
\end{equation*}
$$

where $\hat{M}_{j}(t)$ is given by (2.2). The gradient flow as defined by Algorithm 1 preserves the parametrization of $\Sigma$ in terms $S_{j}$. Therefore the update for the boundary values on $\Sigma$ can be written easily in terms of the variable $t \in[0,1]$ since the latter is independent from the iteration index.

There is also an ambiguity in defining the partial shape derivative given by (2.5) since the OSM iterates are not continuous across $\Sigma_{R}$ nor are the fluxes in general. One can either evaluate the shape gradient with respect to $N^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right)$ and $D^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right)$ or approximate the gradient of the exact cost functional using these approximate solutions of the direct problems. The first option would require the introduction of two adjoint problems and therefore may render the method more costly. This is why we adopt the second approach, that indeed lead to an incorrect gradient at first iterations, but this gradient becomes close to the exact one as the iterations number increases. We have for instance the choice to either apply (2.5) to $u_{\sigma(R) \mid \Omega_{1}}$ and $v_{\sigma(R) \mid \Omega_{1}}$ or $u_{\sigma(R) \mid \Omega_{2}}$ and $v_{\sigma(R) \mid \Omega_{2}}$. With these notation the proposed combined algorithm can be summarized as follows.

## Algorithm 2: A combined inversion algorithm

- Fix the number of parameters $n \in \mathbb{N}^{*}$ that serve to define the starlike interface.
- Consider an initial guess $R^{0} \in\left(\mathbb{R}_{+}^{*}\right)^{n}$, the initial interface $\Sigma=\Sigma_{R^{0}}=\mathcal{T}_{n}\left(R^{0}\right)$ and the corresponding conductivity $\sigma\left(R^{0}\right)=\sigma_{1} \chi_{\Omega_{1, R^{0}}}+\sigma_{2} \chi_{\Omega_{2, R^{0}}}$ as defined above.
- Choose as initial boundary values:

$$
\lambda_{i, N}(\Sigma)=0, \lambda_{i, D}(\Sigma)=0 \text { on } \Sigma, i=1,2 .
$$

- $\mathrm{k}=0$;
repeat until $k \leq$ maximum number of iterations

1. Set

$$
\lambda_{i, N}^{0}=\lambda_{i, N}(\Sigma), \lambda_{i, D}^{0}=\lambda_{i, D}(\Sigma) \text { on } \Sigma, i=1,2 .
$$

2. Use $L$ iterations of OSM to evaluate

$$
\begin{aligned}
& u_{\sigma\left(R^{k}\right)}=N^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right), \lambda_{i, N}^{L}\left(R^{k}\right)=\Lambda_{i, N}^{L}\left(\Sigma, \lambda_{1, N}^{0}, \lambda_{2, N}^{0}\right) . \\
& v_{\sigma\left(R^{k}\right)}=D^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right), \lambda_{i, D}^{L}\left(R^{k}\right)=\Lambda_{i, D}^{L}\left(\Sigma, \lambda_{1, D}^{0}, \lambda_{2, D}^{0}\right) .
\end{aligned}
$$

3. Evaluate $\frac{\partial \mathcal{J}}{\partial R_{j}}\left(R^{k}\right)$, for $j=0, \ldots, n-1$ using formula (2.5) where the boundary values are calculated using

$$
u_{\sigma\left(R^{k}\right) \mid \Omega_{1}} \text { and } v_{\sigma\left(R^{k}\right) \mid \Omega_{1}} .
$$

4. Update $\Sigma=\mathcal{T}_{n}\left(R^{k+1}\right)$ with

$$
R_{j}^{k+1}:=R_{j}^{k}-\tau \frac{\partial \mathcal{J}}{\partial R_{j}}\left(R^{k}\right), j=0, \ldots, n-1,
$$

with $\tau>0$ is chosen sufficiently small. (A step adaptation can be incorporated here but only after a few iterations, when the gradient becomes sufficiently accurate and provides a descent direction).
5. Update the interface values on $S_{j}$ as

$$
\begin{aligned}
& \lambda_{i, N}(\Sigma)\left(\hat{M}_{j}(t)\right)=\lambda_{i, N}^{L}\left(R^{k}\right)(t), t \in[0,1], \\
& \lambda_{i, D}(\Sigma)\left(\hat{M}_{j}(t)\right)=\lambda_{i, D}^{L}\left(R^{k}\right)(t), t \in[0,1],
\end{aligned}
$$

following the identification (3.22).
6. $R^{k}=R^{k+1}$.
7. $k=k+1$.
end
As indicated earlier, in step 3 of Algorithm 2 we could have made the choice to compute the derivative using $u_{\sigma\left(R^{k}\right) \mid \Omega_{2}}$ and $v_{\sigma\left(R^{k}\right) \mid \Omega_{2}}$. This would not affect the theoretical or numerical results below. We keep the choice made in Algorithm 2 in the reminder of this paper for the shake of conciseness.

### 3.3 Local convergence analysis of Algorithm 2 for circular domains

This section is dedicated to the convergence analysis of Algorithm 2 in the case of circular domains as in Section (2.3) and Section (3.1.2) and for $L=1$, i.e we perform only one DDM step per iteration. With the notation of Section 2.3 and Algorithm 2, the iterative scheme leads to the following. The boundary values at iteration $k$ are of the form

$$
\lambda_{i, N}^{L}\left(R^{k}\right)=\hat{\lambda}_{i, N}^{L}\left(R^{k}\right) \frac{\phi(\theta)}{m}, \quad \lambda_{i, D}^{L}\left(R^{k}\right)=\hat{\lambda}_{i, D}^{L}\left(R^{k}\right) \frac{\phi(\theta)}{m},
$$

for some constants $\hat{\lambda}_{i, N}^{L}\left(R^{k}\right)$ and $\hat{\lambda}_{i, D}^{L}\left(R^{k}\right)$ and for $i=1,2$. Therefore according to equations (3.11) and (3.19), the solutions after one step DDM iterate are given in $\Omega_{1}$ by

$$
u_{\sigma\left(R^{k}\right)}(r, \theta)=\alpha_{N}^{L}\left(R^{k}\right) r^{m} \frac{\phi(\theta)}{m}, \quad v_{\sigma\left(R^{k}\right)}(r, \theta)=\alpha_{D}^{L}\left(R^{k}\right) r^{m} \frac{\phi(\theta)}{m}
$$

for $R^{k}<r<R_{2}$ with

$$
\left\{\begin{aligned}
\alpha_{N}^{L}(R) & :=\frac{\hat{\lambda}_{1, N}^{L}(R)}{R^{m-1}\left(m \sigma_{1}+\alpha R\right)}, \\
\alpha_{D}^{L}(R) & :=\frac{\hat{\lambda}_{1, D}^{L}(R)}{R^{m-1}\left(m \sigma_{1}+\alpha R\right)} .
\end{aligned}\right.
$$

Consequently, by step 3 of Algorithm 2, the gradient is approximated by

$$
\frac{\partial \mathcal{J}}{\partial R}\left(R^{k}\right) \simeq \frac{\pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) R^{k}}{\sigma_{2}\left(\sigma_{1} m+\alpha R^{k}\right)^{2}}\left(\left|\hat{\lambda}_{1, D}^{L}\left(R^{k}\right)\right|^{2}-\left|\hat{\lambda}_{1, N}^{L}\left(R^{k}\right)\right|^{2}\right)
$$

The iterative scheme of Algorithm 2 now reads

$$
\begin{equation*}
R^{k+1}=R^{k}-\tau \frac{\pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) R^{k}}{\sigma_{2}\left(\sigma_{1} m+\alpha R^{k}\right)^{2}}\left(\left|\hat{\lambda}_{1, D}^{L}\left(R^{k}\right)\right|^{2}-\left|\hat{\lambda}_{1, N}^{L}\left(R^{k}\right)\right|^{2}\right) \tag{3.23}
\end{equation*}
$$

and the updates for the boundary values are given by

$$
\begin{align*}
& \hat{\lambda}_{1, N}^{L}\left(R^{k+1}\right)=p_{m}^{\alpha}\left(R^{k}\right) \hat{\lambda}_{2, N}^{L}\left(R^{k}\right)+\eta_{m}^{\alpha}\left(R^{k}\right),  \tag{3.24}\\
& \hat{\lambda}_{2, N}^{L}\left(R^{k+1}\right)=k_{m}^{\alpha}\left(R^{k}\right) \hat{\lambda}_{1, N}^{L}\left(R^{k}\right),  \tag{3.25}\\
& \hat{\lambda}_{1, D}^{L}\left(R^{k+1}\right)=q_{m}^{\alpha}\left(R^{k}\right) \hat{\lambda}_{2, D}^{L}\left(R^{k}\right)+\omega_{m}^{\alpha}\left(R^{k}\right),  \tag{3.26}\\
& \hat{\lambda}_{2, D}^{L}\left(R^{k+1}\right)=k_{m}^{\alpha}\left(R^{k}\right) \hat{\lambda}_{1, D}^{L}\left(R^{k}\right), \tag{3.27}
\end{align*}
$$

where $p_{m}^{\alpha}\left(R^{k}\right), \eta_{m}^{\alpha}\left(R^{k}\right), k_{m}^{\alpha}\left(R^{k}\right), q_{m}^{\alpha}\left(R^{k}\right)$ and $\omega_{m}^{\alpha}\left(R^{k}\right)$ are respectively given by (3.9), (3.12), (3.8), (3.17) and (3.20).

If we set $X^{k}:=\left(R^{k}, \hat{\lambda}_{1, N}^{L}\left(R^{k}\right), \hat{\lambda}_{2, N}^{L}\left(R^{k}\right), \hat{\lambda}_{1, D}^{L}\left(R^{k}\right), \hat{\lambda}_{2, D}^{L}\left(R^{k}\right)\right)$, then the iterative scheme formed by (3.23)-(3.27) can be synthetically written as

$$
X^{k+1}=G\left(X^{k}\right)
$$

where $G:] 0, R_{2}\left[\times \mathbb{R}^{4} \longrightarrow \mathbb{R}^{5}, X=(x, y, z, t, h) \mapsto\left(g_{1}(X), g_{2}(X), g_{2}(X), g_{2}(X), g_{2}(X)\right)\right.$ is given by

$$
\begin{aligned}
g_{1}(X) & :=x-\tau \frac{\pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) x}{\sigma_{2}\left(\sigma_{1} m+\alpha x\right)^{2}}\left(t^{2}-y^{2}\right) \\
g_{2}(X) & :=p_{m}^{\alpha}(x) z+\eta_{m}^{\alpha}(x) \\
g_{3}(X) & :=k_{m}^{\alpha}(x) y \\
g_{4}(X) & :=q_{m}^{\alpha}(x) h+\omega_{m}^{\alpha}(x) \\
g_{5}(X) & :=k_{m}^{\alpha}(x) t
\end{aligned}
$$

From the analysis of section (3.1.2) we observe that the sequence $\hat{\lambda}_{i, N}^{\ell}(\bar{R}), i=1,2$ converges to $\hat{\lambda}_{i, N}^{\infty}, i=1,2$, where

$$
\hat{\lambda}_{i, N}^{\infty}=\frac{2 R_{2}^{m+1} \bar{R}^{m-1}}{\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)} \psi_{i}
$$

with

$$
\psi_{1}=\left(\sigma_{1} m+\alpha \bar{R}\right) \quad \text { and } \quad \psi_{2}=\left(\sigma_{1} m-\alpha \bar{R}\right)
$$

Similarly, the sequence $\hat{\lambda}_{i, D}^{\ell}(\bar{R}), i=1,2$ converges to $\hat{\lambda}_{i, D}^{\infty}, i=1,2$, where

$$
\hat{\lambda}_{i, D}^{\infty}=\frac{2 \sigma_{2} C_{f} R_{2}^{m} \bar{R}^{m-1}}{\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)} \psi_{i} .
$$

Moreover, we have

$$
\left\{\begin{array}{l}
\hat{\lambda}_{1, N}^{\infty}=p_{m}^{\alpha}(\bar{R}) \hat{\lambda}_{2, N}^{\infty}+\eta_{m}^{\alpha}(\bar{R}) \\
\hat{\lambda}_{2, N}^{\infty}=k_{m}^{\alpha}(\bar{R}) \hat{\lambda}_{1, N}^{\infty} \\
\hat{\lambda}_{1, D}^{\infty}=q_{m}^{\alpha}(\bar{R}) \hat{\lambda}_{2, D}^{\infty}+w_{m}^{\alpha}(\bar{R}) \\
\hat{\lambda}_{2, D}^{\infty}=k_{m}^{\alpha}(\bar{R}) \hat{\lambda}_{1, D}^{\infty}
\end{array}\right.
$$

Using the expression of $C_{f}$ given by (2.7) one can easily check that $\hat{\lambda}_{i, N}^{\infty}=\hat{\lambda}_{i, D}^{\infty}$ and then $\bar{X}=$ $\left(\bar{R}, \hat{\lambda}_{1, N}^{\infty}, \hat{\lambda}_{2, N}^{\infty}, \hat{\lambda}_{1, D}^{\infty}, \hat{\lambda}_{2, D}^{\infty}\right)=\left(\bar{R}, \hat{\lambda}_{1, N}^{\infty}, \hat{\lambda}_{2, N}^{\infty}, \hat{\lambda}_{1, N}^{\infty}, \hat{\lambda}_{2, N}^{\infty}\right)$ is a fixed point of $G$. We first establish in the following lemma that $\bar{X}$ is the unique fixed point of $G$.

Lemma 3.4. The point $\bar{X}$ defined above is the unique fixed point of $G$.
Proof. Let $X=(x, y, z, t, h), x>0$, be a fixed point of $G$. Then we have from $g_{1}(X)=x$ that $t=y$ and the other equalities imply

$$
\left\{\begin{array}{l}
y=p_{m}^{\alpha}(x) z+\eta_{m}^{\alpha}(x) \\
z=k_{m}^{\alpha}(x) y \\
t=q_{m}^{\alpha}(x) h+w_{m}^{\alpha}(x) \\
h=k_{m}^{\alpha}(x) t
\end{array}\right.
$$

Consequently

$$
\binom{y}{z}=\left(\begin{array}{cc}
0 & p_{m}^{\alpha}(x) \\
k_{m}^{\alpha}(x) & 0
\end{array}\right)\binom{y}{z}+\binom{\eta_{m}^{\alpha}(x)}{0}
$$

and

$$
\binom{t}{h}=\left(\begin{array}{cc}
0 & q_{m}^{\alpha}(x) \\
k_{m}^{\alpha}(x) & 0
\end{array}\right)\binom{t}{h}+\binom{w_{m}^{\alpha}(x)}{0} .
$$

Then we get

$$
\left\{\begin{aligned}
y & =\frac{2 R_{2}^{m+1} x^{m-1}\left(\sigma_{1} m+\alpha x\right)}{\sigma_{1}\left(R_{2}^{2 m}+x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-x^{2 m}\right)} \\
t & =\frac{2 \sigma_{2} C_{f} R_{2}^{m} x^{m-1}\left(\sigma_{1} m+\alpha x\right)}{\sigma_{1}\left(R_{2}^{2 m}-x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+x^{2 m}\right)} .
\end{aligned}\right.
$$

The equality $y=t$ then implies

$$
C_{f}=\frac{R_{2}}{\sigma_{2}} \frac{\left[\sigma_{1}\left(R_{2}^{2 m}-x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+x^{2 m}\right)\right]}{\left[\sigma_{1}\left(R_{2}^{2 m}+x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-x^{2 m}\right)\right]} .
$$

Since the function $g$ defined on $] 0, R_{2}[$ by

$$
g(x)=\frac{R_{2}}{\sigma_{2}} \frac{\left[\sigma_{1}\left(R_{2}^{2 m}-x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+x^{2 m}\right)\right]}{\left[\sigma_{1}\left(R_{2}^{2 m}+x^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-x^{2 m}\right)\right]}
$$

is one to one, we deduce from the expression of $C_{f}$ given by (2.7) that $x=\bar{R}$. This finally gives $X=\left(\bar{R}, \hat{\lambda}_{1, N}^{\infty}, \hat{\lambda}_{2, N}^{\infty}, \hat{\lambda}_{1, D}^{\infty}, \hat{\lambda}_{2, D}^{\infty}\right)=\bar{X}$.

Theorem 3.1. Let $\alpha_{0}>0$, be as in Lemma 3.5 below. Then there exists $\delta_{\alpha}>0$ such that Algorithm 2 with $L=1$ is locally convergent for all $\tau \in] 0, \delta_{\alpha}[$.

Proof. For short notation, let us set $\bar{x}=\bar{R}, \bar{y}=\hat{\lambda}_{1, N}^{\infty}$, and

$$
k:=k_{m}^{\alpha}(\bar{x})=\frac{\sigma_{1} m-\alpha \bar{x}}{\sigma_{1} m+\alpha \bar{x}}=\frac{\psi_{2}}{\psi_{1}} .
$$

Then from the previous Lemma, $\bar{X}=(\bar{x}, \bar{y}, k \bar{y}, \bar{y}, k \bar{y})$ is the unique fixed point of $G$. In order to prove the local convergence we shall establish that $G$ is a contraction in a neighborhood of $\bar{X}$. This requires the study of the Jacobian matrix $D G(\bar{X})$. The latter is given by

$$
D G(\bar{X})=\left(\begin{array}{ccccc}
1 & d \tau & 0 & -d \tau & 0 \\
a & 0 & p & 0 & 0 \\
b & k & 0 & 0 & 0 \\
c & 0 & 0 & 0 & q \\
b & 0 & 0 & k & 0
\end{array}\right)
$$

where we have set for short notation

$$
\begin{aligned}
d & :=\frac{1}{\tau} \frac{\partial g_{1}}{\partial y}(\bar{X})=\frac{2 \pi m^{2}\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) \bar{x}}{\sigma_{2}\left(\sigma_{1} m+\alpha \bar{x}\right)^{2}} \bar{y} \\
a & :=\frac{\partial g_{2}}{\partial x}(\bar{X})=\frac{-2 m \alpha \sigma_{2}\left(4 m R_{2}^{2 m} \bar{x}^{2 m}-\bar{x}^{4 m}+R_{2}^{4 m}\right)}{\left[\sigma_{2} m\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)+\alpha \bar{x}\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)\right]^{2}} k \bar{y} \\
& +\frac{4 m \alpha R_{2}^{m+1} \bar{x}^{m-1}\left[\left(\sigma_{2} m^{2}-\alpha \bar{x}\right)\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)+\alpha \bar{x} m\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)\right]}{\left[\sigma_{2} m\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)+\alpha \bar{x}\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)\right]^{2}} \\
p & :=\frac{\partial g_{2}}{\partial z}(\bar{X})=p_{m}^{\alpha}(\bar{x}) \\
b & :=\frac{\partial g_{3}}{\partial x}(\bar{X})=\frac{-2 \sigma_{1} m \alpha}{\left(\sigma_{1} m+\alpha \bar{x}\right)^{2}} \bar{y} \\
c & :=\frac{\partial g_{4}}{\partial x}(\bar{X})=\frac{2 m \alpha \sigma_{2}\left(4 m R_{2}^{2 m} \bar{x}^{2 m}+\bar{x}^{4 m}-R_{2}^{4 m}\right)}{\left[\sigma_{2} m\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)+\alpha \bar{x}\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)\right]^{2}} k \bar{y} \\
& +\frac{4 m \sigma_{2} \alpha C_{f} R_{2}^{m} \bar{x}^{m-1}\left[\left(\sigma_{2} m^{2}-\alpha \bar{x}\right)\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)+\alpha \bar{x} m\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)\right]}{\left[\sigma_{2} m\left(R_{2}^{2 m}+\bar{x}^{2 m}\right)+\alpha \bar{x}\left(R_{2}^{2 m}-\bar{x}^{2 m}\right)\right]^{2}} \\
q & :=\frac{\partial g_{4}}{\partial h}(\bar{X})=q_{m}^{\alpha}(\bar{x}) .
\end{aligned}
$$

For every $(\lambda, \tau) \in \mathbb{R} \times \mathbb{R}$, we define the characteristic polynomial of $D G(\bar{X})$

$$
P(\lambda, \tau):=\operatorname{det}\left(D G(\bar{X})-\lambda I_{5}\right)=\left|\begin{array}{ccccc}
1-\lambda & d \tau & 0 & -d \tau & 0 \\
a & -\lambda & p & 0 & 0 \\
b & k & -\lambda & 0 & 0 \\
c & 0 & 0 & -\lambda & q \\
b & 0 & 0 & k & -\lambda
\end{array}\right|
$$

and we denote by $\lambda_{i}(\tau) \in \mathbb{C}, i=1, \ldots, 5$, the eigenvalues of $D G(\bar{X})$. Then, we have

$$
P(\lambda, \tau)=(1-\lambda)\left(\lambda^{2}-k p\right)\left(\lambda^{2}-k q\right)-\tau d\left[(c-a) \lambda^{3}+b(q-p) \lambda^{2}+(a q-c p) k \lambda\right]
$$

and $P\left(\lambda_{i}(\tau), \tau\right)=0$ for $i=1, \ldots, 5$. Let $\bar{\rho}(\tau):=\max \left\{\left|\lambda_{i}(\tau)\right| ; \quad i=1, \ldots, 5\right\}$ be the spectral radius of $D G(\bar{X})$. We remark that for $\tau=0$, we have

$$
P(\lambda, 0)=(1-\lambda)\left(\lambda^{2}-k p\right)\left(\lambda^{2}-k q\right),
$$

and therefore, the eigenvalues of the $D G(\bar{X})$ for $\tau=0$ are given by

$$
\left(\lambda_{1}(0), \lambda_{2}(0), \lambda_{3}(0), \lambda_{4}(0), \lambda_{5}(0)\right)=(1, \sqrt{k p},-\sqrt{k p}, \sqrt{k q},-\sqrt{k q})
$$

where $|k p|<1,|k q|<1$, and $k q \neq k p$ if $\alpha$ sufficiently small. Then, for $\tau=0$ and $\alpha$ sufficiently small, all eigenvalues of $D G(\bar{X})$ are simple and verify: $\left|\lambda_{1}(0)\right|=1$, and $\left|\lambda_{i}(0)\right|<1$ for $i \in$ $\{2,3,4,5\}$. Consequently, there exists a small enough number $\delta>0$ such that all eigenvalues of $D G(\bar{X})$ are simple for all $\tau \in] 0, \delta[$ and

$$
\lim _{\tau \rightarrow 0} \lambda_{i}(\tau)=\lambda_{i}(0) \quad \forall i \in\{1,2,3,4,5\}
$$

Thus one can choose $\delta>0$ sufficiently small such that $\left|\lambda_{i}(\tau)\right|<1$ for $i \in\{2,3,4,5\}$, $\bar{\rho}(\tau)=\left|\lambda_{0}(\tau)\right|$ for all $\left.\tau \in\right] 0, \delta\left[\right.$. Moreover $\lim _{\tau \longrightarrow 0} \bar{\rho}(\tau)=1$. To show that if $\bar{\rho}(\tau)<1$ for small enough $\tau>0$, we use a first order Taylor expansion of $(\lambda, \tau) \mapsto P(\lambda, \tau)$ in a neighborhood of the point (1, 0). Indeed

$$
\begin{aligned}
P(\lambda, \tau) & =P(1,0)+\frac{\partial P}{\partial \lambda}(1,0)(\lambda-1)+\frac{\partial P}{\partial \tau}(1,0) \tau+\epsilon(\lambda, \tau) \\
& =C_{1}(1-\lambda)-C_{2} \tau+\epsilon(\lambda, \tau)
\end{aligned}
$$

with $\lim _{(\lambda, \tau) \rightarrow(1,0)} \frac{|\epsilon(\lambda, \tau)|}{\sqrt{(1-\lambda)^{2}+\tau^{2}}}=0$, and

$$
\left\{\begin{array}{l}
C_{1}:=(1-k p)(1-k q),  \tag{3.28}\\
C_{2}:=d[(c-a)(1-k p)+(q-p)(b+a k)]
\end{array}\right.
$$

This shows that for $\tau$ sufficiently small

$$
\begin{equation*}
\lambda_{0}(\tau)=1-\frac{C_{2}}{C_{1}} \tau+o(\tau) \tag{3.29}
\end{equation*}
$$

Clearly $C_{1}>0$ from the conditions $|k p|<1$ and $|k q|<1$. Let $\left.\alpha \in\right] 0, \alpha_{0}\left[\right.$ where $\alpha_{0}$ is as in Lemma 3.5. Then we also have that $C_{2}>0$. We then infer from equation (3.29) the existence of $\delta_{\alpha}>0$ such that $\bar{\rho}(\tau)=\left|\lambda_{0}(\tau)\right|<1$ for all $\left.\tau \in\right] 0, \delta_{\alpha}[$. This proves that $G$ is a contraction for $\tau \in] 0, \delta_{\alpha}[$, which gives the desired result.

Lemma 3.5. There exists $\alpha_{0}>0$ such that $C_{2}>0$ for all $0<\alpha<\alpha_{0}$ where $C_{2}=C_{2}(\alpha)$ is given by (3.28).

Proof. We first observe that

$$
\bar{y} \sim k \bar{y} \sim \frac{2 m \sigma_{1} R_{2}^{m+1} \bar{R}^{m-1}}{\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)} \text { as } \alpha \rightarrow 0
$$

Then, using a first order Taylor expansion of $a, b, c, d, k, p, q$, in a neighborhood of $\alpha=0$ we get the following equivalences as $\alpha \rightarrow 0$

$$
\begin{equation*}
d \sim \frac{2 \pi\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) \bar{x}}{\sigma_{1}^{2} \sigma_{2}} \bar{y} \sim \frac{4 m \pi\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right) R_{2}^{m+1} \bar{R}^{m}}{\sigma_{1} \sigma_{2}\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]} \tag{3.30}
\end{equation*}
$$

$$
\begin{aligned}
& b \sim \sim \frac{-2 \alpha}{m \sigma_{1}} \bar{y} \sim \frac{-4 \alpha R_{2}^{m+1} \bar{R}^{m-1}}{\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)} \\
& k \sim 1-\frac{2 \alpha \bar{R}}{m \sigma_{1}} \\
& p \sim 1-\frac{2 \alpha \bar{R}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)}{m \sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)} \\
& q \sim 1-\frac{2 \alpha \bar{R}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)}{m \sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)} \\
& a \sim \frac{-2 \alpha\left(4 m R_{2}^{2 m} \bar{R}^{2 m}-\bar{R}^{4 m}+\bar{R}_{2}^{4 m}\right)}{m \sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)^{2}} \bar{y}+\frac{4 m \alpha R_{2}^{m+1} \bar{R}^{m-1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)}{\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)^{2}} \\
& \sim \frac{4 \alpha R_{2}^{m+1} \bar{R}^{m-1}\left[m \sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\left(m \sigma_{2}-\sigma_{1}\right)\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]} \\
& c \sim \frac{2 \alpha\left(4 m R_{2}^{2 m} \bar{R}^{2 m}+\bar{R}^{4 m}-\bar{R}_{2}^{4 m}\right)}{m \sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)^{2}} \bar{y}+\frac{4 m \alpha C_{f} R_{2}^{m} \bar{R}^{m-1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)}{\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)^{2}} \\
& \sim \frac{4 \alpha R_{2}^{m+1} \bar{R}^{m-1}\left[m \sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\left(m \sigma_{2}-\sigma_{1}\right)\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]}{\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]}
\end{aligned}
$$

Then we infer that

$$
\begin{gather*}
c-a \sim \frac{16 \alpha\left(\sigma_{1}-m \sigma_{2}\right) R_{2}^{3 m+1} \bar{R}^{3 m-1}}{\sigma_{2}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]} \\
1-k p \sim \frac{2 \alpha \bar{R}\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]}{m \sigma_{1} \sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)}  \tag{3.31}\\
1-k q \sim \frac{2 \alpha \bar{R}\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{m \sigma_{1} \sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)}  \tag{3.32}\\
q-p \sim \frac{8 \alpha R_{2}^{2 m} \bar{R}^{2 m+1}}{m \sigma_{2}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)} \\
b+a k \sim b+a \sim \frac{4 \alpha R_{2}^{m+1} \bar{R}^{m-1}\left[\left(m \sigma_{1}-\sigma_{2}\right)\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\left(m \sigma_{2}-\sigma_{1}\right)\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]} .
\end{gather*}
$$

Consequently,

$$
\begin{gathered}
(c-a)(1-k p) \sim \frac{32 \alpha^{2}\left(\sigma_{1}-m \sigma_{2}\right) R_{2}^{3 m+1} \bar{R}^{3 m}}{m \sigma_{1} \sigma_{2}^{2}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)} \\
(q-p)(b+a k) \sim \frac{32 \alpha^{2} R_{2}^{3 m+1} \bar{R}^{3 m}\left[\left(m \sigma_{1}-\sigma_{2}\right)\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\left(m \sigma_{2}-\sigma_{1}\right)\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{m \sigma_{2}^{2}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]}
\end{gathered}
$$

and from equations (3.28) and (3.30), we obtain

$$
C_{2} \sim \frac{128 \pi \alpha^{2} m\left(\sigma_{1}^{2}-\sigma_{2}^{2}\right)^{2} R_{2}^{4 m+2} \bar{R}^{4 m}}{\sigma_{1}^{2} \sigma_{2}^{3}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]^{2}}>0
$$

Remark 3.2. Using equations (3.28), (3.31) and (3.32), we obtain

$$
C_{1} \sim \frac{4 \alpha^{2} \bar{R}^{2}\left[\sigma_{1}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)\right]\left[\sigma_{1}\left(R_{2}^{2 m}-\bar{R}^{2 m}\right)+\sigma_{2}\left(R_{2}^{2 m}+\bar{R}^{2 m}\right)\right]}{m^{2} \sigma_{1}^{2} \sigma_{2}^{2}\left(R_{2}^{4 m}-\bar{R}^{4 m}\right)}
$$

as $\alpha \rightarrow 0$. Therefore,

$$
\begin{equation*}
\frac{C_{2}}{C_{1}} \sim \mathcal{J}^{\prime \prime}(\bar{R}) \text { as } \alpha \rightarrow 0 \tag{3.33}
\end{equation*}
$$

This shows that the local convergence of Algorithm 2 is equivalent to the local convergence of Algorithm 1 in this specific case. In fact, some calculations with Maple for $m=1$ and $m=2$ show that we have exact equality $C_{2} / C_{1}=\mathcal{J}^{\prime \prime}(\bar{R})$ for all $\alpha>0$ and $\bar{R}>0$. We conjecture that this also holds true for all $m>0$.

## 4 Numerical experiments and validation

The goal of this section is to test the efficiency of Algorithm 2 in comparison with the standard descent gradient described in Algorithm 1. We shall employ synthetic data numerically generated using a finite elements solver designed with the help of FreeFem++ [22]. Indeed, we use a direct solver to generate the data, while the OSM is used in the inversion for Algorithm 2. We further avoid any inverse crime by making sure that the meshes used for generating the data have no connections with the ones used in the inversion. Actually, the latter vary during iterations since the interface $\Sigma$ changes. Moreover, in most of the examples below the geometry of $\Sigma$ can not be exactly represented by the parametrization (2.3) used in the inversion algorithms.

For all the examples below, the domain $\Omega$ is the open disk of center $(0,0)$ and radius $R_{2}=2$, the current flux $\phi(\theta)=\cos (\theta), \theta \in[0,2 \pi]$, the conductivity parameters $\sigma_{1}=1, \sigma_{2}=2$ and the OSM parameter $\alpha=1$. The measured data $f$ is represented by the values $f_{i}, i=1, \ldots, N_{\Gamma}$ of the numerical solution $u_{\text {num }}$ at the nodes belonging to $\Gamma$. In order to simulate noise in the data $f$ we artificially corrupt the computed values $f_{i}$ with random noise as follows

$$
f_{i}^{\epsilon}:=f_{i}+\epsilon\left(1-2 r_{i}\right) f_{i}, i=1, \ldots, N_{\Gamma}
$$

where $r_{i}$ are randomly chosen between 0 and 1 and $\epsilon$ denotes the noise level. In addition to representing the obtained geometrical reconstructions we shall also give the evolution of the dimensionless square-root cost functional $\sqrt{\mathcal{J} / \mathcal{J}_{0}}$ during iterations where $\mathcal{J}$ is given by (2.4) and

$$
\mathcal{J}_{0}:=\int_{\Omega} \sigma\left|\nabla u_{\mathrm{num}}\right|^{2} d x .
$$

### 4.1 Discussion of Algorithm 2 for a kite shape

In the first example we choose $\Sigma$ to be a kite defined by

$$
\begin{equation*}
x(t)=\cos (t)+0.5 \cos (2 t)-0.4 \text { and } y(t)=1.2 \sin (t), t \in[0,2 \pi] . \tag{4.1}
\end{equation*}
$$

For the inversion algorithms we use the parametrization (2.3) with $n=19$. The initial guess is $R_{j}^{0}=1.8$, for $j=0, \ldots, n-1$. The results of the inversion are given in Figure 3(b) for Algorithm 1 and Figure 3(c) for Algorithm 2 with $L=1$, i.e only one OSM step is used at each gradient descent iteration. We observe that we qualitatively obtain the same accuracy for both algorithms. The evolution of the cost functional is depicted in Figure 4(left). We remark that the cost functional increases in the first iterations for Algorithm 2, which means that the approximated OSM solution is not yet sufficiently close to the exact one and therefore the approximate gradient is not yet a descent direction. This is corrected as the iteration number increases. Whence the iteration number is sufficiently large we notice that the speed of convergence represented by the slope of the curves is roughly the same between the two algorithms. This indeed shows the superiority and relevance of Algorithm 2 which achieves comparative performances with potentially much cheaper numerical cost per iteration. Figure 4 (middle) and (right) show the effect of increasing the number $L$ of OSM steps. We naturally observe that as this number increases, Algorithm 2 becomes closer to Algorithm 1. Let us also mention that, other numerical tests not reported here suggest that this observation also holds when we fix $L$, for instance $L=1$, and decrease the descent step $\tau$ (see also Figure 9(right)).


Figure 3: Comparison between Algorithm 1 and Algorithm 2 with $L=1$ for the case of the kite parameterized by (4.1) and for noise free data. The exact shape and initial guess are shown in Figure (a). The gradient descent parameter $\tau=0.05$ for both algorithms.


Figure 4: Comparison of the evolution of $\log _{10}\left(\sqrt{\mathcal{J} / \mathcal{J}_{0}}\right)$ between Algorithm 1 and Algorithm 2 with $L=1$ (left), $L=2$ (middle) and $L=5$ (right) for the example shown in Figure 3. The gradient descent parameter is $\tau=0.05$.

Figure 5 shows the reconstructions obtained by Algorithm 2 for the example discussed in Figure 3 but for noisy data with noise level $\epsilon=1 \%$ (left), $\epsilon=3 \%$ (middle) and $\epsilon=5 \%$ (right). We observe robustness of the obtained results and a good accuracy which is very similar to the one obtains with Algorithm 1 (not reported here).


Figure 5: Reconstructions obtained by Algorithm 2 with $L=1$ for the example discussed in Figure 3 but for noisy data with noise level $\epsilon=1 \%$ (left), $\epsilon=3 \%$ (middle) and $\epsilon=5 \%$ (right).

### 4.2 The example of other geometries

We report in Figure 6 and Figure 7 the reconstructions obtained by Algorithm 2, $L=1$ for other geometries, keeping the same parameters as in Example 4.1 and with noise levels $\epsilon=3 \%$ and $\epsilon=5 \%$. The parametrizations of these geometries are given by Table 1 .

| Geometry type | Parametrization $(x(t), y(t))$ |
| :--- | :---: |
| Peanut shaped | $1.5 \sqrt{\cos ^{2}(t)+0.23 \sin ^{2}(t)}(\cos (t), \sin (t))$ |
| Pear | $\frac{5.5+\sin (3 t)}{5}(\cos (t), \sin (t))$ |
| Star | $(1.2+0.4 \sin (5 t))(\cos (t), \sin (t))$ |

Table 1: The boundary parametrization of the geometries.

We clearly observe good performances in terms of robustness and accuracy.


Figure 6: Reconstructions obtained by Algorithm 2 for the geometries discussed in Table 1 but for noisy data with noise level $\epsilon=3 \%$.




Figure 7: Reconstructions obtained by Algorithm 2 for the geometries discussed in Table 1 but for noisy data with noise level $\epsilon=5 \%$.

### 4.3 Discussion on the choice of $L$

As mentioned earlier for a given $\tau$, it is not clear which value of $L$ would lead to potentially best performances of Algorithm 2. We provide here some elementary numerical investigations in the case where the exact geometry is given by the parametrization $\mathcal{T}_{n}(2.3)$ for given $n$. In that case it is possible to use a stopping rule related to the accuracy of the reconstruction, $e^{k}$ defined as $e^{k}=\frac{\left\|\bar{R}-R^{k}\right\|_{2}}{\|\bar{R}\|_{2}}$ where $\Sigma_{\bar{R}}$ is the exact interface.

In the example below we choose $n=9, \bar{R}=(1,0.8,0.7,0.9,1,1.7,1.6,1.5,1.4)$ and the initial guess $R^{0}=(1.7,1.6,1.55,1.4,1.3,1.3,1.2,1.4,1.5)$ (see Figure 8(a)).


Figure 8: Comparison between Algorithm 1 and Algorithm 2 with $L=1$ to achieve $5 \%$ relative accuracy in the case of the geometry given by Figure (a) and for noise free data. The gradient descent parameter $\tau=0.1$ for both algorithms.

Table 2 gives the number of iterations $K$ need to achieve an accuracy $e^{k} \simeq 5 \%$ for noise free data. We also indicate the virtually total cost $2 K L$ that represents the total number of iterations for direct problems. We observe that $L=1$ provides the lowest values for $K L$ and $L=2$ or $L=3$ comparative performances. This shows again the relevance of Algorithm 2 and that a few DDM iterations are sufficient to provide good solution for the inverse problem.

|  | $\tau=0.1$ |  | $\tau=0.05$ |  | $\tau=0.005$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L$ | $K$ | $2 K L$ | $K$ | $2 K L$ | $K$ | $2 K L$ |
| 1 | 53 | 106 | 55 | 110 | 359 | 718 |
| 2 | 29 | 116 | 41 | 164 | 355 | 1420 |
| 3 | 29 | 174 | 39 | 234 | 355 | 2130 |
| 4 | 30 | 240 | 41 | 328 | 354 | 2832 |
| 5 | 30 | 300 | 39 | 390 | 354 | 3540 |

Table 2: Total number of iterations for Algorithm 2 to achieve $5 \%$ relative accuracy in the case of the geometry given by Figure 8 and for noise free data.


Figure 9: Comparison of the evolution of $\log _{10}\left(\sqrt{\mathcal{J} / \mathcal{J}_{0}}\right)$ between Algorithm 1 and Algorithm 2 applied to the example of Figure 8 with different gradient descent parameter $\tau=0.1$ (left), $\tau=0.05$ (middle) and $\tau=0.005$ (right).
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