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Abstract

Fluorescent proteins (FPs) are a powerful tool to quantitatively monitor gene expression.
The dynamics of a promoter and its regulation can be inferred from fluorescence data.
The interpretation of fluorescent data, however, is strongly dependent on the maturation
of FPs since different proteins mature in a distinct way. We propose a novel approach
for analyzing fluorescent reporter data by incorporating maturation dynamics in the re-
construction of promoter activities. Our approach consists in developing and calibrating
mechanistic maturation models for distinct FPs. These models are then used alongside
a Bayesian approach to estimate promoter activities from fluorescence data. We demon-
strate by means of targeted experiments in Escherichia coli that our approach provides
robust estimates, and that accounting for maturation is, in many cases, essential for the
interpretation of gene expression data.

Statement of significance

Fluorescent proteins have been widely used for the understanding of gene expression
dynamics in both prokaryotes and eukaryotes. The interpretation of fluorescence data,
however, is dependent on the maturation of reporter proteins. Previous work has shown
that the maturation dynamics of many fluorescent proteins is complex. We demonstrate
that maturation can indeed introduce biases in the analysis of gene expression data. We
therefore combine mathematical modelling and statistical inference to propose a novel ap-
proach for the analysis of gene expression data that is capable of reconstructing promoter
activities in a robust manner, correcting for the maturation dynamics of specific fluores-
cent proteins. The approach has been validated by means of an experimental system in
Escherichia coli.
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Introduction

Since the discovery of GFP in 1992 [1], hundreds of fluorescent proteins (FPs) covering
the visible light spectrum have been developed and become essential for the visualization
and quantification of biological phenomena in living cells [2]. FPs notably allow the
quantitative investigation of gene expression in a dynamical context [3]. Accordingly,
many computational methods have been developed in order to quantitatively reconstruct
the promoter dynamics from FP timelapse measurements [4, 5, 6, 7, 8, 9, 10].

An observed fluorescence signal is influenced by the distinct physical characteristics of a
FP, notably maturation, whose mechanisms and kinetics vary significantly across proteins
[11]. The maturation kinetics may decouple FP production and fluorescence emission, thus
introducing significant biases in data analysis and interpretation. No method currently
exists that incorporates this information in the reconstruction of promoter activities.

In this paper, we use a combination of mathematical modeling, experimental calibra-
tion and statistical inference to integrate maturation dynamics in the reconstruction of
promoter activities from fluorescence data. We focus on the two most used FPs, green
fluorescent protein (GFP) and red fluorescent protein (RFP) which have very different
maturation dynamics [11]. In particular, we developed appropriate ODE models taking
into account what is currently known about the maturation mechanism of each FP and
calibrated the models using experimental data. We also developed a Bayesian inference
approach to robustly reconstruct promoter activities from timelapse fluorescence data. To
validate our approach, we constructed an experimental system in Escherichia coli where
the two reporters are upstream of the same constitutive promoter. We show that, with
correction for maturation, the inference procedure yields the same (normalized) promoter
activities for the two FPs. Without correction, however, the promoter activities diverge.
In particular, for the slowly-maturing RFP, the promoter activities are underestimated
and have a delayed dynamics. This demonstrates that accounting for maturation is crucial
for the correct analysis and interpretation of fluorescence data.

Our principled and practically applicable approach can be used for the robust recon-
struction of promoter activities in multiple growth conditions and for both prokaryote
and eukaryote reporter systems.

Results

Mechanistic maturation models

To correctly assess maturation effects in dynamic conditions, we first defined mechanistic
models for GFP and RFP, in particular the chosen variants GFPmut2 and mScarlet-
I, taking into account maturation mechanisms reported in the literature. For GFPs in
general, an immature colorless species is transformed into a mature green species [12].
Maturation of mScarlet-I and other RFP variants is more complex: a colorless species is
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transformed into a mature red species via the formation of a blue intermediate absorbing
at around 400 nm [13, 14]. The different maturation mechanisms of GFP and RFP lead
to distinct maturation kinetics [11], and correspondingly, to different maturation models.
Whilst a GFP model has a single maturation step, an RFP model requires two steps in
order to account for the blue intermediate (Fig. 1A-B).

The models are defined on the population-level: they describe the total quantity of
protein species (red, green, blue, colorless) in a growing population of cells. The quantities
of protein are assumed proportional to the measured fluorescence signals, reported in
relative fluorescence units (RFU). The proportionality factors are different for green, red,
and blue FPs, due to differences in brightness of the FPs, gains of the photomultiplier
tubes, etc. We therefore introduced RFUgreen, RFUred, and RFUblue to distinguish between
measurements of green, red, and blue fluorescence. Biomass is quantified by absorbance
(Abs), assumed proportional to the volume of the bacterial population. Little is known
about the reversibility of the maturation reactions of RFP, so we have constructed and
compared several variants of the RFP model that include or exclude backflow reactions
(Fig. 1A-B and Text S1). Statistical model selection showed that the best model for each
protein is the most parsimonious one, without backflows (Materials and methods and
Text S1).

The GFP model is composed of two ordinary differential equations describing the
dynamics of the quantity of immature proteins Im(t) [RFUgreen] and the quantity of
mature green proteins M(t) [RFUgreen]. Note that expressing the quantities of mature
and immature proteins in the same units allows for their direct comparison. The rate
of production of immature proteins is given by α(t) · V (t), where α(t) [RFUgreen min−1

Abs−1] is the specific production rate, per unit population volume, and V (t) [Abs] the
volume of the growing population. The specific production rate is also called promoter
activity in the literature, where it is assumed that the dynamics of the intermediate
mRNA species can be ignored [7]. The conversion of immature to mature protein occurs
at a rate proportional to the quantity of immature protein with constant km [min−1], and
all proteins are degraded at the same rate with constant γ [min−1]:

d

dt
Im(t) = α(t) · V (t)− (γ + km) · Im(t), (1)

d

dt
M(t) = km · Im(t)− γ ·M(t). (2)

The RFP model describes the dynamics of the quantities of immature proteins Im(t),
intermediate blue proteins Hm(t), and mature red proteins M(t), with appropriate rate
constants for inter-species conversion khm, km.

d

dt
Im(t) = α(t) · V (t)− (γ + khm) · Im(t), (3)

d

dt
Hm(t) = khm · Im(t)− (γ + km) ·Hm(t), (4)
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d

dt
M(t) = km ·Hm(t)− γ ·M(t). (5)

For ease of comparison, all quantities are expressed in units RFUred, even the intermediate
blue proteins. In order to relate the variable Hm to the observed blue fluorescence, we
introduce a rescaling factor z [RFUred RFU−1

blue] and set Hm = z Hm, with Hm expressed
in units RFUblue.

To estimate the kinetic maturation parameters of the two models, we conducted
growth-arrest experiments where we quantified the fluorescence intensity of each species
after adding Chloramphenicol (Cm) to stop translation. As a consequence, α(t) = 0 and
every increase in fluorescence after adding antibiotics is due to maturation. Whilst ex-
tensive growth-arrest experiments have been conducted by Balleza et al. [11] to quantify
the kinetics of mature FPs, we did our own experiments to also track and quantify the
blue intermediate in RFP maturation (Materials and methods). The data from these
experiments were also used to estimate the degradation constants.

The maturation curves for RFP are shown in Fig. 1C along with the dynamics of its
blue intermediate. The estimation of the model parameters khm and kh from the two
curves (Materials and methods, Text S1), gives rise to an excellent fit (R2

blue = 0.91, R2
red

= 0.99). In parallel, the same experiment was conducted with a strain expressing GFP.
The green fluorescence curve was used to calibrate the parameter km in the GFP model
(Fig. 1D, R2

green = 0.97). The values of the parameters thus obtained demonstrate the
difference in maturation time for the two proteins: the GFP model parameter indicates
fast maturation (9 min), whereas for the RFP model we find significantly slower matu-
ration for the rate-limiting first step (35 min) (Text S1). These maturation times agree
quite well with those reported in previous work [11]: 6 min for GFP and 26 min for RFP.

In conclusion, we thus obtained kinetic models, tailored for each FP and its maturation
mechanisms, and calibrated these models by means of targeted experiments.

Bayesian approach for the reconstruction of promoter activities
from fluorescence data

Leveraging the models presented above, we developed an approach to reconstruct an
unknown promoter activity profile α(t) from measurements of fluorescent reporter abun-
dance M(t). We assume that K time-sampled, noisy measurements M̃k = M(tk) + ek are
available, where tk are the measurement times and ek random measurement errors with
assigned variance (for k = 1, . . . , K). V (t) can be determined directly from absorbance
data. Therefore, we first address the problem of estimating the time profile of the whole
term A(t) = α(t) · V (t) (the aggregated synthesis rate of immature proteins over the
whole population), and then deduce the promoter activity α(t), which is the biologically
relevant quantity, in a post-processing step.

Reconstructing the input (here A(t)) of an ODE system from sampled output mea-
surements (here M̃k) is a nontrivial inverse problem [15]. Pure data fitting results in
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irregular and highly uncertain estimates of the profile A(t) due to measurement noise and
data sparsity. A robust estimation of A(t) at any time t within the measurement period
can be obtained by Bayesian regularization [16]. According to the Bayesian paradigm,
a prior probability distribution, say f(A), is introduced to express a-priori belief in the
unknown profile A(t). Given measurements M̃ , the posterior distribution of A, f(A|M̃),
conveys the updated knowledge on A. At any time t, estimates of A(t) follow from this
posterior. In particular, the mean of this posterior,

Â(t) = E[A(t)|M̃1, . . . , M̃K ], (6)

provides estimates Â(t) that statistically minimize the estimation error [17, 18]. The
posterior is formally obtained via the Bayes rule f(A|M̃) ' f(M̃ |A)·f(A). The likelihood
f(M̃ |A) is determined by the solution of Eq. 1-2 or Eq. 3-5 as a function of A and the
measurement error statistics. In the context of regularization, a suitable choice of f(A)
plays the role of a regularization term that balances the data fitting expressed by the
likelihood with the expected properties of A.

Calculating the posterior f(A|M̃) via the likelihood f(M̃ |A) is generally cumbersome.
Here, we exploit linearity of the maturation models and a choice of the prior f(A) that
make the calculations to obtain estimates Eq. 6 and their error variance very efficient.

Borrowing from Rasmussen et al. [19], we let f(A) be a Gaussian process prior. That
is, we let A(t) follow the laws of a (zero-mean) Gaussian stochastic process, for which the
autocorrelation function (referred to as the kernel in Gaussian process learning) entirely
defines the process properties. In absence of specific information on the statistics of A
at different times t, we assume the process to be stationary. We choose an exponential
kernel, which is characterized by two parameters λ > 0 and θ > 0 (see Materials and
methods for the mathematical details). Smaller values of λ (respectively, θ) assign higher
probability to small (respectively, slower) fluctuations of A(t).

For the purpose of estimating A from the data, λ and θ play the role of regulariza-
tion parameters: small values of λ and θ enforce stronger regularity of the solution, but
the correspondingly smooth predictions of M(t) may not match fast transitions in the
observed fluorescence time-series. Conversely, large values of λ and θ lead to perfect data
interpolation at the price of overly irregular estimates of A(t). In general, appropriate
values for these parameters are not available a priori. However, in our case, optimal
values θ̂ and λ̂ for θ and λ can be determined directly from the data by maximizing the
(marginal) likelihood fλ,θ(M̃) using fast numerical procedures (Materials and methods).

For regularization parameters fixed as above, the estimation task is now to calculate
Eq. 6 for the chosen prior on A. In our approach, rather than constructing estimates in
terms of the expression of the kernel [19], we profit from the stochastic differential equation
that characterizes process A. When combined with the maturation model (Eqs 1-2 or Eqs
3-5), this description of A(t) gives rise to a linear stochastic differential equation system
for which Eq. 6 can be efficiently computed via so-called Kalman filtering/smoothing
([17, 20] and Materials and methods). The method is exact for Gaussian measurement
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error, and it remains viable for moderate deviations from Gaussianity since it always
yields the best estimator among linear functions of the data [17].

In summary, our method for the estimation of the promoter activity profile α(t) works
as follows (Fig. 2). Given time-course data from a reporter gene experiment, we first
estimate optimal regularization parameters λ̂ and θ̂, then use these to calculate the optimal
estimate Âλ̂,θ̂(t) at all times t of interest as per Eq. 6. Finally, we define our estimate

of α(t) as α̂(t) = Âλ̂,θ̂/V̂ (t), where V̂ (t) is given by the absorbance data. The robust
performance of the approach was verified by means of synthetic data (Fig. S2).

Protein-specific maturation models provide robust estimates of
promoter activities

To investigate whether maturation must be taken into account for the correct recon-
struction of promoter activities, we used the Bayesian estimation method alongside the
calibrated maturation models to interpret fluorescence data obtained from a controlled
experimental setup.

Specifically, we designed an experimental system in Escherichia coli where a red and
a green FP are under the influence of the same constitutive promoter, proC [21]. This
makes it possible to directly and quantitatively compare the promoter activity profiles for
each protein (Materials and methods). The two newly-constructed strains were used to
perform kinetic experiments in batch, where the absorbance and red and green fluorescence
were measured during growth in minimal medium with four different carbon sources:
glucose, xylose, acetate and pyruvate (Figs S3-S10). Absorbance and fluorescence curves
for glucose and xylose are shown in Fig. 3B-C. Each curve was then used to reconstruct
the underlying promoter activity α(t) from the models schematized in Fig. 3A, following
the approach in Fig. 2.

As can be seen in Fig. 3D-E, the promoter activities estimated from the green and
red fluorescence data are very similar. For both glucose and glycerol, the activities are
steady during exponential growth and drop to a negligible value when the carbon source
is exhausted. For the chosen machine settings, the GFP and RFP promoter activities
are not only similar in shape, but also in magnitude. In general, this will not be the
case, because they are expressed in different units (RFUgreen min−1 Abs−1 vs. RFUred

min−1 Abs−1). If the proportionality factors relating green and red fluorescence to GFP
and RFP quantities were known, the promoter activities could be recomputed in the
same scale. This is not usually the case, however, and the precise determination of the
proportionality factors is a hard task requiring dedicated calibration experiments [22]. In
order to compare the GFP and RFP promoter activities, we therefore normalize them,
here with respect to the mean during steady-state exponential growth (between 200 and
350 min). The normalized promoter activities are shown in the inserts of Fig. 3D-E.

If maturation affects the inference of promoter activities, one would expect the latter
to change when maturation is ignored. In order to test this, we inferred α(t) from the
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fluorescence data by means of the model

d

dt
M(t) = α(t) · V (t)− (γ + km) ·M(t), (7)

in which the maturation step has been omitted. The results of the estimation process are
shown in Fig. 3F-G.

When comparing the promoter activities obtained with and without maturation cor-
rection, a first observation is that in the case of RFP their magnitude is underestimated
when ignoring maturation. For GFP, however, which has a much shorter maturation time,
this effect is not evident from the plots. In order to quantify the observed changes, we
computed the R2 value of pairs of RFP promoter activities with and without maturation
correction. For growth on glucose and xylose, we found values of 0.77 and 0.66, respec-
tively. In the case of GFP, these values are much higher, indicating that the promoter
activities are much more similar: R2 = 0.99 for both glucose and xylose.

A second observation is that, when ignoring maturation, the normalized promoter
activities for GFP and RFP, which coincide after maturation correction, start to diverge.
In particular, the dynamics of the RFP promoter activities are delayed, as shown in the
inserts of Fig. 3F-G. We quantified these delays as the difference in time for the normalized
activities to reach their half-maximal value. When correcting for maturation, this delay is
negligible, on the order of minutes (τglucose = 3 min and τxylose = 7 min). When ignoring
maturation, however, the delays are substantial: τglucose = 39 min and τxylose = 53 min.

Similar observations as above can be made for the other two carbon sources considered,
acetate and pyruvate (Figs S7-S10). For example, the R2 value of pairs of RFP promoter
activities with and without maturation correction equals 0.75 in the case of pyruvate
(0.99 for GFP). Together these results indicate that maturation correction is necessary
to avoid the introduction of a bias in the reconstruction of promoter activities, especially
for slow-maturing FPs.

In order to achieve maturation correction, we used a protein-specific two-step model for
RFP (Eqs 3-5), consistent with what is known about the biochemical reactions underlying
maturation of this protein (Fig. 1B). How would the results change if we had instead
opted for a simpler, one-step model, like that used for GFP? We fitted Eqs 1-2 to the
red fluorescence data from the calibration experiment (Fig. 1C) and inferred α(t) from
the red fluorescence data in the validation experiment (Fig. 2A-B). As shown in Fig. S11,
the results are very similar to those obtained with the two-step model, even when using
a published instead of estimated maturation constant [11]. This means that, at least in
the case considered here, the correction for maturation per se is more important than
the specific maturation model used. One reason that the one-step model yields a good
approximation in this case is that the time-scale of the dynamics of the two-step model
is essentially determined by the first step, which is much slower than the second step
(Text S1).
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Discussion

Fluorescent proteins have become a powerful tool for monitoring gene expression in liv-
ing cells. The relation between the fluorescence intensity emitted by the cells and the
amount of protein is not straightforward, because it depends on specific properties of the
FPs. In this work, we investigated the effect of a key property, maturation, which was
shown to vary significantly across FPs [11]. Ignoring maturation when reconstructing
promoter activity and other measures of gene expression may introduce a bias due to
the dynamic decoupling of fluorescence intensity and FP production. We developed a
Bayesian inference approach, based on protein-specific models of maturation and Kalman
filtering/smoothing algorithms, to correct for this bias. Moreover, we validated the ap-
proach using a tailored experiment system, consisting of E. coli strains carrying identical
plasmid systems with different fluorescent reporter genes.

The maturation models considered concern the case of populations of microbial cells,
typically growing in the wells of a microplate. The motivation for this focus is that
thermostated microplate readers have made automated and multiplexed reporter gene
assays on the population level accessible to almost any microbiology laboratory today
[7, 8, 10]. It confers a broad relevance to the question of how to correctly interpret the
resulting data. The same question can be posed, of course, for single-cell reporter gene
assays carried out by means of time-lapse fluorescence microscopy [23]. Generalization of
the approach to single-cell experiments requires a reformulation of the models of Eqs 1-5.

The maturation models were calibrated by means of dedicated experiments, resulting
in estimates of the kinetic rate constants (Materials and methods and Text S1). An
identifiability analysis showed that parameter uncertainty is very low in the case of the
models without backflow retained for the analysis (Fig. S14). This has motivated the
use of point estimates for the maturation and degradation parameters in the Bayesian
inference procedure reconstructing the promoter activities. In order to make sure that
the effect of parameter uncertainty is indeed negligible, we repeated the analysis of the
data in Fig. 3B-C for alternative parameter values within the uncertainty interval. The
results are not significantly different from those reported for the reference parameter
values (Fig. S15), which ensures that parameter uncertainty does not affect conclusions
about the importance of maturation correction.

The results reported in Fig. 3 and Figs S3-S10 provide a clear indication of the situa-
tions in which maturation correction is important. Ignoring maturation does not change
much the promoter activities inferred from fluorescence data for FPs with short matura-
tion times like GFPmut2 (Fig. 3F-G). In the case of FPs with long maturation times like
mScarlet-I, however, it leads to an underestimation of promoter activities and delayed
dynamics. While we used two-step maturation models for the analysis of RFP data, con-
sistent with what is known about the maturation mechanisms, even a generic one-step
model is able to avoid most of these problems in the case of the FPs considered here
(Fig. S11). Maturation correction may generally not be sufficient for obtaining unbiased
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estimates of promoter activity, since there may be other sources of bias beyond fluorophore
maturation, such as coding bias and translation initiation efficiency. However, our results
show that maturation correction is necessary for proteins with non-negligible maturation
times, which is the case for many if not most FPs [11].

A well-known, perturbing factor in the use of fluorescent reporter gene assays is oxy-
genation of the microbial culture, due to the requirement of oxygen for FP maturation [7].
Growth to high biomass concentrations in standard batch cultures causes oxygen partial
pressure pO2 to drop to low levels [24]. The results presented in Fig. 3 and Figs S3-S10
were obtained in media with low substrate and therefore low biomass concentrations. We
expect deviations from the inferred profiles when increasing the substrate concentration,
which we verified by growing our reporter strains in a medium with 0.2% instead of 0.05%
glucose (Fig. S12). In the case of mScarlet-I, a dip in promoter activity occurs after 400
min, when the absorbance exceeds 0.1. The promoter activity recovers after 500 min,
when glucose is exhausted and the E. coli cells continue growth on acetate secreted dur-
ing growth on glucose. The growth rate on acetate is much lower than the growth rate
on glucose, which reduces the oxygen utilization rate of the culture and therefore par-
tially restores pO2 [24]. This decreased oxygen utilization liberates oxygen for mScarlet-I
maturation and could explain the recovery of the promoter activity. No dip in promoter
activity is observed for GFPmut2, which may be due to the lower oxygen requirements for
maturation of this FP (a single oxygen molecule instead of two for mScarlet-I, [25, 26]).

In conclusion, we provide a powerful approach for the reconstruction of promoter
activities from gene expression data by incorporating FP maturation in the analysis of
fluorescence data. While validated on a bacterial model system, the approach is directly
applicable to reporter proteins in other prokaryotes and in eukaryotes. The only prereq-
uisite is the availability of a calibrated maturation model. The current work illustrates
how to develop such models and calibrate them by means of targeted experiments. When
this is not possible, our results indicate that, under certain conditions, a generic model
combined with published maturation times may go long a long way in correcting for a
maturation bias.

Materials and methods

Bacterial strains and plasmids

For all experiments, an Escherichia coli BW25113 strain was used that contains a dele-
tion of the fhuA gene, making it resistant to phage contaminations (∆fhuA). The pEB2-
mScarlet-I reporter plasmid [11] was transformed into the above strain using CaCl2. A
corresponding pEB2-GFPmut2 plasmid was constructed using Gibson assembly [27]. In
both plasmids, transcription of the reporter gene is controlled by the same constitutive
promoter, proC [21]. The plasmids have a pSC101 origin of replication, meaning they are
low-copy and the number of copies does not vary over different growth phases [28]. The
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above resulted in the strains BW25113-∆fhuA-pEB2-mScarlet-I and BW25113-∆fhuA-
pEB2-GFPmut2, which were used for all experiments. The protein sequences of the two
reporters used in this study were aligned with the original GFPmut2 and mScarlet-I se-
quences published in the literature (FPbase IDs [29]: QS3XQ and 6VVTK, respectively).
The two GFP sequences were identical, whereas a single deletion (∆2V) was detected
in the RFP sequence used in comparison with the reference sequence. For primers and
sequences, see Fig. S13 and File S2.

Experimental conditions

The two strains described above, along with a control strain without plasmids, were grown
overnight at 37◦C, with shaking at 200 rpm in MOPS minimal medium, supplemented with
0.2% glucose. Pre-cultures were inoculated at an OD600 of 0.001 in a 96-well microplate
where each well contained MOPS minimal medium [30] supplemented with 0.2% glucose.

In the calibration experiments, bacteria were incubated at 37◦C in a microplate reader
(Tecan Infinite M200 Pro) until reaching an uncorrected absorbance of approximately
0.3. 300 µg/mL of Chloramphenicol (Cm) was then added in each well to stop protein
translation. The absorbance, green, blue and red fluorescence intensity were tracked for
another 10 hours after translation arrest. The residual growth after Cm addition was
negligible (Fig. S1).

For the validation experiments, we used MOPS minimal medium supplemented with
0.05% of glucose, xylose, acetate or pyruvate. This time, the bacteria were incubated in a
96-well microplate without the addition of antibiotics at 37◦C for 24 hours. Absorbance,
red, green and blue fluorescence were measured. For all experiments, the background
was corrected using fluorescence measurements from the strain without plasmids. Glass
beads were added to improve oxygenation and the resulting outliers were filtered using
WellInverter [31].

Parameter estimation and model selection

The parameters of our maturation models, which are ordinary differential equation sys-
tems in the variables Im, Hm and M (abundance of immature, half-mature and mature
fluorescent reporter proteins), were estimated from the results of the calibration exper-
iment described above. As explained in Text S1, the short-term dynamics of the fluo-
rescence curves (tens of minutes) served for the estimation of the maturation constants
as well as the scaling factor z, which relates blue and red fluorescence measurements
by Hm = z · Hm. The long-term dynamics (tens of hours) allowed the estimation of
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the degradation constant γ. The estimation procedure used the least-squared method
implemented in Python.

Four variants of the two-step maturation model were considered, having zero, one
or two backflows (Text S1). We used the Akaike Information Criterion (AIC) statistic
to select the best model among the four candidates, which resulted in the model with
no backflows. An identifiability analysis by means of a bootstrapping procedure showed
that the parameters of this model are identifiable with low uncertainty (Fig. S14). The
model was then used in the Kalman filtering/smoothing algorithm for the reconstruction
of promoter activities. More details can be found in Text S1.

Implementation of promoter activity estimation via Kalman smooth-
ing

Promoter activity is expressed in terms of a time-varying profile A(t). Abundance of
mature fluorescent reporter proteins, M(t), depends on A(t) via the maturation models
of Eqs 1-2 and Eqs 3-5, written in the form ẋ(t) = Bx(t) +CA(t), where M(t) is an entry
of vector x(t) together with Im(t) and (where applicable) Hm(t). Matrices B and C are
defined by the kinetic parameters occurring in the maturation models.

In order to estimate A(t) from fluorescence measurements M̃k = M(tk) + ek taken at
discrete times tk and corrupted by (Gaussian) noise ek (k = 1, . . . , K), we relied on the
use of a Gaussian process prior on A(t) expressed in the form of a stochastic differential
equation. Together with a maturation model of interest, this makes it possible to write an
augmented system of linear stochastic differential equations and to apply Kalman filtering
and smoothing [17] to find the statistically optimal, computationally efficient solution of
the estimation problem.

We define the prior on A(t) by assuming that A(t) follows the laws of an Ornstein-
Uhlenbeck process [19]. That is, for positive parameters λ and θ, A obeys the stochastic
differential equation

dA(t) = −θ · A(t) · dt+ λ · dW (t), (8)

where W (t) is the standard Wiener (white noise) process. Choosing A(0) as a zero-
mean Gaussian random variable with variance λ2/2θ ensures process stationarity. The
autocorrelation function of A (correlation between A(t) and A(s) for any two times t and
s) is then the exponential

λ2

2θ
· exp(−θ · |t− s|).

It follows from this expression that θ statistically characterizes the memory of the process
(how fast A(t) may change over time), while the ratio λ2/2θ characterizes the magnitude
(variance) of A(t). For the estimation problem, λ and θ play the role of regularization
parameters, i.e., they ensure that reconstruction of A(t) is robust to measurement noise
and sparse sampling.
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Assume that optimal values λ̂, θ̂ of λ and θ have been determined (see below). Com-
bining Eq. 8 with the maturation model of interest yields the augmented system

d

[
x(t)
A(t)

]
=

[
B C

0 −θ̂

]
·
[
x(t)
A(t)

]
dt+

[
0

λ̂

]
dW (t), (9)

M̃k =
[
D 0

]
·
[
x(tk)
A(tk)

]
+ ek, (10)

for an appropriate 0-1 row vector D such that D · x(tk) = M(tk). Let v(tk) be the
augmented state vector comprising x(tk) and A(tk). For a generic index j, the optimal
Bayesian estimate of v(tk) from the data up to time tj is the conditional expectation
v̂j(tk) = E[v(tk)|M̃1, . . . , M̃j]. In particular, we are interested in the calculation of v̂K(tk)
(optimal estimates of v from all the K measurements) at all times tk, from which optimal
estimates of A as well as of Im and (where applicable) Hm follow (they are all entries of
v). This was obtained by the following two-sweep data processing algorithm.

In a first sweep (Kalman filtering), estimates v̂k(tk) along with one-step predictions
v̂k−1(tk) are computed iteratively for k from 1 up to K, together with corresponding
estimation error variance matrices P k(tk) and P k−1(tk). The iteration is initialized by
definitions of v̂0(t1) and P 0(t1) corresponding to a noninformative (large variance) prior
for x(t1) and the stationary statistics of A for A(t1). In a second sweep (Kalman smooth-
ing), estimates v̂K(tk) exploiting both past and future measurements are computed at
all times tk by back-processing M̃k and the estimates from the first sweep in a time-
reversed iteration (k from K down to 1). This second (often neglected) sweep provides
a significant refinement of the estimates [32]. The filtering and smoothing formulas are
standard [17, 18]. Their implementation can be found in the supplementary code (File
S1).

Given several experimental replicates (datasets M̃1, . . . , M̃K), we calculated promoter
activity estimates Â separately for every replicate. Confidence intervals on the estimates
Â were then calculated as twice the standard error of the mean of the estimates obtained
over the different replicates. Confidence intervals for the estimates of Im, Hm and M
were obtained in a similar manner.

Optimal choice of regularization parameters

An optimal choice of λ and θ can be determined by solving the maximum likelihood
problem

(λ̂, θ̂) = arg max
(λ,θ)

fλ,θ(M̃1, . . . , M̃K), (11)

where fλ,θ( · ) is the probability density function for the observed data under the parameter-
dependent prior in Eq. 8. In practice, for any value of (λ, θ), evaluation of this likelihood
can be performed by the same filtering tools described above. Generalizing previous
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definitions, let v̂k−1
λ,θ (tk) and P k−1

λ,θ (tk) be the optimal one-step prediction of v(tk) and cor-
responding error variance matrix under generic values of λ and θ. The calculation of these
quantities used the same filtering sweep described in the previous section. In the light of
Eq. 10, one can then evaluate at any k the conditional Gaussian densities

fλ,θ(M̃k|M̃1, . . . , M̃k−1) =
1√

2πΛk

exp

−1

2
·

(
M̃k − M̂k−1

k

)2
Λk

 ,
where M̂k−1

k =
[
D 0

]
· v̂k−1
λ,θ (tk) and Λk =

[
D 0

]
·P k−1

λ,θ (tk) ·
[
D 0

]T
+ σ2

k. In turn, σ2
k is

the variance of the measurement error ek, as determined from the variance of M̃k across
multiple experimental replicates. Thus, using Bayes’ law, the likelihood in Eq. 11 can be
evaluated in terms of the above densities as

fλ,θ(M̃1, . . . , M̃K) =
K∏
k=1

fλ,θ(M̃k|M̃1, . . . , M̃k−1).

For numerical convenience, the optimization problem of Eq. 11 was rather solved by the
minimization of the negative logarithm of the likelihood, using Python solver minimize

of the scipy.optimize module.

Supplementary material

Supplementary Material is available online.
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Figure 1: Mechanistic maturation models for RFP and GFP. (A) Maturation
mechanism of GFP. (B) Maturation mechanism of RFP. The possible backflow reactions
were eliminated from the model (red crosses). (C) Calibration of a mechanistic model of
RFP with experimental data: a strain expressing mScarlet-I was grown in MOPS medium
supplemented with glucose. At time zero Chloramphenicol was added to the medium to
stop translation. Blue and red fluorescence (blue and red triangles respectively) were
measured. The plot shows the mean of 6 replicates. Confidence intervals are given by
two times the standard error of the mean. These data were used to fit the model of
Eqs 3-5 and estimate its parameters (best fit: black solid lines). The plot shows that
the mechanistic maturation model captures the maturation dynamics well (R2 = 0.91 for
blue fluorescence, R2 = 0.99 for red fluorescence).(D) Idem for the calibration of the GFP
model of Eqs 1-2 (R2 = 0.97). The absorbance curves are shown in Fig. S1.
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Figure 2: Schematic outline of the Bayesian approach for estimating promoter
activities. A parametric family of priors (A) expresses expected properties of the profile
A(t). Larger values of θ (smaller values of λ) assign higher probability to fast-fluctuating
(smaller magnitude) profiles (red solid lines). Together with the gene expression model
and fluorescence data (B), the auto-tuning step (C) selects the best values of θ and
λ by evaluating the overall match of the distribution of model-predicted fluorescence
profiles with the available data via a maximum-likelihood approach. The resulting optimal
prior (i.e., the prior with values for its parameters θ and λ learned from the data) (D)
is used to produce estimates of the gene expression dynamics and of A(t) via Kalman
filtering/smoothing (E). Normalization by V (t) eventually yields the estimates of the
promoter activity α(t) (F). Rounded boxes represent inputs, intermediate results and
outputs of the method; rectangular boxes represent procedural steps. The procedure
provides robust estimates of promoter activities based on a rigorous, automated selection
of regularization parameters θ and λ.
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Figure 3: Reconstruction of promoter activities from dynamic fluorescence
measurements. (A) Model reaction schemes, corresponding to Eqs 1-2 and 3-5, used to
reconstruct promoter activities α(t) for GFP and RFP. (B-C) Absorbance (grey curves),
and red and green fluorescence measurements for a strain expressing either a GFP or
an RFP (dotted and solid curves, respectively). Bacteria were grown in a microplate in
MOPS minimal medium supplemented with either glucose (B) or xylose (C). The plots
show the mean of eight replicates and a confidence interval given by twice the standard
error of the mean. (D-E) Reconstructed promoter activities for data in glucose and xylose,
respectively, for GFP (green) and RFP (red). The inserts show the normalized promoter
activities and the value at which they assume the value 0.5 (dashed line). The plots
demonstrate that the Bayesian estimation approach yields coinciding promoter activity
profiles for green and red FPs. (F-G) Idem, but without correction for maturation (Eq. 7).
The promoter activities are no longer comparable: the RFP promoter activity is delayed
and consistently underestimated in comparison with panels D and E.
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