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Periodic and quasi-periodic orbits near close planetary moons
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Inria Sophia Antipolis & Université Côte d’Azur, Sophia Antipolis, Valbonne, 06902 , France

Upcoming missions towards remote planetary moons will fly towards chaotic dynamical

environments that are significantly perturbed by the oblateness of the host planet. This paper

introduces a new time-periodic set of equations of motion that is based on the analytical solution

of the zonal equatorial problem. Such a system, hereby referred to as the Zonal Hill Problem,

remains populated by resonant periodic orbits and families of two-dimensional quasi-periodic

invariant tori that are calculated by means of homotopy continuation procedures. The resulting

periodic and quasi-periodic trajectories are investigated for the trajectory design of future

planetary moons explorers.

I. Introduction
In the past few decades, there has been an increasing interest towards the deep-space exploration of planetary moons.

Since the remarkable discoveries of the Cassini orbiter [1], both NASA and ESA have made plans to enhance our

understanding of the Galilean moons of Jupiter. The Jupiter Icy Moons Explorer (JUICE) will be launching in 2023

with the goal of studying and better characterizing the subsurface oceans of Europa, Ganymede, and Callisto [2, 3].

The spacecraft will be joined in orbit around Jupiter by the NASA’s Europa Clipper, which will dedicate most of its

time in orbit around the gas giant to conduct a very high-resolution mapping of the icy moon [4]. The Martian Moons

eXploration mission (MMX), which will attempt sample retrieval from the surface of Phobos, will also join the fleet of

planetary moons’ explorers in 2024 [5]. If successful, MMX will provide scientists with invaluable data on the origin

and evolution of the Martian system, thus shading light on how water and other volatiles might have been delivered to

Earth from the outer regions of the solar system [6].

In order to fulfill these ambitious scientific objectives, all of the proposed missions will have to operate in the vicinity

of planetary moons and cope with strongly chaotic dynamical environments that are far from Earth. For instance,

Phobos can be modelled as a giant potato-shaped like body that orbits just a few Mars-radii away from the surface of the

Red planet [7]. Owing to the relatively short distances with respect to their corresponding host planet, the dynamics of a

spacecraft near a planetary moon can be well approximated via the equations of the restricted three-body problem [8, 9].
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However, work in the literature remain focused on the circular restricted three-body problem[10–12], without sufficient

consideration for eccentricity and other time-varying effects that can significantly affect the dynamics of mass particles

near planetary moons [13–16].

A major source of perturbation is the oblateness of the host planet. Such a source can not only affect the orbital

evolutions of spacecraft and planetary moons [13], but also generate torques and libration angles that can provide a great

deal of information regarding the internal mass distributions of the target object [17]. The tidal interaction between a

moon and its host planet can also explain why the majority of the moons can be found near the equatorial regions (c.f.,

Fig. 5), an observation that can ultimately contribute to simplify the equations of motion of a spacecraft near these

planetary objects and enable novel and higher-fidelity simulations for trajectory design approaches.

In this paper, we develop a new time-periodic set of equations of motion that is based on the analytical solution of

the zonal equatorial problem [18, 19]. The dynamical model is hereby referred to as the Zonal Hill Problem (ZHP)

and it remains populated by families of two-dimensional quasi-periodic invariant tori when the oblateness of the host

planet is nonzero. An homotopy continuation procedure based on collocation [20] and the GMOS algorithm [21–24]

is introduced so as to grow families of periodic orbits into their dynamical substitutes and explore applications of

quasi-periodic trajectories for the mission analysis and design of planetary moons explorers. The resulting quasi-periodic

trajectories, along with resonant periodic orbits that replace the 𝐿1 and 𝐿2 Lagrangian points along the planet and

anti-planet directions, are complemented by stable and unstable manifolds emanating from hyperbolic solutions and

offering new geometrical insight into the dynamical environment of planetary moon systems.

The paper is structured as follows: Section II overviews the analytical solution of the zonal equatorial problem to lay

out the foundation for the derivation of the equations of motion of the ZHP (Section III). A numerical procedure is

introduced in Section IV to calculate periodic and quasi-periodic solutions of this model, and to showcase trajectories in

the Mars-Phobos, Jupiter-Io, and Saturn-Enceladus systems. Stable and unstable manifolds emanating from hyperbolic

solutions are also briefly illustrated.

II. Analytical Solution of the Zonal Equatorial Problem
Consider the motion of a spherical moon (the secondary) subject to the gravitational attraction of an oblate host

planet (the primary). The trajectory of the moon is better analyzed in an inertial reference frame centered on the host

planet and such that 𝑰 is pointing towards a reference point (e.g., the vernal equinox for Earth or the periapsis of the

moon’s orbit at epoch), �̂� is perpendicular to the equatorial plane of the planet, and 𝑱 “ �̂� ˆ 𝑰. Furthermore, the moon

is assumed to be on an equatorial orbit such that its equations of motion may be described in polar coordinates (see Fig.
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Fig. 1 Frames and Polar Coordinates definition for the analytical solution of the Zonal Equatorial Problem
[18, 19].

1) [18]:

:𝑟 ´ 𝑟 9\2 `
`

𝑟2 `
𝐽0

𝑟4 “ 0, (1a)

:\ 𝑟 ` 2 9\ 9𝑟 “ 0. (1b)

In Eq. (1), 𝑟 denotes the distance between the moon and the barycentre of the host planet, whereas \ represents the true

longitude of the secondary in the equatorial plane of the primary. Moreover, ` is the gravitational parameter of the

host planet, and 𝐽0 “
3
2
` 𝐽2 𝑅𝑒

2 is a constant related to its second zonal harmonic coefficient and equatorial radius,

respectively. Equation (1b) can be solved analytically by multiplying both terms for 9𝑟 and integrating on both sides.

Similarly to the Two-Body Problem (TBP), the result proves that 𝐻0 “ 9\ 𝑟2, namely the magnitude of the moon’s

specific orbital angular momentum, is an integral of motion.

Following Jezewski [18], one can substitute Eq. (1b) into (1a) in order to deduce an expression for a second integral

of motion:

𝐸 “
9𝑟2

2
´
`

𝑟
`
𝐻2

0
2 𝑟2 ´

𝐽0

3 𝑟3 , (2)

which is hereby referred to as the specific energy of the oblate equatorial two-body problem. By defining

Φ𝑒 𝑓 𝑓 “ ´
`

𝑟
`
𝐻2

0
2 𝑟2 ´

𝐽0

3 𝑟3 (3)

as the effective potential, Eq. (2) can be re-arranged to partition the equatorial plane of the host planet between

areas of admissible motion and forbidden regions. The boundaries of these regions are zero-velocity curves Zp𝑟q :“
␣

@𝑟 P R|Φ𝑒 𝑓 𝑓 p𝑟, 𝐻0, 𝐽0q “ 𝐸
(

.
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Figure 2 illustrates the difference between the zero-velocity curves for the Mars-Phobos example, with and without

the contributions due to Mars’ oblateness: 𝐽2 “ 1960.45 ˆ 10´6. The values of 𝑟 are shown in Mars equatorial

radii, with 𝑅𝑒 “ 3389.5 km and ` “ 42828.3736 km3/s2. As for the value of 𝐻0 “ 20038.773568918 km2/s

and 𝐸 “ ´2.28403589161379 km2/s2, these are extracted from NASA’s SPICE Phobos ephemerides [25, 26] after

propagating over 100 orbital periods from Apr 25, 2025, 12:00:00 UTC. As it can be seen, the oblateness of red planet

lowers the value of 𝐸 , thereby affecting the periapsis and apoapsis altitudes of the Martian moon. Indeed, it is found

that 𝐸 “ ´2.28403589161379 km2/s2 intersects the effective potential in two points, representing the minimum and

maximum distances from the surface of Mars. Note that in the plot, the value of 𝐸 “ ´0.1807 is reported in normalized

units, with 𝑅𝑒 and
b

𝑅3
𝑒{` as the length and time units, respectively.

Fig. 2 Zero-Velocity “curves” for the Mars-Phobos example with and without 𝐽2 effects. The distance values are
shown in Mars equatorial radii 𝑅𝑒 “ 3389.5 km. Motion above the horizontal lines is forbidden.

The apsides of the secondary’s orbit can be found by setting 9𝑟 “ 0 in Eq. (2) and re-arranging the terms according

to the cubic polynomial [19]

𝑟3 `
`

𝐸
𝑟2 ´

𝐻2
0

2 𝐸
𝑟 `

𝐽0
3 𝐸

“ 0. (4)

The roots of Eq. (4) are hereby referred to as 𝛼 ě 𝛽 ě 𝛾 and can be found using standard numerical procedures

available in MATLAB∗ or Python’s numpy [27]. The interested reader may refer to [28] for a more in-depth analysis of

the characteristic polynomial given by Eq. (4), as well as of the 14 types of motion emerging from it. For planetary
∗https://www.mathworks.com/
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moons systems (i.e., 𝐸 ă 0, 𝐻0 ą 8𝐽2), the roots of the cubic polynomial are guaranteed to be positive, distinct, and

real with [19]

𝛼 ` 𝛽 ` 𝛾 “ ´
`

𝐸
, (5a)

p𝛼 𝛽 ` 𝛼 𝛾 ` 𝛽 𝛾q “ ´
𝐻2

0
2 𝐸

, (5b)

𝛼 𝛽 𝛾 “ ´
𝐽0

3 𝐸
. (5c)

It is worth noting that 𝛼 corresponds to the farthest of the two intersections appearing in Fig. 2, whereas 𝛽

corresponds to the intersection of Fig. 2 that is the closest to the surface of the host planet. The remaining root 𝛾 is

empirically found to be located below the surface of the host planet (non-physical root), with 𝛾 “ 0 whenever 𝐽2 “ 0.

Such an observation plays a crucial role in enabling the homotopy continuation strategy proposed in this work. It is

also the reason why we favor the analytical solution of the 𝐽2-perturbed equatorial problem offered in Ref. 19 over

the analytical developments available in Ref. 18. While the original derivation results in a simpler cubic polynomial

rather than the quartic equation below (c.f., Eq. (8)), it leads to singularities in the equations of the Zonal Hill Problem

whenever 𝐽2 “ 0. This is unacceptable for the purpose of this work, in which candidate spacecraft trajectories are

intended to be continued from similar solutions obtained with 𝐽2 “ 0.

Accordingly, let us consider the analytical solution of Eq. (1b) and a change of independent variable as follows:

d𝑟
d𝑡

“
d𝑟
d\

d\
d𝑡

“ 𝑟 1 𝐻0

𝑟2 , (6)

where primes p´q1 denote differentiation with respect to the true longitude of the secondary. Since
d𝑟
d𝑡

“ 9𝑟 , Eq. (2) can

be squared on both sides and algebraically manipulated to get

?
3𝐻0 p𝑟 1q2 “ p´6 𝐸q

˜

´𝑟4 ´
`

𝐸
𝑟3 `

𝐻2
0

2 𝐸
𝑟2 ´

𝐽0
3 𝐸

𝑟

¸

, (7)

with
˜

´𝑟4 ´
`

𝐸
𝑟3 `

𝐻2
0

2 𝐸
𝑟2 ´

𝐽0
3 𝐸

𝑟

¸

“ 𝑟 p𝑟 ´ 𝛼q p𝑟 ´ 𝛽q p𝑟 ´ 𝛾q (8)

in light of Eq. (4) and 𝛽 ď 𝑟 ď 𝛼. Separation of variables further simplifies Eq. (7) into

d𝑟
a

p𝑟 ´ 𝛼q p𝑟 ´ 𝛽q p𝑟 ´ 𝛾q 𝑟
“

?
´2 𝐸
𝐻0

d\, (9)

yielding [29]

\ ´ \0 “ 𝜔0 p𝜏 ´ 𝜏0q, (10)
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where 𝜏 “ 𝐹p𝜑, 𝑀q is the incomplete elliptic integral of the first kind, and

𝜑 “ arcsin psn𝜏q, (11a)

sn2𝜏 “
p𝛼 ´ 𝑟q 𝛽

p𝛼 ´ 𝛽q 𝑟
, (11b)

𝑀 “
p𝛼 ´ 𝛽q 𝛾

p𝛼 ´ 𝛾q 𝛽
, (11c)

𝑔 “
2

a

p𝛼 ´ 𝛾q 𝛽
, (11d)

𝜔0 “
𝐻0

?
´2 𝐸

𝑔. (11e)

From Eq. (11b), it follows

𝑟p𝜏q “
𝛼

1 ` 𝑚 sn2p𝜏q
“
𝛼

Δ
, (12a)

𝑟 1p𝜏q “ ´𝑛 snp𝜏q cnp𝜏q dnp𝜏q 𝑟2, (12b)

where 𝑚 “ p𝛼 ´ 𝛽q{𝛽 and 𝑛 “ 2𝑚{p𝛼𝜔0q. Equation (12a) proves that the distance between the two primaries is a

periodic function of 𝜏 with periodicity 2𝐾 , where 𝐾 is the complete elliptic integral of the first kind [29].

Note that \0 and 𝜏0 are often combined into a single variable [18] to rewrite Eq. (10) as

\ “ \𝑐 ` 𝜔0 𝜏, (13)

where

\𝑐 “ \0 ´ 𝜔0 𝜏0. (14)

The variable 𝜏0 is derived from the initial conditions p𝑟0, 𝑟
1
0q and set to

𝜏0 “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

𝐹p𝜑0, 𝑀q, if cnp𝜏0q ě 0,

2𝐾 ´ 𝐹p𝜑0, 𝑀q, if cnp𝜏0q ă 0,

(15)

depending on whether

cnp𝜏0q “ ´
1

𝑛 snp𝜏0q dnp𝜏0q

˜

𝑟 1
0

𝑟2
0

¸

(16)

is either positive or negative, respectively. Owing to the appearance of sn2p𝜏q in the denominator of Eq. (12a), snp𝜏0q
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can be always assumed to be positive without loss of generality, whereas dnp𝜏0q “
a

1 ´ 𝑀 sn2p𝜏0q.

Figure 3 compares the position and velocity errors of Phobos’ orbit with SPICE ephemerides. As can be seen,

the analytical solution of the equatorial oblate problem maintains the position and velocity errors relatively bounded

and below 100 km and 10 m/s, respectively. The error is dominated by the out-of-plane component (𝐽2𝑧 in the plots),

which is by design neglected in the analytical developments presented in this Section. For comparison, the relative

error between the two-body propagation of Phobos and SPICE ephemerides is also shown in black to investigate the

accuracy of the Martian moon’s position and velocity knowledge over time. After 100 orbital periods (30 days circa),

the two-body error is found to be one-to-two orders of magnitude larger than the 𝐽2 equatorial one.

Fig. 3 Comparison between the TBP and J2 equatorial analytical propagation of Phobos’ orbit. The position
and velocity errors are obtained by comparison with SPICE ephemerides.

Similar error plots can be drawn for other planetary moon systems, as shown in Fig. 4. A pattern emerges according

to which the zonal equatorial model significantly outperforms the Keplerian propagations by one or two orders of

magnitude for planetary satellites whose distance from the host planet is approximately less than 10 host planet radii.

Above this threshold, the 𝐽2 perturbation becomes less relevant and dominated by other dynamical effects such as the

third body attraction of other moons within the same planetary system (c.f., Fig. 4d). As shown in Fig. 5, the majority

of the planetary moons of the solar system falls within this region with the notable exceptions of Ganymede, Callisto,

and Titan.

We conclude this section by recalling that a Kepler-like equation for the time variable can be also deduced. Indeed,

9\ “ 𝐻0{𝑟2 implies
d𝑡
d𝜏

“
1
9\

d\
d𝜏

“
𝜔0
𝐻0

𝑟2, (17)

and

𝑡 ´ 𝑡0 “
𝜔0
𝐻0

ż 𝜏

𝜏0

„

𝛼

1 ` 𝑚 sn2p𝜏q

ȷ2
d 𝜏. (18)

An analytical solution of Eq. (18) is available in either [18] or [19] and involves a truncated series expansion in terms of

7



(a) Mars-Deimos (b) Jupiter-Io

(c) Jupiter-Europa (d) Jupiter-Ganymede

(e) Saturn-Mimas (f) Saturn-Enceladus

Fig. 4 Comparison between the TBP and the J2 equatorial analytical propagation of different planetary systems.
All the plots display the absolute position error in logarithmic scale.
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Fig. 5 Inclination versus semi-major axis plot for solar system moons. The color of each points refers to the 𝐽2
oblateness of their corrisponding host planet.

trigonometric functions. For the purposes of this work, we find it sufficient to set 𝑡0 “ 0 and calculate the time elapsed

since epoch via either the numerical evaluation of Eq. (18) or by appending Eq. (17) to the spacecraft equations of

motion detailed in the following Section.

III. The Zonal Hill Problem

Let us now denote 𝝆 “

„

𝑥, 𝑦, 𝑧

ȷ𝑇

as the position vector of a massless particle with respect to the barycenter of

the moon as shown in Fig. 6. The dynamical evolution of 𝝆 can be described in a rotating reference frame centered on

the secondary and such that �̂� “ 𝒓{}𝒓} is constantly aligned with the relative position vector of the two primaries, 𝒛 is

parallel to the orbital angular momentum of the moon, and �̂� “ 𝒛 ˆ �̂� completes the right-handed triad:

:𝝆 ` 9𝛀 ˆ 𝝆 ` 2𝛀 ˆ 9𝝆 ` 𝛀 ˆ 𝛀 ˆ 𝝆 “ ∇U. (19)

In Eq. (19), dots denote differentiation with respect to time 𝑡, Ω “ 9\ 𝒛 “
𝐻0
𝑟2 𝒛 is the angular velocity vector of the

moon, and U is the gravitational potential given by

U “ U1 ` U2 `
`

𝑟3 𝒓𝑇 𝝆 `
𝐽0

𝑟5 𝒓𝑇 𝝆. (20)

9



Fig. 6 Frames and dynamical quantities definitions for the Zonal Hill Problem.

The variables

U1 “
`

𝑟1
´

1
3
𝐽0

𝑟3
1

˜

3
𝑧2

𝑟2
1

´ 1

¸

, (21)

U2 “
[

𝜌
, (22)

stand for the gravitational potentials of the primary and secondary body, respectively, with [ as the gravitational

parameter of the moon, and 𝜌 “ }𝝆}, 𝑟1 “ }𝒓1} “ }𝒓 ` 𝝆}, 𝑟 “ }𝒓}. It is assumed that the gravitational potential of the

moon has negligible effects on the motion of the planet, i.e., [ ăă `. Under this assumption, Eq. (19) may be rewritten

as

𝝆›› ´ 2
𝑟›

𝑟
𝝆› ´ 2𝜔0

”

𝑟›

𝑟
p𝒛 ˆ 𝝆q ´ p𝒛 ˆ 𝝆›q

ı

` 𝜔2
0 p𝒛 ˆ 𝒛 ˆ 𝝆q “

1
𝑓 2 ∇U, (23)

where p¨q› denotes differentiation with respect to 𝜏, and

9𝝆 “ 𝝆› 𝑓 , (24a)

:𝝆 “ 𝝆›› 𝑓 2 ` 𝝆› 𝑓 › 𝑓 , (24b)

𝛀 “ 𝑓 𝜔0𝒛, (24c)

9𝛀 “ 𝜔0 𝑓
› 𝑓 𝒛, (24d)

𝑓 “
d𝜏
d𝑡

“
d𝜏
d\

9\ “
𝐻0
𝜔0

1
𝑟2 , (24e)

𝑓 › “ ´2
𝑟›

𝑟
𝑓 . (24f)

Then, introducing pulsating coordinates such that 𝝆 “ [̄ 𝑟 �̃�, where [̄ “

´

[

`

¯p1{3q

is the cubic root of the mass ratio

between the two primaries, yields

�̃�›› ´ ℎ �̃� ` 2𝜔0 p𝒛 ˆ �̃�›q ` 𝜔2
0 p𝒛 ˆ 𝒛 ˆ �̃�q “

ˆ

1
[̄2 𝑟2 𝑓 2

˙

∇̃U, (25)

10



with

ℎp𝜏q :“
2𝑚

`

cn2p𝜏q dn2p𝜏q ´ sn2p𝜏q dn2p𝜏q ´ 𝑀 sn2p𝜏q cn2p𝜏q
˘

Δ
, (26)

and ∇̃ as the gradient with respect to the nondimensional vector �̃�.

If 𝜌 ăă 𝑟 , Eq. (21) can be expanded about 𝑟 up to the second order in 𝜌:

U1 »
`

𝑟
`

𝐽0

3 𝑟3 ´
𝐽0

𝑟5 𝝆𝑇 𝒛 𝒛𝑇 𝝆 . . .

´
`

𝑟3 𝒓𝑇 𝝆 ´
𝐽0

𝑟5 𝒓𝑇 𝝆 . . .

`
`

2 𝑟3 𝝆𝑇
`

´𝐼 ` 3 �̂� �̂�𝑇
˘

𝝆 . . .

`
𝐽0

2 𝑟5 𝝆𝑇
`

´𝐼 ` 5 �̂� �̂�𝑇
˘

𝝆, (27)

where 𝐼 is the 3-by-3 identity matrix. Then, Eq. (20) can be simplified in

U » U2 `
`

2 𝑟3 𝝆𝑇 𝐽 𝝆 `
𝐽0

2 𝑟5 𝝆𝑇 𝐾 𝝆 (28)

where

𝐽 “

»

—

—

—

—

—

—

–

2 0 0

0 ´1 0

0 0 ´1

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, (29a)

𝐾 “

»

—

—

—

—

—

—

–

4 0 0

0 ´1 0

0 0 ´3

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, (29b)

and without taking into account terms of Eq. (27) that do not depend explicitly on the spacecraft’s position vector.

Finally, the expression of the gravitational potential becomes:

U » [̄2 `

𝑟
Ũ, (30)

where

Ũ “
1
�̃�

`
1
2
�̃�𝑇

ˆ

𝐽 `
3
2
𝐽2 Δ

2 𝐾

˙

�̃�, (31)

11



and

𝐽2 “ 𝐽2

ˆ

𝑅𝑒

𝛼

˙2
. (32)

Substituting Eq. (30) into (25) yields

�̃�›› ` 2𝜔0 p𝒛 ˆ �̃�›q “ 𝜔2
0 ∇̃W̃, (33)

where

W̃ “

„

¯̀
Δ
Ũ `

1
2
�̃�𝑇 p𝐻 ´ 𝑍 𝑍q �̃�

ȷ

, (34a)

¯̀ “
` 𝛼

𝐻2
0
, (34b)

𝐻 “ ℎ̄
Γ

Δ
𝐼, (34c)

ℎ̄ “
2𝑚
𝜔2

0
, (34d)

Γp𝜏q “
`

cn2p𝜏q dn2p𝜏q ´ sn2p𝜏q dn2p𝜏q ´ 𝑀 sn2p𝜏q cn2p𝜏q
˘

, (34e)

𝑍 “

»

—

—

—

—

—

—

–

0 ´1 0

1 0 0

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (34f)

It follows that
$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

𝑥›› ´ 2𝜔0 �̃�
› “ 𝜔2

0 W̃�̃� ,

�̃�›› ` 2𝜔0 𝑥
› “ 𝜔2

0 W̃�̃� ,

𝑧›› “ 𝜔2
0 W̃�̃� ,

(35)

where

W̃�̃� “

„

¯̀
Δ

ˆ

´
1
�̃�3 ` 2 ` 6 𝐽2 Δ

2
˙

` 1 ` ℎ̄
Γ

Δ

ȷ

𝑥, (36a)

W̃�̃� “

„

¯̀
Δ

ˆ

´
1
�̃�3 ´ 1 ´

3
2
𝐽2 Δ

2
˙

` 1 ` ℎ̄
Γ

Δ

ȷ

�̃�, (36b)

W̃�̃� “

„

¯̀
Δ

ˆ

´
1
�̃�3 ´ 1 ´

9
2
𝐽2 Δ

2
˙

` ℎ̄
Γ

Δ

ȷ

𝑧. (36c)
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Eq. (35) can be further simplified by introducing a “ 𝜏{𝜔0 as the final independent variable of the system:

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

𝑥2 ´ 2 �̃�1 “ W̃�̃� ,

�̃�2 ` 2 𝑥1 “ W̃�̃� ,

𝑧2 “ W̃�̃� ,

(37)

where p¨q1 denote differentiation with respect to a. It is worth noting that \ “ \𝑐 ` 𝜔0 𝜏 “ \𝑐 ` a implies
dp q

da
“

dp q

d\
,

thus explaining the choice of p¨q1 as the differentiation symbol. However, we highlight that \ and a vary across different

domains, with the former being defined over r0, 2 𝜋s and the latter spanning across r0, 2𝐾 𝜔0s. A quick derivation

provided in the appendix can also demonstrate how the system (37) reduces to the equations of the elliptical Hill problem

[14] when 𝐽2 “ 0.

IV. Solutions of Interest
The equations of the ZHP can be rewritten as a system of first-order ordinary differential equations via

𝑿1 “ 𝒉pa, 𝑿, 𝒑q “

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

�̃�,

�̃�,

�̃�,

W̃�̃� ` 2 𝑣,

W̃�̃� ´ 2 𝑢,

W̃�̃� ,

(38)

where 𝑿 “

„

𝑥, �̃�, 𝑧, �̃�, �̃�, �̃�

ȷ

, and 𝒑 “

„

¯̀, 𝐽2, 𝑚, 𝜔0

ȷ

. Eq. (38) depends explicitly on the independent

variable a via the Δ terms appearing in Eq. (36) and is 𝑇-periodic with 𝑇 “ 2𝐾 𝜔0:

𝒉pa ` 𝑇, 𝑿, 𝒑q “ 𝒉pa, 𝑿, 𝒑q.

As a non-autonomous time-periodic system, the ZHP admits isolated resonant periodic orbits along with families of

two-dimensional quasi-periodic invariant tori that replace the continuum of periodic orbits found in its autonomous

counterpart, i.e., the Circular Hill Problem (CHP) [30]. Starting from the equilibrium points and periodic orbits available

in the literature, an homotopy continuation approach can be implemented to locate periodic and quasi-periodic solutions

of Eq. (38) [16, 31, 32]. Examples of both of these dynamical substitutes can be found in the following subsections.
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A. Dynamical Substitutes of Equilibrium Points

The CHP is known to have two equilibrium points along the host-planet and anti-host-planet directions[8].

These equilibrium points are typically referred to as 𝐿1 and 𝐿2 and have CHP normalized coordinates given by
„

´ 3
a

1{3 0 0 0 0 0
ȷ

and
„

3
a

1{3 0 0 0 0 0
ȷ

, respectively. The original coordinates remain valid in

the elliptical Hill problem while using pulsating normalized coordinates to search for candidate periodic orbits that

would substitute the original equilibrium points near the surface of the planetary moon. Indeed, the same periodic orbits

can be also found in the ZHP while setting the 𝐽2 of the host planet to zero (see Appendix for proof).

By gradually increasing the value of 𝐽2 till a desired upper bound (e.g., the second zonal harmonics coefficient of

Saturn, 𝐽2 “ 0.016298) it is possible to grow the original solutions under the influence of the oblateness of the host

planet. Figure 7 showcases examples of resonant periodic orbits (𝑇 “ 2𝐾 𝜔0 as for the period of the planetary moon

around the host planet) as seen with respect to the surface of Phobos, Io, and Enceladus, respectively.

In all cases, the differential correction of the trajectory is carried out using a collocation method with 101 nodes and

7-th order Lagrange polynomials [20, 32]. The algorithm seeks for solutions of the two-point boundary value problem

given by Eq. (38) and the boundary conditions

𝒄p𝑿0, 𝑿𝑇q :“ 𝑿𝑇 ´ 𝑿0 “ 0, (39)

where 𝑿0 and 𝑿𝑇 are the initial and final conditions of the spacecraft after time 𝑇 “ 2𝐾 𝜔0, respectively. Notice

that phase conditions and parametrizing equations do not need to be included into the constraint vector 𝒄, owing to

the time-dependent nature of the problem and the fact that existing periodic orbits would be isolated at best[9, 33].

In principle, pseudo-arclength continuation should be appended to Eq. (39) with 𝐽2 as a free varying variable in

the predictor-corrector algorithm arising from the numerical solution of the two-point boundary value problem [34].

However, this step was deemed unnecessary after noticing that quadratic convergence could be achieved in 3 to 5

iterations for all 𝐽2 P r0, 0.016298s and different planetary moon systems.

The resulting trajectories follow a closed egg-shaped path which is the farthest from the planetary moon when a “ 0

(corresponding to the moon being at the apoapsis of its orbit around the host planet). Both the 𝐿1 and 𝐿2 dynamical

substitutes evolve in a counter-clockwise direction as seen from the top of the planet’s equatorial plane. All orbits are

found to be highly unstable with a maximum monodromy matrix eigenvalue of approximately 7 ˆ 106. Consequently,

stable and unstable manifolds emanate from each of the L1 (first row) and L2 (second row) dynamical substitutes as

shown in Figure 8. We choose the Saturn-Enceladus system as an example, although similar plots can be drawn for any

arbitrary planetary moon system. The two-dimensional manifolds shadow the stable and unstable manifolds of the CHP

until they intersect the surface of the planetary satellite at a longitude and impact angle that depends on the physical

parameters of the problem. States remain located in the equatorial plane of the host planet regardless of the different a
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Fig. 7 From top to bottom: Equilibrium points dynamical substitutes in the ZHP for Phobos (Mars’ 𝐽2 “

1960.45 ˆ 10´6), Io (Jupiter’s 𝐽2 “ 0.014736), and Enceladus (Saturn’s 𝐽2 “ 0.016298).

values encountered throughout the numerical propagation of the 70 spacecraft trajectories utilized to approximate the

two-dimensional invariant surfaces (see color code of Fig. 8).

B. Dynamical Substitutes of Periodic Orbits

Similarly to equilibrium points, periodic orbits found under the assumptions of the CHP can be also continued in

the ZHP by noticing that the resulting invariant sets would be of dimension one more [31, 32]. It follows that entire

families of two-dimensional quasi-periodic invariant tori can be generated starting from databases of CHP periodic

orbits available in the literature [12, 30].

Recall that computing a two-dimensional quasi-periodic invariant torus is equivalent to finding a numerical

approximation for a diffeomorphism 𝒖p𝜽q : r0, 2 𝜋s ˆ r0, 2 𝜋s Ñ T P R6 such that motion on the surface of T can be

15



(a) (b)

(c) (d)

Fig. 8 Stable and Unstable manifolds emanating from the L1 (top) and L2 (bottom) dynamical substitutes.

characterized by two incommensurate frequencies: 𝜽 1 “ 𝝎 “

„

𝜔1 𝜔2

ȷ𝑇

P R2 [35]. The first of these two frequencies

is usually referred to as the longitudinal or toroidal frequency of the manifold, whereas the latter is often referred to as

the latitudinal or poloidal one. As long as 𝜔1{𝜔2 R Z, quasi-periodic trajectories on the surface of T will densely cover

the manifold as time grows to infinity. It is also expected that the angular variable \2 would be rotated by an angular

quantity 𝜌 “ 𝜔2 𝑃 during the time span of a full revolution in the toroidal direction \1 (i.e., 𝑃 “ 2 𝜋{𝜔1). The quantity

𝜌 is known in the dynamical systems theory literature as the rotation number of a torus [35]. Given 𝒖p¨q, 𝑃, and 𝜌,

motion on the surface of the manifold can be fully characterized at all times, thus enabling insight into the chaotic

dynamics of the ZHP.

In order to calculate two-dimensional invariant tori, the GMOS algorithm available in the literature [21–24] is hereby

modified to account for time-periodic effects as shown in [16, 32, 36, 37]. The main idea is that each point of a CHP

periodic orbit 𝑿p𝑡q, 𝑡 P r0, 𝑃s should transform into a one-dimensional curve C𝑡 :“ t𝑿|𝑿 “ 𝒖p𝑡, \2q, @\2 P r0, 2 𝜋su as

shown in Figure 9. Associating 𝑡 with the longitudinal direction of a torus (\1 “ 2 𝜋 𝑡{𝑃) enables re-defining C𝑡 as
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Fig. 9 Transition from CHP periodic orbits to ZHP quasi-periodic trajectories.

C\1 :“ t𝑿|𝑿 “ 𝒖p\1, \2q, @\2 P r0, 2 𝜋su and demonstrates how C\1 must be invariant under the stroboscopic mapping

𝜑𝑃 : R6 Ñ R6 defined by the solution flow of (38) evaluated over time 𝑃. Indeed, for motion on a two-dimensional

torus,

𝜑𝑃p𝒖p\1, \2qq “ 𝒖p\1 ` 𝜔1 𝑃, \2 ` 𝜔2 𝑃q,

“ 𝒖p\1 ` 2 𝜋, \2 ` 𝜌q,

“ 𝒖p\1, \2 ` 𝜌q P C\1 . (40)

Let us now denote

𝒁0 “

„

𝒖 p\1, 0q
𝑇
, 𝒖

ˆ

\1,
2 𝜋
𝑁

˙𝑇

, . . . , 𝒖

ˆ

\1,
2 𝜋 p𝑁 ´ 1q

𝑁

˙𝑇
ȷ𝑇

(41)

as the collection of 𝑁 equally spaced points along the candidate invariant curve C\1 , with \2 “ 2 𝜋 𝑛{𝑁 , 𝑛 “ 0, . . . , 𝑁´1.

For time-periodic systems like Eq. (38), the poloidal angular variable of the quasi-periodic torus is often associated with

the independent variable of the problem. In the case of the ZHP,

\2 “ 2 𝜋 a{p2𝐾 𝜔0q (42)

implies that each of the candidate quasi-periodic trajectories in Eq. (41) corresponds to a specific phasing between the
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planetary moon and its host planet. Furthermore,

\1
2 “ 𝜔2 “ 2 𝜋{p2𝐾 𝜔0q, (43)

and

𝜌 “ 2 𝜋 𝑃{p2𝐾 𝜔0q, (44)

where 𝑃 is the period of the original CHP periodic orbit.

Having fixed 𝑃 and 𝜌, it is now possible to integrate the equations of motion (38) for each of the 𝑁 candidate

quasi-periodic trajectories and undo the poloidal rotation caused by the latitudinal frequency of the torus by means of

the Discrete Fourier Transform (DFT)[23]. Given

𝒁𝑃 “

„

𝒖 p\1, 𝜌q
𝑇
, 𝒖

ˆ

\1,
2 𝜋
𝑁

` 𝜌

˙𝑇

, . . . , 𝒖

ˆ

\1,
2 𝜋 p𝑁 ´ 1q

𝑁
` 𝜌

˙𝑇
ȷ𝑇

, (45)

one can calculate the Fourier coefficients of C\1 via

�̂�𝑃r𝑘s “

𝑁´1
ÿ

𝑛“0
𝒖

ˆ

\1,
2𝜋 𝑛
𝑁

` 𝜌

˙

𝑒´2𝜋 𝑗p𝑛 𝑘{𝑁q, (46)

and obtain a numerical approximation for any arbitrary point on C\1 , including

𝒖p\1, \2 ´ 𝜌q “ 𝑅´𝜌r𝒖p\1, \2qs,

“
1
𝑁

𝑁´1
ÿ

𝑘“0
�̂�𝑃r𝑘s 𝑒 𝑗 𝑘 p\2´𝜌q,

“
1
𝑁

𝑁´1
ÿ

𝑘“0
�̂�1
𝑃r𝑘s 𝑒 𝑗 𝑘 \2 . (47)

Equation (47) demonstrates the effects of a rotation operator 𝑅´𝜌, which acts on the Fourier coefficients of C\1 in

order to rotate the ensemble of the 𝑁 equally spaced points 𝒁𝑃 by an angular quantity ´𝜌. Rewritten in matrix form,

Eq. (47) becomes

r𝑅´𝜌s “ r𝐷´1sr𝑄´𝜌sr𝐷s, (48)

where r𝐷s and r𝐷´1s are the DFT and inverse DFT matrices, respectively, and r𝑄´𝜌s is a diagonal matrix that rotates

the Fourier coefficients �̂�𝑃r𝑘s of C\1 by 𝑒´ 𝑗 𝑘 𝜌 [24, 37].

Combined with Eq. (41) and (45), Eq. (48) yields a set of 6 𝑁 constraints that must be satisfied by any collection of
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𝑁 equally spaced points 𝒁0 along any arbitrary invariant curve C\1 of 𝜑𝑃:

𝑮p𝒁0, 𝒁𝑃q :“ r𝑅´𝜌s𝒁𝑃 ´ 𝒁0 “ 0. (49)

The degeneracy along the longitudinal direction of the torus can be removed with the addition of a phase condition

𝑝p𝒁0q :“
〈
𝒁0 ´ �̃�0,

B �̃�0
B\2

〉
“ 0 (50)

in which �̃�0 denotes a previously known solution obtained from either the last iteration or the initial guess of the

numerical continuation procedure. The final nonlinear set of equations given by Eq. (49) and (50) defines a well-posed,

p6 𝑁 ` 1q-dimensional, two-point, boundary value problem that can be solved iteratively by means of Newton’s method

with

𝒁0 » �̃�0 “

„

𝑿𝑇p0q, 𝑿𝑇p0q, . . . , 𝑿𝑇p0q

ȷ𝑇

P R6 𝑁 (51)

as an inaccurate initial guess.

In Eq. (51), 𝑿p0q represents the initial conditions of the original CHP periodic orbits, which are simply repeated

over \2 “ 2 𝜋 𝑛{𝑁 , 𝑛 “ 0, . . . , 𝑁 ´ 1 to generate a rough approximation of the first invariant curve. Regardless of this

coarse approximation, the collocation version of the GMOS algorithm successfully converges onto a quasi-periodic

invariant torus with 𝐽2 “ 0 after 4 to 7 iterations. The value of the host planet’s oblateness is later increased until the

original CHP periodic orbit is fully transitioned into the ZHP of the planetary system under consideration (10 steps

till the actual 𝐽2 value of the planet is reached). The proposed approach is an example of a zeroth-order homotopy

continuation [34] since the 𝐽2 of the planet is actually kept constant throughout the corrector part of the algorithm. This

formulation spares users from calculating the partial derivatives of Eq. (49) with respect to 𝐽2 and does not seem to

affect the robustness nor the quadratic convergence of Newton’s method. For the same reasons, the rotation number 𝜌 is

also not included in the vector of unknowns, but only updated in the predictor part of the algorithm to the theoretical

value of Eq. (44).

Figure 10 illustrates several examples of two-dimensional quasi-periodic orbits obtained in the ZHP of the Mars-

Phobos, Jupiter-Io, and Saturn-Enceladus systems. All of the invariant manifolds have been generated with 101

collocation nodes and 7-th order Lagrange polynomials, similarly to the dynamical substitutes of the 𝐿1 and 𝐿2

equilibrium points. The candidate trajectories for the zeroth-order homotopy continuation were arbitrarily picked from

a pre-computed database of quasi-satellite, 𝐿2 northern halo, and 𝐿1 Lyapunov planar orbits with 𝑃 “ 5.0, 2.5 and

3.5 in CHP normalized units, respectively. Zoom-ins of the final solutions (i.e., the ones with 𝐽2 “ 1960.45 ˆ 10´6,

𝐽2 “ 0.014736, and 𝐽2 “ 0.016298) are included in the plots to demonstrate the transition of the original periodic

orbit into a collection of one-dimensional invariant curves for the stroboscopic mapping 𝜑𝑃 . A color code is also used
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(a)

(b) (c)

Fig. 10 Examples of Quasi-periodic invariant tori in the ZHP. a) Dynamical substitute of a quasi-satellite orbit
around Mars with 𝑃 “ 5.0 in CHP normalized units; b) Quasi-halo torus near the Jupiter-Io 𝐿2 orbit with
𝑃 “ 2.5; a) Dynamical substitute of a 𝐿1 Lyapunov planar orbit with 𝑃 “ 3.5 in CHP normalized units.

to showcase the relationship between the poloidal angle of the torus and the phasing of the moon’s orbit around the

host planet. For both the invariant tori around Io and Enceladus, it is found that quasi-periodic trajectories would be

the closer to the planetary moon the closer the latter is with respect to the surface of its host planet (a values around

𝐾 𝜔0, corresponding to the moon’s periapsis). Along the leading and trailing edges of Phobos, instead, the spacecraft

would be the closest to the surface of the Martian moon when modpa, 2𝐾 𝜔0q » 0. A stability analysis enabled by

the GMOS algorithm also confirms that retrograde quasi-periodic orbits around Phobos would remain stable even in

the presence of Mars’ 𝐽2 perturbations. Similarly, stable and unstable manifolds are confirmed to emanate from the

dynamical substitutes of the northern 𝐿2 halo and 𝐿1 Lyapunov planar orbits found in the vicinity of Io and Enceladus,

respectively. The computed quasi-periodic trajectories are portrayed in Fig. 11 and enable high-fidelity transfer analyses

near the surface of these planetary moons.
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(a) (b)

Fig. 11 Stable and unstable manifolds emanating from hyperbolic quasi-periodic tori near Io (a) and Enceladus
(b).

V. Conclusions
This paper introduced the equations of the ZHP to enable new and higher-fidelity simulations of the dynamics

of spacecraft near planetary moons. The equations of motion were found to be non-autonomous and time-periodic,

as it follows from the analytical solution of the zonal equatorial problem between the planetary moon and its host

planet. A zeroth order homotopy continuation was therefore proposed to include the oblateness of the host planet

into the dynamical evolution of a spacecraft, as well as transition equilibrium points and periodic orbits into their

periodic and quasi-periodic dynamical substitutes. Our algorithm is based on the collocation formulation of the GMOS

algorithm, enabling fast and robust calculation of two-dimensional invariant tori that populate the phase space of the

ZHP. Examples of novel and higher-fidelity trajectories in the vicinity of Phobos, Io and Europa were presented, along

with stable and unstable manifolds emanating from newly found hyperbolic solutions.

A. Appendix: Reduction to Elliptical Hill Problem when 𝐽2 “ 0

When 𝐽2 “ 0, the third root emerging from Eq. (4) is also equal to zero (i.e., 𝛾 “ 0). Therefore, 𝑀 “ 0,

𝑔 “ 2{
?
𝛼 𝛽 “ 2{

a

𝑎2 p1 ´ 𝑒2q, and 𝜔0 “ 2. From 𝑟 “
𝑎 p1 ´ 𝑒2q

1 ` 𝑒 cos p 𝑓 q
“
𝛼

Δ
, it also follows that

sn2pa{𝜔0q “ sn2p𝜏q “ cos2 p 𝑓 {2q, (52)

where 𝑓 is the true anomaly of Phobos, along with cnp𝜏q
2

“ 1 ´ sn2p𝜏q “ sin2 p 𝑓 {2q and dnp𝜏q “ 1.
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The term
¯̀
Δ

can be now manipulated into

¯̀
Δ

“
`

𝐻2
0
𝑟 “

1
1 ` 𝑒 cos 𝑓

, (53)

whereas

ℎ̄
Γ

Δ
“
𝑚

2
pcn2p𝜏q ´ sn2p𝜏qq

1 ` 𝑚 sn2p𝜏q
,

“
𝑚

2
psin2 p 𝑓 {2q ´ cos2 p 𝑓 {2qq

1 ` 𝑚 sin2 p𝜏q
,

“ ´
𝑒 cos p 𝑓 q

1 ` 𝑒 cos p 𝑓 q
. (54)

Substituting all the terms back into Eq. (35) yields

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

𝑥2 ´ 2 �̃�1 “ W̃�̃� ,

�̃�2 ` 2 𝑥1 “ W̃�̃� ,

𝑧2 “ W̃�̃� .

(55)

where

W̃�̃� “

„

1
1 ` 𝑒 cos 𝑓

ˆ

´
1
�̃�3 ` 3

˙ȷ

𝑥, (56a)

W̃�̃� “

„

1
1 ` 𝑒 cos 𝑓

ˆ

´
1
�̃�3

˙ȷ

�̃�, (56b)

W̃�̃� “

„

1
1 ` 𝑒 cos 𝑓

ˆ

´
1
�̃�3

˙

´ 1
ȷ

𝑧. (56c)

Note that the system Eq. (55) is equivalent to the elliptical Hill problem[9, 14, 16] as long as

dp q

da
“

dp q

d\
“

dp q

d 𝑓
,

which is valid under the assumptions of the TBP (i.e., 𝐽2 “ 0, implying that the argument of periapsis stays constant).
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