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Uncertainty-aware Navigation in Crowded Environment

Emmanuel ALAO1, and Philippe MARTINET1

Abstract— Robots are now widely used around humans, in
homes and public places like the museums, all due to their
many benefits. These autonomous robots are called social or
service robots and they always find it difficult to navigate
in crowded environments; largely because of the high level
of uncertainty in observing and predicting human behaviours
in a highly dynamic environment. Uncertainty is propagated
during prediction and might grow to levels that renders the
whole environment unsafe for the robot leading to the so-
called Freezing Robot Problem – FRP. This work presents our
proposed approach to proactively account for various uncer-
tainties during the robot’s motion planning using a stochastic
Nonlinear Model Predictive Controller (SNMPC). Additionally,
using numerical optimization methods enables the planner to
compute new control commands in realtime.

I. INTRODUCTION
In recent years, there have been growing interests in

service robots used explicitly in daily applications at homes,
offices and public places such as indoor shopping malls,
in museums, or in hospitals [1]. Most of the services they
perform require safe and efficient navigation in crowded
environments which is still an open problem in robotics [2]
and [3]. However, results from a long-term study of the
workflow in some public environment also show that the
actions of state-of-the-art service robots often fail to fulfil
people’s expectations [4]. The state of the art approaches
that have been employed in path planning with a focus
on social awareness, uncertainty and solving the Freezing
Robot Problem –FRP, are usually an extension of multi-
agent collision avoidance and learning-based techniques with
additional parameters that makes the algorithms socially
compliant [5]. Classical motion planning algorithms gener-
ally employ the deterministic model by ignoring uncertainty,
which may be sufficient in static environments or when an
accurate information about future locations of the humans
are available (an example is using motion capture cameras).
A novel solution to the FRP problem is to use more informed
models that constrain the uncertainty by assuming a low and
constant predictive covariance in each agent’s uncertainty,
using a probabilistic model close to a near perfect prediction
of the human motion [6]. In [7] it was shown that even with
more accurate predictive models, FRP still occur given a
dense enough crowd. The Social Force Model (SFM) [8],
[9], is a state of the art model for representing human-
human interaction and has been extended to human-robot
interaction. It is based on the proxemics theory which defines
the different invisible regions of intimacy around people.
Humans tend to move towards their destination while avoid-
ing obstacles and other pedestrians [10]. However, ESFM
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is a reactive planner that does not proactively predict the
uncertainty in human motion [11], for instance the robot
can easily collide with humans moving fast. Uncertainties
in paths modelling and predictions are usually modelled
as Gaussian processes and have been applied to pedestrian
trajectory in [12]. A pioneering approach using an interacting
Gaussian processes (IGP) was developed in [7] and [6] based
on coupled output Gaussian Processes. FRP was perceived
as a joint collision avoidance and cooperative planning
problem amongst the crowd. An Hybrid Reciprocal Velocity
Obstacle (HRVO) introduced in [13] was combined with
ESFM to form a Proactive Social Motion Model (PSMM).
A recent solution to the FRP by [14] uses a planner that
efficiently captures the dynamics of obstacles in a crowded
environment. The possible paths between the pedestrians
were referred to as dynamic channels, which were formulated
as a graph search in a triangulation space. In order to
obtain socially better results, [15] uses various models of
possible human scenarios such as group motion to augment
the prediction and induce a cooperative motion behaviour
in the robot. Cutting edge machine learning approach like
inverse reinforcement learning (IRL) in [16] have also been
employed to learn pedestrian decisions and interaction model
from human trajectory data. They are limited in scale and
will require huge amount of data to be generalised to several
crowded environments. Our approach is closely related to
[17] and [18] where the uncertainties in the system are
modeled as a stochastic model predictive control problem,
our methodology explicitly impose social behaviour and
prevention of the freezing robot problem based on the social
force model and the dynamic channel. The paper is organized
as follows: section II presents some preliminaries, section III
develops the proposed approach, section IV shows the results
obtained, and finally section V concludes the article.

II. PRELIMINARIES

During path planning, most research assume that, there
exist a sensor in the global (inertial) frame, while some
perform a transformation of the state of the pedestrian from
the robot frame to the Inertial frame before computing the
optimal trajectory. Both approach lead to the propagation of
the errors in the SLAM algorithm to the trajectory planner
which is undesirable. In this work, a more realistic situation
is considered, where the robot can only rely on sensors with
limited range mounted on the robot, for instance a lidar
scanner with about 5-10 meters range. Hence, the robot will
try to estimate only the state of pedestrians within the sensor
range, and then find an optimal path in a dynamic channel
that leads to the goal as shown in figure 1.



Fig. 1: Uncertainty-aware Dynamic Channel

A. Robot

The state of the robot in the environment can be described
as xr(t) = [xr(t), yr(t), θr(t)]

T and the control inputs
u(t) = [vvv(t), ωr(t)]

T , with xr(t) and yr(t) representing
the position of the robot and θr(t) its orientation, vvv(t) is
its linear velocity vector and ωr(t) is the angular velocity
all as a function of time. Besides the robot state, another
important property of the robot to be considered in the path
optimization problem, are its kinematic limits, such as its
velocity and acceleration during motion. For the velocity we
have,

umin ≤ u(t) ≤ umax, ∀t ∈ [t0, T ], (1)

where t0 and T are the current time and the total motion
time.

B. Pedestrian Model

For safe and efficient navigation, the robot needs to predict
the motion of the pedestrians. The motion of humans in a
crowd cannot be predicted precisely. Good results can be
obtained using a Bayesian filter like the Kalman filter to
track pedestrian position and estimate their states with the
Constant velocity (CV) motion model:

xp(t) = Axp(t) + w(t)

zzzp(t) = C(t)xp(t) + ξξξ(t) (2)

where xp represents the pedestrian state and zzzp(t) the
measurement at time t. Also, w ∼ N (0, Q) is the process
noise and ξξξ ∼ N (0, R) is the measurement noise. Both
are assumed independent and identically distributed (i.i.d.)
Gaussian random variables with zero mean and variance
Q and R respectively. However, this model fails when the
estimation is done in the robot frame. A model that considers
the motion of the moving robot is proposed in this work.

C. Uncertainty and Optimization Problem
Robot, pedestrians, and other obstacles in the environment

that influence the motion planning problem are required to
formulate the constraints and variables of the optimization
problem. A typical optimal control problem that satisfy the
earlier mentioned conditions can be formulated as:

min
{x,u,p}

∫ T

t0

[l(t, x(t), u(t), p) + E(T, x(T ), p) (3a)

s.t x(t0) = x0, (3b)
ẋ(t) = f(t, x(t), u(t), p) ∀t ∈ [t0, T ], (3c)
y(t) = h(t, x(t), u(t), p) ∀t ∈ [t0, T ], (3d)

0 ≥ c(t, y(t), u(t), p) ∀t ∈ [t0, T ], (3e)
0 ≥ cend(T, x(T ), p) (3f)

here, x ∈ Rnx denotes the nx dimensional state vector of
the robot, u ∈ Rnu is the nu dimensional vector of control
inputs, p ∈ Rnp is the np dimension of free parameters in
the system equation. The OCP aims to minimise an objective

function (3a) that contains a running-cost (or Lagrange term)
l and an end-cost (or Mayer term) E. The optimization
problem can be subjected to an initial constraint on the states
x0, a dynamic constraint (3c) (usually the system ODE),
algebraic constraint (3d), as well as initial and end boundary
constraints on the states, controls and parameters.

III. METHODOLOGY
This section dives into the presentation of the proposed

model for estimating the pedestrian motion, followed by
the formulation of the additional objective and constraint
functions for the Stochastic NMPC, then the creation of the
uncertainty-aware dynamic channel. We assume a discrete
time system in the rest of the paper.

A. Pedestrian State Estimation Model

The failure of the Constant Velocity (CV) model in Eqn. 2,
comes from the changing frame of the robot during motion,
which is why we propose a model that takes into account
the motion of the robot:

xi
p,k+1 = R̃(δθ)

pi
p,k + vi

p,k∆t− vvvr,k+1∆t
vi
p,k

rip,k

+

 1
2

wk∆t2

wk∆t
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(4)
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i
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T ∈ Xp ⊂ R5 denotes the state
(position, velocity and radius) of pedestrian i ∈ Np, uk+1 =
[vvvr,k+1, ωr,k+1]

T are the robot control inputs at time step
k + 1, and δθ = ωr,k+1∆t is the instantaneous change in
robot orientation. The robot control inputs can be obtained
from odometry or directly from the NMPC algorithm, note
that we get back the constant velocity (CV) model when
uk+1 = 0.

The Extended Kalman Filter (EKF) is used to estimate the
state of the pedestrians. The EKF is a parametric Bayesian
filter that can estimate the state of nonlinear differential
functions.

B. Pedestrian Tracking

The fact that the sensor is onboard the robot and their
limited range implies that the observed pedestrians will
quickly enter and leave the range of the robot. Hence,
pedestrian tracking is done via a three (3) steps approach:

• Prediction: using the proposed motion model and the
EKF, predict the next state of each tracked pedestrian
and their covariance estimate.

∀i ∈ Np, predict

{
x̂i
p,k+1|k

Pi
k+1|k

• Gating: use the measurement residual ỹk+1 and the
residual covariance Sk+1 from EKF, to compute the
mahalanobis distance between the predicted state x̂i,k+1

and the set of observations (Obv).

d2Mh(i, j) = ỹk+1(i, j) S−1
k+1(i) ỹT

k+1(i, j) (5)

∀i ∈ Np, ∀j ∈ Obv



A validation gate is then applied to prune the obser-
vations d2Mh < G, where G , X 2

k,α is gotten from a
chi-square distribution with kth degree of freedom and
a significance level of α. α is typically set to accept
3σ of the normal distribution around the predicted state
x̂k+1|k.

• Update: the observation inside the validation gate and
closest to the predicted state is then used to update the
pedestrians state. Observations with no matching tracks
are then assigned a new track e.g. xn,k+1 in figure 2.

Fig. 2: Pedestrian tracking using proposed model

C. Uncertainty-aware Proactive Collision Avoidance

For a successful navigation to the goal, the robot is
expected to avoid collision with the pedestrians (including
obstacles) while moving to it’s goal. Collision avoidance
is achieved by adding a constraint to the NMPC problem,
defined as:

CCCpi : rrob + rpi + di ≤ δik, (6)

∀k ∈ {0, 1, ..., N}, ∀i ∈ {0, 1, ..., Np}

here rrob and rpi
are the radius of the robot and pedestrian

Fig. 3: Pedestrian Proxemics constraint is violated in the next
time step due to hard constraint leading to the Freezing Robot
Problem-FRP

Fig. 4: Pedestrian Proxemics with probabilistic constraints
prevents Freezing Robot Problem-FRP

i respectively, while δik = ||pr,k − p̂i
p,k||2 is the euclidean

distance between the position of the robot pr,k and the
pedestrian p̂i

p,k, di is a small margin programmed by the
user. The Non-linear MPC accounts for the radius as well as
the estimated future states of the pedestrians, this look ahead
behaviour leads to proactive collision avoidance. However, to
minimize the objective cost function, the optimization algo-
rithm usually returns a path that is near the collision region
(see thick line in figure 3). Therefore, this hard constraint is
easily violated in a real-world scenario due to the uncertainty
in robot localization and the predicted states of the crowds,
which leads to the freezing robot problem-FRP . To solve
this problem, the proposed methodology is to model the
uncertainty in the planner as a stochastic NMPC problem,
with an additional cost function for each pedestrian and a
collision probabilistic constraint that models the possibility
of the robot colliding with any of the pedestrians over the
prediction horizon, making the distance margin di a soft
constraint:

Jp(dddi, δδδprox) =

N∑
k=1

||dik − δprox||2 (7)

CCCprobi : PrCOLL(pr,k, p̂
i
p,k) ≤ 1− ϵϵϵP , ϵϵϵP ∈ [0, 1] (8)

PrCOLL , 1

1 + fffp
COLL(d

i
k, δ

i
k)

(9)

fffp
COLL(d

i
k, δ

i
k) = Λpe

−(di
k−δik)/σv (10)

here δprox is a user defined proxemics distance and Λp is
a tunable parameter. PrCOLL is the probability of collision
between robot and pedestrian. ϵϵϵP is the collision avoidance
safety factor, for a high safety factor (e.g. ϵϵϵA = 0.9),
a low collision probability is obtained. fffp

COLL(d
i
k, δ

i
k) is

a colision force derived from the social force model that
models the interaction between the robot and the pedestrians.
σv accounts for the uncertainty in the velocity of the moving
pedestrians. This allows for a flexible path (see dashed line in
figure 4) that accounts for the uncertainty in the pedestrians
motion. The stochastic NMPC will therefore minimize the
expected objective function Jp while satisfying the constraint
with a high probability of ϵϵϵA.

D. Boundary Constraints

The boundary obstacles are both structured and unstruc-
tured nonhuman objects in the environment. This often
consist of the walls in the scene and are hereby modelled as
line segments, since they do not posses an exact geometry.
For simplicity, boundary lines are defined by the two points
at their extremities:

Bli , {pi
a,p

i
b} = {(xi

a, y
i
a), (x

i
b, y

i
b)}

To avoid collision with the boundary (walls and other large
obstacles), the robot must ensure it maintains a safe distance
between itself and the closest point on the boundary:

CCCpi
: rrob + diB,k ≤ δiB,k, (11)

∀k ∈ {0, 1, ..., N}, ∀i ∈ {0, 1, ..., NB}

diB,k is a distance margin to the boundary, δiB,k = ||pr,k −
p̂i
B,k(λB)||2 is the euclidean distance between the position

of the robot pr,k and the estimated position of the closest
point on the boundary line p̂i

B,k(λB). It is computed from
the equation of a line given two points, such that:

p̂i
B,k(λB) , pi

a + λB(p
i
b − pi

a) (12)

with

λB =

−−−−→
pi
apr,k ·

−−−→
pi
ap

i
b

||
−−−→
pi
ap

i
b||22

, λB ∈ [0, 1] (13)

where λB is the normalised distance from the robot
center to the closest point on the boundary line. Notice
that the value λB is bounded to range [0, 1] ensuring that
only points on the line are considered. As in the case of
pedestrian collision avoidance, boundary collisions and the
freezing robot problem−FRP that often arise due to the hard
constraints are accounted for by adding a target objective
function:

JB(ddd
i
B , δδδprox) =

N∑
k=1

||diB,k − δproxB ||2 (14)



and a boundary probability constraint defined as:

CCCBli : PrCOLL(pk, p̂
i
B,k(λB)) ≤ 1− ϵϵϵB , ϵϵϵB ∈ [0, 1]

(15)
PrCOLL(·, ·) ,

1

1 + fffB
COLL(d

i
B,k, δ

i
B,k)

(16)

fffB
COLL(d

i
k, δprox) = ΛBe

−(di
B,k−δiB,k)/σvB (17)

similar to the pedestrian collision avoidance,
PrCOLL(pr,k, p̂

i
B,k(λB)) is a measure of the probability

of the robot colliding with the boundary, while
fffB
COLL(d

i
k, δ

i
B,k) is the collision force that models the

proactive interaction between the robot and boundary.

E. Uncertainty-aware Dynamic Channel Convex Hull Con-
straint

Dynamic channel is a novel geometric-interval based
global optimal and heuristically efficient path planner. Plan-
ning a path through the crowd Pτ is achieved using the
Delaunay Triangulation to generate the light gray graph in
(figure 1) denoted as Tτ with pedestrian positions pi as its
vertices. A new graph T ∗

τ is formed with nodes containing
the union of the start, goal and triangle centroid position.
Pedestrians that form the vertices of a gate between two
triangles are all assumed to be cooperative until the robot
is near the gate and the gate is still closed. This uncertain
behaviour is defined by a cost function fcoop, hence the A∗

Algorithm returns the path that minimizes:

T ∗
d = argmin

nnn∈T ∗

∑
||g(nnn) + h(nnn) + fcoop(nnn)|| (18)

where g(nnn) is the cost to move from current node to the
next node, h(nnn) is the heuristic cost towards the goal,
while the cooperative cost function fcoop(nnn) is defined by
a monotonically increasing function:

fcoop =

{
V e(drg+dg) drg < δprox & dg < 2||rrob + rp||
0 otherwise

(19)
where dg is the distance between two pedestrians (nodes)
that form a gate, drg is the distance between the robot
and the centre of the gate, and V is a tunable parameter.
Performing the A* algorithm on the graph T ∗

τ produces the
set of triangles that form the shortest safe path through the
crowd.

The optimization problem is to find the set of robot control
inputs, whose predicted trajectory lies in the convex hull
of the dynamic channel. This is achieved by considering
the vertices of the Dynamic channel as a convex combi-
nation of points that form a convex set. That is for each
point {Conv(DC)|ci ∈ R2, i = 0, · · · , n} in the convex
hull of the dynamic channel, with linear parameters {θθθ :
θ0, · · · , θn}, the optimal trajectory of the robot must satisfy
the condition:

Conv(DC)T · θθθi,k = pi
r,k ∀k ∈ {0, 1, ..., N}, (20)

θi ≥ 0 ∀i ∈ {0, 1, ..., n}, (21)∑
θi = 1 ∀i ∈ {0, 1, ..., n} (22)

F. Receding Horizon Implementation

The stochastic NMPC planner computes the trajectory
using numerical optimization methods. Therefore, only the
first control input u∗

0 is applied to the system after obtaining
the optimal trajectory. This allows for a feedback loop to
check and correct appropriately for the uncertainties in the
motion executed by the robot. Hence, given:

J (x,xref ) = ||xk − xref ||2Qx
state cost (23)

J (u,uref ) = ||uk − uref ||2Qu
control cost (24)

J (xN ,xref ) = ||xN − xref ||2QN
terminal cost (25)

JCOLL(ddd,δδδprox) = ||di
k − δprox||2 collision cost (26)

where x and xref are the robot state and reference state
with a positive design weight Qx ∈ Rnx×nx

≥0 . u and uref are
the robot control input and reference control with positive
design weight Qu ∈ Rnu×nu

≥0 . The terminal cost ensures
the trajectory final pose xN minimizes the distance to the
reference (goal) xref with positive design weight QN ∈
Rnx×nx

≥0 . While the collision cost ensures the proxemics
distance is ensured. Therefore, the stochastic NMPC problem
is to minimize in a receding horizon fashion the objective
function:

J ∗(x,u) = min
x0:N ,u0:N−1

N∑
k=1

J (xk,xref ) +

N−1∑
k=0

J (uk,uref )

+J (xN ,xref ) +

N∑
k=1

JCOLL(ddd,δδδprox)

(27)

s.t x(k0) = x0, (28)
xk+1 = f(xk,uk) ∀k ∈ {0, 1, ..., N}, (29)

yk = h(xk,uk, p) ∀k ∈ {0, 1, ..., N}, (30)
000 ≥ C(yk,uk, p) ∀k ∈ {0, 1, ..., N}, (31)

1− ϵϵϵP ≥ PrCOLL(pr,k, p̂
i
p,k) ∀i ∈ {0, 1, ..., Np} (32)

here x̂i
p,k is the estimated state of the pedestrian, Eqn. 28

is a constraint that ensures the beginning of the trajectory
x(k0) is the same as the robot current pose x0. Eqn. 29
satisfy the system dynamics, while Eq. 30 - 32 are the
equality constraints, inequality constraints and probabilistic
constraints that must be satisfied for safe navigation as
defined in the previous sections.

IV. RESULTS

This section describes the implementation and the per-
formance of the methodology in various scenarios. The re-
sults were obtained from numerous simulations. Our method
was implemented using python and the Robotic Operating
System(ROS). The pedestrians were simulated using an
Extension of the Social force model.

A. Probability of Collision Parameter Evaluation

The most important parameters in our method are the
values of the probability of collision PrCOLL and the safety
distance δprox . We check the effects of the parameter by
setting the safety distance δprox = 0.5m, while the various
values of PrCOLL < [0.1, 0.3, 0.5, 0.7] were considered.



CORRIDOR SNMPC-DC DMPC
No. Agents Smin(E) cr L T Smin(E) cr L T

1 0.32(1.04) 0% 10.20 26.50 -0.25(1.05) 30% 11.46 31.80
2 0.37(1.22) 0% 10.4 27.00 -0.16(1.00) 50% 11.15 32.35
4 0.37(1.15) 0% 10.97 29.00 -0.27(0.97) 60% 13.52 47.80
6 0.22(0.99) 0% 12.22 56.00 -0.21(0.98) 90% 11.52 38.50
CROSSING SNMPC-DC DMPC
No. Agents Smin(E) cr L T Smin(E) cr L T

1 0.55(1.14) 0% 9.75 24.50 1.00(1.51) 0% 10.06 27.70
2 0.58(1.13) 0% 11.80 29.50 0.72(1.39) 0% 11.90 32.60
4 0.11(1.02) 0% 11.63 32.00 -0.04(1.21) 10% 13.06 38.60
6 0.11(1.04) 0% 11.75 33.00 -0.53(1.16) 60% 13.74 41.75

TABLE I: Corridor and Crossing Test Scenario Results, showing minimum safety distance and the mean (Smin(E)), collision
rate (cr), trajectory length (L) and time taken to reach goal (T )

Fig. 5: The effects of various Probability of collision as seen
in the World Frame with the robot (red) avoiding collision
with a pedestrian(blue)

Figure 5 shows the scenario as seen in the world frame,
to ensure a safety distance above δprox the probability of
collision PrCOLL < 0.3.

B. Performance in Test Scenarios

The proposed stochastic NMPC with dynamic channel
(SNMPC-DC) method was evaluated using various metrics
to measure its safety and efficiency. The safety distance
measures the distance between the boundary of the robot’s
body and the pedestrians. The collision rate is the ratio of
the number of collisions to the number of attempts (opposite
of the success rate in [5]). The trajectory length and the time
taken corresponds to the total displacement and time it took
the robot to complete the task.

• Corridor test Scenario: In this test the robot is
expected to move in an environment with two walls each
on the left and right side while avoiding collision with
different number of agents (Np ∈ [1, 2, 4, 6]) Figure 6a.
The results shows that our SMPC-DC is able to navigate
successfully with a minimum safety distance of 0.22m
as compared to the deterministic MPC that has a high
collision rate as the density of the pedestrians increases
(Table I). The cooperative constrain introduced by the
Dynamic Channel force the robot to prioritize moving
towards the left hand side of the pedestrian. Also, the
probabilistic constraint in SNMPC-DC enables the robot
to dynamically adapt to the small space.

• Crossing test Scenario: Here the robot is expected
to move towards a goal that is some distance across
an intersection of perpendicular paths Figure 6c. The
collision rate of the deterministic MPC is better in
this scenario as compared to the Corridor test scenario,
this was achieved by waiting for the pedestrians to
pass-by, before crossing the intersection. This is an
automata behaviour that is arguably safe except that the
robot would have remain in the freezing robot state if
the flow of the crowd was continuous. However, our
proposed methodology solve this problem by coopera-
tively moving in the crowd and following the dynamic
channel. This in the long run lead to a collision free
navigation with a minimum safety distance of 0.11m

and an efficient displacement over time (Table I) as the
pedestrians also actively cooperate with the robot.

(a) Corridor SNMPC-DC: robot in
red always move towards the left hand

side of pedestrian

(b) Corridor DMPC: robot in red follow
random shortest path leading to collision

(c) Crossing SNMPC-DC: finds a path
through the crowd instead of waiting

indefinitely for pedestrians to pass

(d) Crossing DMPC: the robot wait
indefinitely for pedestrians to pass

Fig. 6: Time series plot of robot and pedestrian motion in
various scenarios

V. CONCLUSIONS

This paper presented our proposed approach for solv-
ing navigation problems in a crowd with uncertainty by
formalizing the problem as a stochastic model predictive
problem enclosed in a dynamic channel. We first proposed
a model that reduces the estimation errors in the state of
the pedestrians in the robot local frame by accounting for
the motion of the robot. Then we proceed to show how
we formalise the control problem as a stochastic NMPC to
reduce the occurrence of the freezing robot problem−FRP
by adding a proxemics objective function, a probability
constraint and a dynamic channel to make the robot follow a



collision free path in the crowd. The implementation results
shows that the method performs better than the deterministic
MPC. Future works will consider extending the approach to
unstructured environments.
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