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Abstract

Computing persistent homology using Gaussian kernels is useful in the domains of topo-
logical data analysis and machine learning as shown by Phillips, Wang and Zheng [SoCG
2015]. However, contrary to the case of computing persistent homology using the Euclidean
distance or even the k-distance, it is not known how to compute the persistent homology of
high dimensional data using Gaussian kernels. In this paper, we consider a power distance
version of the Gaussian kernel distance (GKPD) given by Phillips, Wang and Zheng, and
show that the persistent homology of the Čech filtration of P computed using the GKPD is
approximately preserved. For datasets in RD, under a relative error bound of ε ∈ (0, 1], we
obtain a dimensionality of (i) O(ε−2 log2 n) for n-point datasets and (ii) O(Dε−2 log(Dr/ε))
for datasets having diameter r (up to a scaling factor).

We use two main ingredients. The first one is a new decomposition of the squared radii
of Čech simplices using the kernel power distance, in terms of the pairwise GKPDs between
the vertices, which we state and prove. The second one is the Random Fourier Features
(RFF) map of Rahimi and Recht [NeurIPS 2007], as used by Chen and Phillips [ALT 2017].

1 Introduction

Persistent homology (PH) is one of the main tools to extract information from data in topo-
logical data analysis. Given a data set as a point cloud in some ambient space, the idea is to
construct a filtration sequence of topological spaces from the point cloud, and extract topological
information from this sequence.

Two main issues are to be faced. First, the data points often live in a very high dimensional
space and computing PH has exponential or worse dependence on the ambient dimension.
It follows that PH rapidly becomes unusable once the dimension grows beyond a few dozens –
which is indeed the case in many applications, for example in image processing, neuro-biological
networks, and data mining (see e.g. Giraud [19]). This phenomenon is often referred to as the
curse of dimensionality. A second major difficulty comes from the fact that data is usually
corrupted by noise and outliers. Indeed, while the PH (computed using offsets to a distance
function) is quite robust to Hausdorff noise, it is not hard to see that the presence of even a
single outlier can significantly affect the PH (see e.g. [10]).
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Persistent Homology beyond the Euclidean distance One approach to circumvent the
issue of outliers is to use distance functions that are more robust to outliers, such as the distance-
to-a-measure (DTM) and the related k-distance (for finite data sets), proposed recently by
Chazal et al. [7]. This approach also has the advantage of compatibility with de-noising tech-
niques such as [8]. However, although DTM is a promising direction, an exact implementa-
tion can have significant cost in run-time. To overcome this difficulty, approximations of the
k-distance have been proposed recently that led to certified (although rather poor) approxima-
tions of PH (Guibas et al. [20]; Buchet et al. [7]). Recently, improved approximations have been
reported using this approach [3].

Another approach to circumvent the issue of outliers involves using kernels (Phillips et
al. [32]). A kernel is a similarity function on pairs of points in an ambient space. Kernel
methods are a mainstay of machine learning and data analysis. One important reason for their
popularity, is the so-called kernel trick, whose underlying idea is to use a mapping φ that maps
the data to some (usually infinite dimensional) Hilbert space H where the kernel function of
a pair of points x, y ∈ RD is equal to the inner product of their images 〈φ(x), φ(y)〉H. As
explained in [32], computing the PH using the kernel distance has certain advantages compared
to the Euclidean or the k-distance, especially for machine learning applications. These include
the existence of ε-coresets [23, 30] as well as some properties of the kernel distance function,
e.g. its sublevel sets map to the superlevel sets of kernel density estimates (commonly used in
machine learning), it is Lipschitz with respect to a smoothing parameter σ which can be varied
for a fixed input, and the kernel distance between two measures is bounded by the Wasserstein
2-distance when σ goes to infinity. These properties of the Gaussian kernel distance were proved
in [32], where an approximate power distance version of the kernel distance – which we call the
Gaussian Kernel Power Distance (GKPD) – was used to compute the PH of some datasets
and compare with the PH computed using existing distance functions. Further progress in
constructing robust persistence diagrams has been recently made in [37] using this approach.

Dimension Reduction and Persistent Homology Coming to the problem of high dimen-
sionality, one of the simplest and most commonly used mechanisms to mitigate the curse of
dimensionality is using random projections, as applied in the celebrated Johnson-Lindenstrauss
Lemma [22] (JL Lemma for short). The JL Lemma states that for any ε ∈ (0, 1), any set of n
points in Euclidean space can be embedded into a space of dimension O(ε−2 log n) with (1± ε)
distortion. Since the initial non-constructive proof of this fact by Johnson and Lindenstrauss
(1984), several authors have given successive improvements, e.g. [21, 14, 1, 2, 27, 24], address-
ing the issues of efficient construction and implementation, using sparse random matrices that
support fast multiplication. Recently, Narayanan and Nelson [29], building on [17, 26], showed
that for a given set of points or terminals, using a non-linear mapping, it is possible to achieve
dimensionality reduction while preserving distances from any terminal to any point in the am-
bient space.

The JL Lemma has also been used by Sheehy [35] and Lotz [25] to reduce the complexity
of computing PH for point sets of bounded cardinality or Gaussian width. Lotz’s result also
implies dimensionality reductions for sets of bounded doubling dimension, in terms of the spread
(ratio of the maximum to minimum interpoint distance). However, their techniques involve only
the usual distance to a point set and therefore are highly sensitive to the presence of outliers
and noise as mentioned earlier. The question of adapting the method of random projections
in order to reduce the complexity of computing PH using the k-distance is therefore a natural
one, and was addressed by Arya et al. in [4] who showed that under random projections, the
same bounds apply for the preservation of PH using the k-distance, as for pairwise distances.
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Dimensionality Reduction for Persistent Homology using Kernel Distance In com-
putations involving the kernel distance, as discussed earlier, there is a plethora of techniques
that address the issue of large data size. However, especially for computing the PH, there are
not many techniques known to address the question of large ambient dimensionality. For in-
stance the JL Lemma doesn’t work in this case because the kernel distance function involves
higher powers of the squared Euclidean distance. The JL Lemma does allow the construction
of an approximate embedding of the kernel power distance as a Euclidean distance. However,
such a construction would involve an n× n Cholesky decomposition, as well as other computa-
tionally expensive procedures. Further, the embedding would become dependent on the input
data points and therefore would no longer be data-oblivious.1

In another direction, a mapping given by Chen and Phillips [13] using the Random Fourier
Features (RFF) of Rahimi and Recht [33], preserves pairwise kernel distances up to a (1 ± ε)-
factor. However it does not preserve distances between measures, which a priori seems neces-
sary for computing the PH under the framework of [32]. Similarly, other different approaches
(e.g. [38, 28, 5, 9]) are not efficient in preserving distances between point sets, or between general
measures. Another embedding obtained by Phillips and Tai [31] gives a relative approximation
with a small additive error for kernel distances between sets of points. Even given such a map-
ping (i.e. preserving kernel distances between point distributions), it is not clear that it can
preserve the PH, since this involves preserving intersections of multiple balls under a power
distance (see e.g. [4, 32]). A key issue under the GKPD is that the weights associated to the
data points are not just a function of the points themselves, but of the pairwise kernel distances
of all the points in the data set. This means that given any mapping of the data points to a
lower dimensional space, the weights of the points must be recomputed in the new space. A
similar problem arises in the case of computing the persistent homology under the k-distance.
Addressing this was asked as an open problem in [35], and recently answered by Arya et al. [4].
However, their solution crucially uses the linearity of the dimensionality-reducing map as well
as certain properties of minimum enclosing balls under the k-distance, which they prove, and
hence does not apply to the GKPD. As mentioned in the conclusion of [4], it is possible to obtain
a constant factor approximation of the PH, essentially by approximating the kernel distance
by the Euclidean distance for small values of the Euclidean distance. However, the question of
finding a (1 + ε)-factor approximation for the GKPD remained open.

1.1 Our Contribution

In this paper, we show that given any ε ∈ (0, 1], it is possible to approximate the PH of an n-point
dataset, computed using the power distance version of the Gaussian kernel distance (used by
Phillips et al. [32]), by a (1 + ε)-factor while reducing the dimensionality down to O

(
ε−2 log n

)
.

Our results are analogous to the ones of Sheehy [35] and Lotz [25] for PH computed using
Euclidean distances, and Arya et al. [4] for the Euclidean k-distance. Further, since our target
dimension is of the same order as the target dimension of the Johnson Lindenstrauss bounds,
which are optimal for the Euclidean distance up to constant factors, and the Gaussian kernel
distance is a Lipschitz function of the Euclidean distance, this implies that our target dimension
is also optimal (up to constant factors).

Informally, our main theorem states that given a set of points in a high-dimensional space,
there exists an efficiently computable mapping of the points onto a lower dimensional target
space, which approximates their persistent homology computed using a Gaussian kernel, to an
arbitrary degree. Further, the dimensionality of the target space only depends inverse quadrat-
ically on the desired accuracy parameter and logarithmically on the (i) number of points or (ii)
the diameter of the dataset.

1Probabilistic dimensionality reduction techniques are not completely independent of the data, since the
success of the algorithm needs to be verified by comparing the original and projected data points.
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The formal version, Theorem 13, is in Section 5. It yields a map allowing us to approximately
compute the PH of a set of points in a high dimensional space, using the GKPD, while actually
working with Euclidean distances in a lower-dimensional space. Thus, it affirmatively answers
the question asked in the conclusion of [4].

Our main tool, is a new decomposition theorem showing that the squared radius of a min-
imum enclosing ball of a set of weighted points, computed using the GKPD, can be expressed
as a linear combination of pairwise power distances between the points. We shall show that
although the GKPD is non-linear, when lifted to a certain Hilbert space, it has several nice
properties, which we then use to prove the decomposition theorem.

Organization of paper The rest of this paper is organized as follows. In Section 2 we provide
some necessary background and preliminary details. In Section 3 we prove some properties of
minimum enclosing balls of weighted points in a Hilbert space. In Section 4 we study the
stability of Čech filtrations constructed using the GKPD, under low-distortion maps, proving
Theorem 12. In Section 5 we prove our main theorem, showing how the Random Fourier
Features map of Rahimi and Recht, together with our new decomposition result (Theorem 12)
gives the proof of Theorem 13. We conclude with a few remarks and open questions in Section 6.

2 Background

We briefly introduce some of the definitions and tools needed for our results and proofs. For
a deeper picture, the references [7, 10] would be greatly beneficial to the reader. We also refer
the interested reader to [4, 32] for further reading.

2.1 Persistent Homology

Simplicial Complexes and Filtrations Let V be a finite set. An (abstract) simplicial
complex with vertex set V is a set K of finite subsets of V such that if A ∈ K and B ⊆ A,
then B ∈ K. The sets in K are called the simplices of K. A simplex F ∈ K that is strictly
contained in a simplex A ∈ K, is said to be a face of A.

A simplicial complex K with a function f : K → R such that f(σ) ≤ f(τ) whenever σ is
a face of τ is a filtered simplicial complex. The sublevel set of f at r ∈ R, f−1 (−∞, r], is a
subcomplex of K. By considering different values of r, we get a nested sequence of subcomplexes
(called a filtration) of K, ∅ = K0 ⊆ K1 ⊆ ... ⊆ Km = K, where Ki is the sublevel set at value
ri. The Čech filtration associated to a finite set P of points in RD plays an important role in
Topological Data Analysis.

Definition 1 (Čech Complex). The Čech complex Čα(P ) is the set of simplices σ ⊂ P such
that rad(σ) ≤ α, where rad(σ) is the radius of the smallest enclosing ball of σ, i.e.

rad(σ) ≤ α⇔ ∃x ∈ RD, ∀pi ∈ σ, ‖x− pi‖ ≤ α.

When α goes from 0 to +∞, we obtain the Čech filtration of P . Čα(P ) can be equivalently
defined as the nerve of the closed balls B(p, α), centered at the points in P and of radius α:

Čα(P ) = {σ ⊂ P | ∩p∈σ B(p, α) 6= ∅}.

By the Nerve Lemma (e.g. [18, 6]), we know that the union of balls Uα = ∪p∈PB(p, α), p ∈ P ,
and Čα(P ) have the same homotopy type. Moreover, since the union of balls of a good sample
P of a reasonably regular shape X captures the homotopy type of X, computing the Čech
complex of P will provide the homotopy type of X. We also recall that a simpler complex
called the α-complex of P (see e.g. [15]) captures also the homotopy type of

⋃
p∈P B(p, α). Our

results will apply to both complexes.
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Persistence Diagrams. Persistent homology is a means to compute and record the changes
in the topology of the filtered complexes as the parameter α increases from zero to infinity.
Edelsbrunner, Letscher and Zomorodian [16] gave an algorithm to compute the PH, which
takes a filtered simplicial complex as input, and outputs a sequence (αbirth, αdeath) of pairs
of real numbers. Each such pair corresponds to a topological feature, and records the values
of α at which the feature appears and disappears, respectively, in the filtration. Thus the
topological features of the filtration can be represented using this sequence of pairs, which
can be represented either as points in the extended plane R̄2 = (R ∪ {−∞,∞})2, called the
persistence diagram or as a sequence of barcodes (the persistence barcode) (see, e.g., [15]). A
pair of persistence diagrams G and H corresponding to the filtrations (Gα) and (Hα) respectively,
are multiplicatively β-interleaved, (β ≥ 1), if for all α, we have that Gα/β ⊆ Hα ⊆ Gαβ. We shall
crucially rely on the fact that a given persistence diagram is closely approximated by another
one if they are multiplicatively c-interleaved, with c close to 1 (see e.g. [11]).

The Persistent Nerve Lemma [12] shows that the PH of the Čech filtration is the same as
the homology of the sublevel filtrations of the distance function. The same result also holds for
the Delaunay filtration [12].

2.2 Distance to Measure; PH with Power Distances

The most common approach in Topological Data Analysis is to consider the distance function
given by the shortest distance to a point in V , i.e. dV : RD → R+ is dV (x) = infy∈V d(x, y).
Given this distance function one can construct the Čech filtration by considering the α-offsets
of dV (.) (i.e. the sublevel sets {x ∈ RD | dV (x) ≤ α}) as unions of balls, and computing the
nerve of these unions. However, as mentioned in the Introduction, the PH obtained from this
choice of distance function is highly sensitive to outliers, and can be significantly altered even
by a single outlier. To address this problem, Chazal et al. [7] introduced the notion of distance
to measure (DTM). In principle, as Chazal et al. showed, the distance to measure function can
be used to compute a Čech filtration from P . However in practice, computing the nerve of the
α-offsets requires measuring the distance at every point in the space, and so, an approximation
to the DTM function is required. This is achieved by considering a finitary version of this
distance, called the k-distance, which translates to a power distance on the set of k-barycenters
of the original point cloud [7, 4]. In general, power distances are often used to approximate
unwieldy distance functions for computing the PH. The idea is to approximate the square of
the distance to P at a point x ∈ RD by the sum of an easily computable squared distance to
a point p ∈ P , together with the square of the weight of p: dP (x)2 := d′(x, p)2 + w(p)2, where
d′(x, p) is chosen to be a simpler distance function, easier to compute than dP (x), and w(p)
is the weight of p, which is set to be a local approximation of the distance function dP (.) for
points in the neighbourhood of p. In the following paragraphs, we discuss the computation of
persistent homology with power distances.

Given a set X and a distance function d : X ×X → R, the pair (X, d) is a metric space if
the distance function d(., .) is reflexive, symmetric and obeys the triangle inequality. Let P̂ be
a set of weighted points p̂ = (p, w(p)) in a metric space (M, d). In the metric space (M, d), the
power distance between two weighted points p̂ and q̂ is defined as

D(p̂, q̂) = d(p, q)2 − w(p)− w(q).

Accordingly, we need to extend the definition of the Čech complex to sets of weighted points.

Definition 2 (Weighted Čech Complex). Let P̂ = {p̂1, ..., p̂n} be a set of weighted points, where
p̂i = (pi, wi) ∈ RD×R. The α-Čech complex of P̂ , Čα(P̂ ), is the set of all simplices σ satisfying

∃x, ∀pi ∈ σ, d(x, pi)
2 ≤ wi + α2 ⇔ ∃x, ∀pi ∈ σ, D(x, p̂i) ≤ α2.
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(Here D(x, p̂i) indicates the power distance between the unweighted point x (i.e. w(x) = 0) and
the weighted point p.) In other words, the α-Čech complex of P̂ is the nerve of the closed balls
B(pi, r

2
i = wi + α2), centered at the pi and of squared radius wi + α2 (if negative, B(pi, r

2
i ) is

imaginary).

The notions of weighted Čech filtrations and their PH now follow naturally.
In the Euclidean case, we defined the α-Čech complex as the collection of simplices whose

smallest enclosing balls have radius at most α. We can proceed similarly in the weighted case.
Let X̂ ⊆ P̂ . We define the radius of X̂ as

rad2(X̂) = min
x∈RD

max
p̂i∈X̂

D(x, p̂i), (1)

and the weighted center or simply the center of X̂ as the point, denoted by c(X̂), where this
minimum is reached, i.e.

c = c(X̂) = arg min
x∈RD

max
p̂i∈X̂

D(x, p̂i). (2)

2.3 Kernels; Gaussian Kernel Power Distance

A kernel K : RD ×RD → R is a similarity function on points in RD, such that K(x, x) = 1 for
all x ∈ RD. Reproducing kernels are a large class of kernels, having the property that given a
reproducing kernel K, there exists a lifting map φ to a Hilbert space HK such that the kernel
function lifts to the inner product on HK , i.e. for all x, y ∈ RD, K(x, y) = 〈φ(x), φ(y)〉HK

.
The natural distance function induced by the norm on the Hilbert space HK gives a distance

using the kernel on RD, as follows.

‖φ(x)− φ(y)‖ =
√
〈φ(x)− φ(y), φ(x)− φ(y)〉HK

=
√
〈φ(x), φ(x)〉HK

+ 〈φ(y), φ(y)〉HK
− 2〈φ(x), φ(y)〉HK

=
√
K(x, x) +K(y, y)− 2K(x, y) =

√
2(1−K(x, y)),

where the last step follows since K(x, x) = 1 for all x ∈ RD. For characteristic kernels, a slightly
smaller subset of reproducing kernels, this distance function is a metric [36]. Our main kernel
of interest in this paper is the Gaussian kernel, given by

K(x, y) = exp
(
−‖x− y‖2/2σ2

)
.

For x, y ∈ RD, the kernel distance DK(., .) for the Gaussian kernel is thus,

DK(x, y)2 = 2(1− e−‖x−y‖2/2σ2
). (3)

Kernel Distance to Measure The definition of kernels as a similarity function on pairs of
points in RD can be extended naturally to a similarity function for pairs of measures µ, ν on
RD.

κ(µ, ν) :=

∫
x∈RD

∫
y∈RD

K(x, y)dµ(x)dν(y).

When µ, ν are the empirical measure on P and Q respectively, we get

κ(µ, ν) :=
1

|P ||Q|
∑

p,q∈RD

K(p, q).

Now let µ be the empirical measure on P defined as µ =
1

|P |
∑

p∈P δp, where δp is the Dirac

delta measure on P , and ν be δp for a fixed point p ∈ P . As defined above, one can think of
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the kernel distance of the point mass δp to the measure µ, as a function of x, which we denote
by dKµ (x) := DK(µ, x). In [32], Phillips, Wang and Zheng investigated the persistent homology

of point sets using dKµ (.), when K is a Gaussian kernel. They showed ([32], Theorems 4.1 and

4.2) that the offsets of P obtained using sublevel sets of the distance function dKµ (x) in a given

range of thresholds, are homotopically equivalent as long as there is no critical point of dKµ (x)
in this range, and are stable under perturbations of the input with bounded Hausdorff distance.
Thus the offsets of dKµ can be used to estimate the topological properties of the point cloud P .

Gaussian Kernel Power Distance As mentioned in the Introduction and in Section 2.2,
computing the persistent homology using dKµ precisely would require computing dKµ everywhere

in RD. So in order to avoid this computational expense, Phillips, Wang and Zheng [32] ap-
proximated dKµ by a power distance fKµ (x), using weights on the points in P : fKµ (x)2 :=
minp∈P

(
D2
K(x, p)− w(p)

)
, where w : P → R is the Gaussian kernel weight function at p,

defined as

w(p) := −D2
K(µ, p) = −

 1

|P |
∑
y∈P

D2
K(p, y)− 1

2|P |2
∑
x,y∈P

D2
K(x, y)

 . (4)

Remark 1. Note that the weight w(p) depends not only on the point p, but on the pairwise
squared Gaussian kernel distances of the entire set P . This fact introduces a crucial requirement
for any embedding or dimensionality reduction procedure: the kernel weight function needs to
be recomputed in the image space.

Thus from (4), the Gaussian Kernel Power Distance (GKPD) between a point x ∈ RD and
the pointset P , can be expressed as

fKµ (x)2 := min
p∈P

(
D2
K(x, p)− w(p)

)
= min

p∈P

D2
K(x, p) +

1

|P |
∑
y∈P

D2
K(y, p)− 1

2|P |2
∑
y,z∈P

D2
K(y, z)

 . (5)

It can be observed that the level sets of the kernel power distance are unions of balls (since
the Gaussian kernel distance is a radial function of the Euclidean distance). Moreover Phillips,
Wang and Zheng [32][Theorem 3.1, Lemma 3.1] showed that for any x ∈ RD,

dKµ (x)2 ≤ 2fKµ (x)2 ≤ 4dKµ (x)2 + 6D2
K(p, x).

This shows that up to constant factors, the GKPD fKµ approximates the Gaussian power dis-

tance with respect to the Gaussian kernel distance to the uniform measure, dKµ .

3 Minimum Enclosing Power Balls

As stated in the Introduction, the central technical idea behind our main result is a decomposi-
tion theorem for the squared radius of the minimum enclosing ball of a set of weighted points,
computed using the Gaussian kernel power distance. To prove such a decomposition theorem,
we need to understand some properties of minimum enclosing balls of collections of weighted
points under power distances. However, since the Gaussian kernel distance is non-linear, in
order to prove our new results on the minimum enclosing balls of weighted points under the
GKPD, it will be crucial to lift the points onto a Hilbert space where the Gaussian kernel dis-
tance corresponds to the norm of an inner product. In this section, we shall therefore investigate
such minimum enclosing balls in a Hilbert space with a norm given by an inner product and
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prove some new properties which will be crucial in the proof of our technical result in the next
section. Note that since a Euclidean space is also a Hilbert space and the usual `2 distance
appears as the norm of an inner product, all our results also apply in the usual Euclidean setting.

Recall the definitions of the weighted Čech complex using a power distance from Section 2.2.
We are given a set {p̂1, . . . , p̂k} of weighted points in a Hilbert space H, where for all i ∈ [k],
p̂i := (pi, w(pi)) denotes the point pi ∈ H, having weight w(pi). The power distance between a
pair of points x, y ∈ H is given by

D(x̂, ŷ) := ‖x− y‖2H − w(x)− w(y),

where ‖.‖H is the norm induced by the inner product of the Hilbert space H and w(x) = 0 if
x 6∈ P . Let σ̂ denote the simplex formed by the points. Using D(x̂, ŷ) defined above, we define
the center c(σ̂) and radius rad(σ̂) as in equations (2) and (1) respectively.

Lemma 3. The center c(σ̂) and radius rad(σ̂) are unique.

Proof of Lemma 3. Suppose there exist distinct centers c0 6= c1. Let r denote rad(σ̂). By the
definition of center, we have

∃p̂0 ∈ X̂ : ∀p̂i ∈ X̂ : D(c0, p̂i) ≤ D(c0, p̂0) = ‖c0 − p0‖2H − w(p0) = r2.

∃p̂1 ∈ X̂ : ∀p̂i ∈ X̂ : D(c1, p̂i) ≤ D(c1, p̂1) = ‖c1 − p1‖2H − w(p1) = r2.

For any λ ∈ (0, 1), define

Dλ(p̂i) := (1− λ)D(c0, p̂i) + λD(c1, p̂i),

and
cλ := (1− λ)c0 + λc1.

Then,

Dλ(p̂i) = (1− λ)D(c0, p̂i) + λD(c1, p̂i)

= (1− λ)‖c0 − pi‖2H − (1− λ)w(pi) + λ‖c1 − pi‖2H − λw(pi)

= (1− λ)‖c0 − pi‖2H + λ‖c1 − pi‖2H − w(pi)

> ‖(1− λ)c0 + λc1 − pi‖2H − w(pi) (6)

= D(cλ, pi),

where step (6) followed from the fact that a distance function defined using a norm is a strictly
convex function. The last line above contradicts our assumption that c0 and c1 are distinct
centers of X̂, and so we get that X̂ can have only one center.

Let I be the set of indices of pj ∈ X̂, such that rad2(X̂) = D(c, p̂j), and let X̂I be the
corresponding set of weighted points. The next lemma shows that the center c can be expressed
as a convex combination of the points of X̂I .

Lemma 4. There exists a collection of non-negative real numbers (λi)i∈I such that
∑

i∈I λi = 1
and c =

∑
i∈I λipi.

Proof of Lemma 4. Suppose c 6∈ conv(XI). By the Hilbert Projection Theorem [34], there exists
a unique c′ 6= c such that c′ = arg infx∈conv(XI) ‖c−x‖. Let c̃ = λc+(1−λ)c′, for some λ ∈ [0, 1].
Then for any pi, i ∈ I, the distance ‖c̃− pi‖ satisfies

‖c̃− pi‖H = ‖λc+ (1− λ)c′ − pi‖H
= ‖λ(c− pi) + (1− λ)(c′ − pi)‖H
≤ λ‖c− pi‖H + (1− λ)‖c′ − pi‖H ≤ ‖c− pi‖H,
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where the last step follows since ‖c′−pi‖H ≤ ‖c−pi‖H for any i ∈ I. By squaring the distances
and then subtracting the weight of pi from both sides, we get that for all i ∈ I,

D(c̃, p̂i) ≤ D(c, p̂i).

For λ sufficiently close to 1, c̃ remains closer to the weighted points p̂k, k 6∈ I than to p̂i, i ∈ I.
Thus we get

D(c̃, p̂k) < D(c̃, p̂i) < D(c, p̂i) = rad2(XI),

which contradicts the fact that c is the center of XI .

The next lemma shows that a convex combination of the squared distances of the points of
X̂I from the center c can be expressed in terms of a linear combination of pairwise distances
between the points of X̂I . The proof of this lemma is where we require the assumption that the
points lie in a Hilbert space H with norm given by an inner product.

Lemma 5. Let c =
∑

i∈I λipi, where λi ≥ 0 for i ∈ I, and
∑

i∈I λi = 1. Then∑
i∈I

λi‖c− pi‖2H =
1

2

∑
i,j∈I

λiλj‖pi − pj‖2H. (7)

Proof of Lemma 5. While the Lemma can be proved using basic linear algebra, we shall state
the proof in probabilistic language, which, in our opinion, makes it simpler and more intuitive.
Let X1, X2 be two independently random points chosen from {pi | i ∈ I}, with the point
pi being chosen with probability λi, for each i ∈ I. By definition, we have ‖X1 − X2‖2H =
〈X1 −X2, X1 −X2〉. Using the linearity of expectation we get

E
[
‖X1 −X2‖2H

]
= E [〈X1 −X2, X1 −X2〉]
= E [〈X1, X1〉] + E [〈X2, X2〉]− E [〈X2, X1〉]− E [〈X1, X2〉]
= 2 (E [〈X1, X1〉]− E [〈X2, X1〉]) .

In the above, the last step followed from the fact that X1 and X2 are independent and equidis-
tributed random variables. The term E [〈X2, X1〉] can be evaluated by first taking the expec-
tation over X2, using the linearity of the inner product over the first variable, and then taking
expectation over X1. Thus we get

E [〈X2, X1〉] = E [〈E [X2] , X1〉] = E [〈E [X1] , X1〉] = 〈E [X1] ,E [X1]〉.

Therefore, the expression for E
[
‖X1 −X2‖2H

]
can be written as

E
[
‖X1 −X2‖2H

]
= 2 (E [〈X1, X1〉]− 〈E [X1] ,E [X1]〉)
= 2 (E [〈X1 − E [X1] , X1 − E [X1]〉]) = 2E

[
‖X1 − E [X1] ‖2H

]
.

Evaluating the expectations, we get E [X1] =
∑

i∈I λipi = c, so that

E
[
‖X1 −X2‖2H

]
=
∑
i,j∈I

λiλj‖pi − pj‖2H,

and
E
[
‖X1 − E [X1] ‖2H

]
=
∑
i∈I

λi‖pi − c‖2H.

Thus, the final expression becomes∑
i,j∈I

λiλj‖pi − pj‖2H = E
[
‖X1 −X2‖2H

]
= 2E

[
‖X1 − E [X1] ‖2H

]
= 2

∑
i∈I

λi‖c− pi‖2H.
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The following Decomposition Lemma shows that the squared radius of the minimum en-
closing ball of the weighted point set X̂ can be expressed as a combination of pairwise power
distances of the points in X̂.

Lemma 6 (Decomposition Lemma). Let I be the set of indices as defined in Lemma 4. Then

rad2(X̂) =
1

2

∑
i∈I

∑
j∈I

λiλjD(p̂i, p̂j).

Proof of Lemma 6. For all i ∈ I, we have

rad2(X̂) =
∑
i∈I

λi(‖c− pi‖2H − w(pi)), (8)

so that by Lemma 5, we have∑
i∈I

λi‖c− pi‖2H =
1

2

∑
i,j∈I

λiλj‖pi − pj‖2H.

Substituting in equation (8),

rad2(X̂) =
1

2

∑
i,j∈I

λiλj‖pi − pj‖2H −
1

2

∑
i∈I

2λiw(pi) =
1

2

∑
i,j∈I

λiλj‖pi − pj‖2H −
1

2

∑
i,j∈I

2λiλjw(pi)

=
1

2

∑
i,j∈I

λiλj‖pi − pj‖2H −
1

2

∑
i,j∈I

λiλj(w(pi) + w(pj))

=
1

2

∑
i,j∈I

λiλj
(
‖pi − pj‖2H − w(pi)− w(pj)

)
=

1

2

∑
i,j∈I

λiλjD(p̂i, p̂j).

To end this section, we mention the following interesting corollaries for the GKPD. Consider
a set of points p1, . . . , pk ∈ RD weighted using the GKPD as defined in (4), and let σ̂ denote the
associated abstract simplex formed by {p̂1, . . . , p̂k}. From Section 4.2, there exists a lifting map
φ : RD → HK where HK is a Hilbert space, such that the squared Gaussian kernel distance
between any pair of points corresponds to the norm of the inner product of ther difference of
their position vectors in HK . By applying Lemma 3 and Lemma 6 to the images of p̂i i ∈ [k]
under the lifting map φ and using the corresponding statements for the pairwise distances of the
original points under the GKPD, we derive the following new properties of minimum enclosing
balls under the GKPD:

Corollary 7. 1. The center and radius of σ̂ are unique.

2. There exists a set of non-negative reals (λi)i∈[k], such that
∑

i∈[k] λi = 1, and

rad2(σ̂) =
1

2

∑
i∈[k]

∑
j∈[k]

λiλjD(p̂i, p̂j).

4 Low-Distortion Maps for Power Distances

In this section, we shall look at low-distortion mappings of power distances. First we need the
notion of an ε-distortion map for power distances between metric spaces.
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Definition 8. Given metric spaces (X, dX) and (Y, dY ), a point set P ⊂ X and ε ∈ (0, 1), a
mapping f : X → Y is an ε-distortion map with respect to pairwise distances in P if,

∀x, y ∈ P : (1− ε)dX(x, y)2 ≤ dY (f(x), f(y))2 ≤ (1 + ε)dX(x, y)2.

Further, given a pair of weight functions wX : P → R and wY : P → R, f is an ε-distortion
map with respect to wX if,

∀x ∈ P : |wY (f(x))− wX(x)| ≤ εwX(x).

Thus, given a power distance defined as DX(x̂, ŷ) = dX(x, y)2−wX(x)−wX(y), where x, y ∈ P ,
and x̂ = (x,wX(x)), x ∈ P , are weighted points, the mapping f : X → Y is an ε-distortion
mapping for the power distance DX if f is an ε-distortion mapping for the pairwise distances
as well as for the weight functions wX , wY .

4.1 Reproducing Kernel Hilbert Spaces and Dimensionality Reduction

In the context of Gaussian kernels, perhaps the most well-known example of an ε-distortion
map is the RFF map of Rahimi and Recht [33], which was shown by Chen and Phillips [13] to
be an ε-distortion map for the Gaussian kernel distance.

For points in RD, there exists a mapping to Rt, with t = O
(
ε−2 log n

)
that gives a relative

approximation of the kernel distance on RD, as the natural inner product on Rt. Their RFF
mapping is given as follows: For i = 1, . . . , d/2, given σ ≥ 0, let ωi ∼ ND(0, σ−2) be D-
dimensional independent Gaussian random variables. For each i, define the random map fi :
RD → R2, as

fi(x) = (cos(〈ωi, x〉), sin(〈ωi, x〉)).
Finally, define the mapping f : RD → Rt as

f(x) =

d/2⊗
i=1

fi(x). (9)

Theorem 9 (Chen, Phillips [13]). Given any ε, δ ∈ (0, 1), for any set P ⊂ RD of (i) n points,
or (ii) an arbitrary number of points, such that for all x, y ∈ P , ‖x − y‖/σ ≤ r, where r > 0
is a given parameter, f : RD → Rt defined as in eqn. (9), with (i) t := Ω

(
ε−2 log(n/δ)

)
dimensions, or (ii) t := Ω

(
ε−2D log(rD/εδ)

)
dimensions respectively, is an ε-distortion map

for the Gaussian kernel distance, i.e. f satisfies ‖f(x)−f(y)‖
2

D2
K(x,y)

∈ (1 − ε, 1 + ε) for all pairs of

points x, y ∈ P , with probability at least 1− δ.
Remark 2. For the Gaussian kernel function, there exists a lifting map φ from RD to a Hilbert
space HK such that the kernel function lifts to the inner product on HK (for any pair of points in
RD). The Hilbert space HK corresponding to a reproducing kernel K(., .) is in general infinite-
dimensional. However, using the RFF maps of Rahimi and Recht [33], Chen and Phillips [13]
showed that the inner product on HK can be approximated by the Euclidean inner product on a
finite-dimensional space.

From Remark 1, we know that the Gaussian weight function needs to be recomputed in the
image space. For each p ∈ P , let us define

wt(p) := −

 1

|P |
∑
y∈P
‖f(p)− f(y)‖2 − 1

2|P |2
∑
x,y∈P

‖f(x)− f(y)‖2
 . (10)

Now comparing the definition of the Gaussian kernel weight function eq. (4) with eq. (10), and
applying Theorem 9, it can be seen that f is an ε-distortion map for the Gaussian kernel weight
function as well, and therefore an ε-distortion map for the GKPD.

Corollary 10. The map f of Theorem 9 is an ε-distortion map for the GKPD.
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4.2 ε-Distortion Maps and Radii of Simplices under GKPD

Now we are ready to show that applying an ε-distortion map to a point sample in a high-
dimensional space can change the radii of the minimum enclosing balls of the simplices of the
Čech filtration at most by a (1± ε)-factor. This is the Simplex Distortion Lemma, stated and
proved below.

Lemma 11 (Simplex Distortion Lemma). Let σ̂ ⊂ P̂ be a simplex in the weighted Čech complex
Čα(P̂ ) using the Gaussian kernel power distance fKµ : RD → R, and let G : (RD, DK) →
(Rt, ‖.‖) be an ε-distortion map for the pairwise power distances given by D(p̂, q̂) = D2

K(p, q)−
w(p)− w(q), p̂, q̂ ∈ P̂ . Then

(1− ε)rad2(σ̂) ≤ rad2(Ĝ(σ)) ≤ (1 + ε)rad2(σ̂),

where Ĝ(σ) denotes the image of the simplex σ in Rt, with the weights being recomputed in Rt
as in (10).

Proof of Simplex Distortion Lemma 11. Let the simplex σ̂ = {p̂1, . . . , p̂k}, where for all i ∈ [k],
p̂i := (pi, w(pi)) is a weighted point, and let c(σ̂) and rad(σ̂) denote its center and radius
respectively.

Since the Gaussian kernel is a characteristic kernel, there exists a Hilbert space HK , and
a lifting map φ : RD → HK , such that for all x, y ∈ RD, DK(x, y) = ‖φ(x) − φ(y)‖HK

(see
e.g. [13, 31]). By eqn. (4) the weight of a point p ∈ P is a weighted sum of squared kernel
distances:

w(p) := −D2
K(µ, p) = −

 1

|P |
∑
y∈P

D2
K(p, y)− 1

2|P |2
∑
x,y∈P

D2
K(x, y)

 .

Thus the lifting map φ extends naturally to the weights w(pi), i ∈ [k], as

φ(w(pi)) = −

 1

|P |
∑
y∈P
‖φ(p)− φ(y)‖2HK

− 1

2|P |2
∑
x,y∈P

‖φ(x)− φ(y)‖2HK

 ,

which allows us to define the weights in the lifted space as w(φ(p)) := φ(w(p)).
Applying the Decomposition Lemma 6 with H = HK , and the lifted weighted points given

by φ(p̂i) := (φ(pi), φ(w(pi))), we have

rad2(σ̂) =
1

2

∑
i,j∈[k]

λiλjD(p̂i, p̂j). (11)

Since G is an ε-distortion map, for each pair p̂i, p̂j ∈ σ̂, we have

(1− ε)‖φ(pi)− φ(pj)‖2HK
≤ ‖G(pi)−G(pj)‖2 ≤ (1 + ε)‖φ(pi)− φ(pj)‖2HK

(12)

Since G is an ε-distortion map for the weight function as well, we get for each p̂i ∈ σ̂,

(1− ε)w(p̂i) ≤ w(Ĝ(pi)) ≤ (1 + ε)w(p̂i). (13)

Subtracting the weights w(Ĝ(pi)), w(Ĝ(pj)) from the squared distance ‖G(pi) − G(pj)‖2, and
using that D(p̂i, p̂j) = D2

K(pi, pj)−w(pi)−w(pj) = ‖φ(pi)− φ(pj)‖HK
−w(pi)−w(pj), we get

(1− ε)D(p̂i, p̂j) ≤ D(Ĝ(pi), Ĝ(pj)) ≤ (1 + ε)D(p̂i, p̂j). (14)
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Let Ĝ(σ) denote the image of the simplex σ̂ under the map G, and c(Ĝ(σ)) be its center.

Applying Lemma 4 on the space (Rt, ‖.‖), we get that c(Ĝ(σ)) is a convex combination of the

vertices of Ĝ(σ), say

c(Ĝ(σ)) =
∑
i∈[k]

µiG(p̂i),

where ∀i ∈ [k]; µi ≥ 0 and
∑

i∈[k] µi = 12. Since G is an ε-distortion map, using the
Decomposition Lemma 6 we get

rad2(Ĝ(σ)) =
∑
i,j∈[k]

µiµj

(
1

2
D(Ĝ(pi), Ĝ(pj))

)
≥

∑
i,j∈[k]

µiµj
2

((1− ε)D(p̂i, p̂j)) (15)

i.e.
∑
i,j∈[k]

µiµj
2

(D(p̂i, p̂j)) ≤
rad2(Ĝ(σ))

1− ε
. (16)

Also, by the minimality in the definition of the squared radius of a weighted simplex, we have

rad2(σ̂) =
1

2

∑
i,j∈[k]

λiλjD(p̂i, p̂j) ≤
1

2

∑
i,j∈[k]

µiµjD(p̂i, p̂j), and (17)

rad2(Ĝ(σ)) =
1

2

∑
i,j∈[k]

µiµjD(Ĝ(pi), Ĝ(pj)) ≤
1

2

∑
i,j∈[k]

λiλjD(Ĝ(pi), Ĝ(pj)),

≤
∑
i,j∈[k]

λiλj
2

((1 + ε)D(p̂i, p̂j)) , (18)

= (1 + ε)rad2(σ̂) (19)

where in step (18) we again used that G is an ε-distortion map, and the last step followed from
the Decomposition Lemma 6. Combining equations (16), (17) and (19) gives

(1− ε)rad2(σ̂) ≤ rad2(Ĝ(σ)) ≤ (1 + ε)rad2(σ̂), (20)

which completes the proof of the lemma.

We conclude the section by stating the main decomposition theorem.

Theorem 12. Let P̂ = {p̂1, . . . , p̂k} be a set of weighted points such that p̂ = (p, w(p)), with
p ∈ RD and w : RD → R being the weight function given by the GKPD (equation (4)). Let
G : (RD, DK) → (Rt, ‖.‖) be an ε-distortion map for the power distance given by D(p̂i, p̂j) =

D2
K(pi, pj) − w(pi) − w(pj). Then the Čech filtration Čα(P̂ ) computed using the GKPD fKµ :

RD → R, and the corresponding weighted filtration in Rt under the map G, (with the weights
being recomputed in Rt as in (10)), are multiplicatively ((1− ε)−1 + o(1))-interleaved.

The proof of Theorem 12 follows directly by applying the Simplex Distortion Lemma to
each simplex in Čα(P̂ ).

2Note that the convex combination (µi)i∈[k] need not be the same as the combination (λi)i∈[k] for c(σ̂)) in
the original space.
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5 Proof of Main Result

In this section, we shall prove our main result, which is stated below.

Theorem 13. Given σ > 0, ε, δ ∈ (0, 1), σ > 0, and a finite set P ⊂ RD consisting of

(i) n points, or

(ii) an arbitrary number of points having Euclidean diameter at most rσ, where r > 0 is a
given parameter,

a Random Fourier Features projection map onto (i) t := Ω
(
ε−2 log(n/δ)

)
dimensions, or (ii)

t := Ω
(
Dε−2 log(Dr/εδ)

)
dimensions respectively, is such that the Čech filtration computed

using the GKPD and the corresponding weighted filtration in Rt, are ((1−ε)−1+o(1))-interleaved
with probability at least 1− δ. Further, the Random Fourier Features map f : RD → Rt can be
computed in time O (nt).

Proof of Theorem 13. In order to prove that an RFF mapping onto t dimensions gives a data
set whose weighted Čech filtration (with the weights being recomputed in the image space) is
interleaved with the original filtration, it suffices to show that for an arbitrary weighted simplex
σ the radius of σ under the GKPD is distorted at most by a (1 ± ε)-factor under the RFF
mapping, with high probability. Thus, our overall plan shall be to apply Theorem 12, using the
ε-distortion map obtained from Theorem 9. The following facts, proved in Section 3 – especially
Corollary 7 – and Section 4 shall be central to the proof.

1. The squared radius of the original weighted simplices in Čα(P̂ ) under the GKPD, in RD,
is computable as a linear combination of the pairwise GKPDs of the vertices of σ̂.

2. The squared radius of the weighted simplices in Čα(Ĝ(P )) under the Euclidean distance
and weights being recomputed in Rt (as in (10), is computable as a linear combination of

the weighted Euclidean distances of the vertices of Ĝ(σ).

3. The RFF mapping approximately preserves the pairwise GKPDs between the vertices of
σ̂, and hence approximately preserves every linear combination of these power distances,
and in particular, the linear combinations corresponding to the original and the new radii
of σ̂, which can now be compared.

To apply Theorem 12 therefore, let us verify that given an ε-distortion map, the conditions
for the theorem hold. Applying Theorem 9, we get the function f : RD → Rt such that

∀x, y ∈ P : (1− ε)DK(x, y) ≤ ‖f(x)− f(y)‖ ≤ (1 + ε)DK(x, y).

Thus we get that f is an ε-distortion map for the kernel distance DK . For the weight function
w : P → R, observe from eqn. (4) that the weight of a point p ∈ P is a weighted sum of squared
kernel distances. Now with the weights in Rt being redefined as in eqn. (10), Corollary 10 shows
that the weights are (1± ε)-preserved.

Therefore, all the conditions of Theorem 12 are satisfied.
Now we can apply Theorem 12 to get that the weighted Čech filtration Čα(P̂ ) built using the

kernel distance function, interleaves with the Čech filtration built on the image of the weighted

point set P̂ under G using the Euclidean distance, i.e. Čα(Ĝ(P )), as follows,

Čα−(P̂ ) ⊆ Čα(Ĝ(P )) ⊆ Čα+(P̂ ).

where α− := α
√

1− ε and α+ := α
√

1 + ε. Finally, since for ε ∈ (0, 1) we have 1 < (1 + ε) <
(1− ε)−1, we can apply the definition of β-interleaved in Section 2.1 to get the statement of the
Theorem.

14



6 Conclusion

We have shown that the Random Fourier Features map can be used to reduce the dimension-
ality of input data, for building persistence diagrams. It should be noted that the reduced
dimension – similar to applications of the Johnson-Lindenstrauss Lemma – has an ε−2 factor,
and therefore cannot be really small if the allowed error ε is very small. Still it can reduce the
dimensionality from a few millions (typical in AI applications) to a few hundreds. It would be
interesting if this technique could be combined with other dimensionality reduction techniques
such as PCA or gradient descent based techniques.
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