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ABSTRACT
This work will present a comparison of several Artificial Neu-
ral Network methods for a classification problem related to car-
diac safety assessment. Given the extracellular field potential
recorded by means of micro-electrode arrays, the aim is to de-
termine whether a given chemical drug is altering the elec-
trical activity of cardiomyocytes by disrupting the normal be-
havior of the hERG channels. To do so, this work has con-
sidered four different Neural Network methods and compared
them in terms of accuracy and computational costs. The con-
clusion is that, among the tested architectures, the Multilayer
Perceptron (MLP) and multivariate 1-dimensional Convolutional
Neural Network (1D-CNN) give the most promising results.

General Terms
Neural networks, Classification

Keywords
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1. INTRODUCTION
According to [1], cardiotoxicity has become one of the major
causes of drug discontinuation in preclinical and clinical drug de-
velopment. More specifically, as presented in the studies [2, 3],
several non-cardiovascular drugs were withdrawn from clinical use
from 1990 to 2001 because they were associated with QT interval
prolongation by blocking ion channels. Therefore, it is crucial for
the pharmaceutical industry to develop effective methods to study
and identify the cardiotoxicity risk in drug development at an early
stage. To do so, measuring the electrophysiology of human-induced
pluripotent stem cell-derived cardiomyocytes (hiPSC-CMs) using
multi-electrodes arrays (MEA) is a very promising technology that
sets up high-throughput drug screening methods. Among the dif-
ferent ion channels, a special attention is paid to the human ether-

a-go-go-related gene (hERG) channel and assessing drug effects on
its activity is an important part of the cardiac safety risk assessment.
In this work, the aim is to evaluate to what extent a drug affects
the hERG potassium channel by using Artificial Neural Network
(ANN) methods on the field potential (FP) recordings of hiPSC-
CMs obtained with MEA technology. In particular, given the elec-
trograms recorded by MEA after adding a drug to a mono-layer of
hiPSC-CMs, this work seeks to determine whether or not the drug
can be classified as a hERG potassium blocker. By investigating
different ANNs, this work expects to find the most suitable and ef-
fective methods to automatically identify which drugs cause hERG
potassium channel blockade.
It is important to note that this classification problem has already
been addressed in [4] through the use of a greedy classifier opti-
mization strategy. This paper is a continuation of the previous work
and aims to test Neural Networks that are known to be particularly
effective and have the advantage that, compared to the methods de-
veloped in [4], the pre-processing step to extract features from the
data is generally not needed for CNN methods.
The articles [5]-[6] presented several Neural Network methods that
are able to improve the accuracy of different learning tasks for
electrocardiogram (ECG) analysis. Among the proposed methods,
MLP and CNN are the most popular Neural Network methods that
have been widely used for classification and prediction purposes in
different domains, including ECG arrhythmia classification. Neural
Networks have also been widely tested in electroencephalography
(EEG) research like brain computer interfaces, sleep analysis and
seizure detection. Especially, CNN methods are used to detect and
diagnose seizures based on EEG signals ([7, 8]).
In this article, Section 2 presents the experimental dataset that we
have considered and the data pre-processing needed for MLP, one
of the tested ANN methods. Then, Section 3 details the type of
input and the architecture for the tested ANN methods: MLP, Uni-
variate 1D-CNN, Multivariate 1D-CNN and 2D-CNN. At last, in
Sections 4 and 5 we present the design and results of the classi-
fication tasks given by these four ANN methods and we compare
them in terms of performances, data processing costs and network
training costs.
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2. PRESENTATION OF THE DATASET AND
PRE-PROCESSING

2.1 Experimental dataset
This study has considered the same experimental data and setup
as in the work of [4]. The experimental data is FP recordings of
hiPSC-CMs obtained with MEA technology. MEA includes a two-
dimensional arrangement of micro-electrodes that can monitor the
extracellular electrical activity of the cultured cells (we refer to
[9] for an overview on the background of MEA measurements of
hiPSC-CM). More specifically, the experimental data correspond
to FP signals before and after addition of 12 drugs, using 96-well
MEA plates, each well containing 8 recording electrodes. Each
drug has been added at four concentrations to four different wells
using five replicates per concentration.
As mentioned in [4], when a drug is added to the hiPSC-CM, the
FP can be altered. For instance, the drug can some certain ion chan-
nels of the cells, it can reduce the original amplitude or prolong the
duration of each cardiac beat in the signals. However, there are big
variabilities in the whole recording and each drug has a specific ef-
fect. Using the basic statistical tools to analyse those signals often
faces difficulties and gives biased results. In this work, ANNs have
been tested to have a more comprehensive and effective analysis on
FP data set.
The drugs of the dataset are listed in Table 1 for each drug where
specified the hERG potassium (K), Calcium (Ca) and Sodium (Na)
IC50 values and the concentrations that have been tested. The last
column of Table 1 summarizes the known effects of the drugs by
classifying them as K, Ca or Na blockers or mixed blockers. When
a tested drug has a predominant impact on K channel, it will be con-
sidered as a K blocker. Based on this information, all the 12 drugs,
except Diltiazem, can be considered as pure or mixed K blockers.
Indeed, Diltiazem is the only drug in this list with a K IC50 value
that is much higher than the Ca IC50 and higher than the top test
concentration and has been classified as a Ca blocker.
Each cardiac beat has been extracted from the recording sequences
coming from each electrode. Since each beat may have a differ-
ent length depending on the variability of the hiPSC-CMs and the
recording conditions, all cardiac beats have been resampled using
0.08 ms time step to normalize each beat duration to 885.6 ms
(11070 samples). For more details on the experimental data and
setup, we refer to the work [4] which considered the same dataset.

Table 1. : Experimental data information

Drug
IC50 (µM ) Concentration (µM )

Type of blockerK Ca Na #1 #2 #3 #4

Loratadine 6.1 11.4 28.9 0.001 0.003 0.0095 0.03 K, Ca

Ibutilide 0.018 62.5 42.5 0.0001 0.001 0.01 0.1 K

Droperidol 0.06 7.6 22.7 0.03169 0.10014 0.31646 1.0 K

Mexiletine 62.2 125 38 0.1 1.0 10 100 Na , K

Dofetilide 0.03 26.7 162.1 0.0003 0.001 0.0032 0.01 K

Diltazem 13.2 0.76 22.4 0.01 0.1 1.0 10 Ca

Chlorpromazine 1.5 3.4 3 0.0951 0.3004 0.9494 3 K , Ca , Na

Clozapine 2.3 3.6 3 0.0951 0.3004 0.9494 3 K , Ca

Clarithromycine 32.9 >30 NA 0.1 1 10 100 K

Cisapride 0.02 11.8 337 0.0032 0.01 0.0316 0.1 K

Bepridil 0.16 1.0 2.3 0.01 0.1 1 10 K , Ca , Na

Azimilide <1 17.8 19 0.01 0.1 1 10 K , Ca , Na

The information contained in this table comes from [4] and the refer-
ences therein.

For each beat, a reasonable signal has to contain both depolariza-
tion and repolarization phases. Among all the collected cardiac
beats, some signals may have an altered depolarization or repo-
larization phase compared to the majority of the signals and these
abnormal signals have been removed from the dataset.
In the experiments, the drugs have been added after a few minutes
of baseline recording so that each electrode provides two record-
ings: the time period corresponding to the baseline recording (prior
to drug addition) is denoted by P1 and the time period correspond-
ing to the post-addition recording (after drug addition) is denoted
by P2. To construct the training set, all the beats in the period P1

and the beats obtained from the experiments of Diltiazem in the pe-
riod P2 will be labeled as non-K blocker (this class is denoted by
NO-K-blocker). On the other hand, the beats obtained when one of
the 11 K blockers was added to the experiments in the period P2

will be labeled as K blocker (this class is denoted by K-blocker).

2.2 Pre-processing for MLP method
Compared to CNN methods that can directly use the raw signal,
MLP method requires a pre-processing step to extract some mark-
ers or features from the signal that will be used as input. This data
pre-processing step represents an additional computational cost but
it can significantly reduce the input size compared to the raw sig-
nals and, by this way, it can substantially speed up the training
phase. To facilitate the feature extraction process, we have sepa-
rated the signal into two phases: each beat of the signal has been
split into a depolarization phase with a duration of 25.6 ms, and a
repolarization phase with a duration of 860 ms.
To make the computation of the features more accurate, the impact
of signal noise has been mitigated by using Gaussian filtering, fol-
lowing [10]. Since the signal to noise ratio for the repolarization
phase of the signal is larger, a Gaussian kernel with a larger stan-
dard deviation for the repolarization phase (its value is equal to 40)
than for the depolarization phase (its value is equal to 2.5) have
chosen.
In summary, pre-processing step has extracted from each beat 64
features distributed into 23 features for the depolarization phase,
37 features for the repolarization phase, and 4 features for the entire
signal. The features are listed in Tables 2 and 3 and some of them
are displayed in Figure 1 and 2. The following notations are used
in the tables:

—the covariance matrix used to compute Maximum Eigenvalue for
depolarization phase (DEV ) and Maximum Eigenvalue for re-
polarization phase (REV ) is the matrix given by: for all 1 ≤
i, j ≤ 8

Cij =
1

N

N∑
k=1

(e
(k)
i − ēi)(e

(k)
j − ēj)

T

where N corresponds to the number of time steps, e(k)i ∈ R is
the FP signal recorded by the i-th electrode and ēi is the mean
value of ei

—Dw is the filtered signal restricted to the depolarization phase
(that corresponds to the time interval delimited by DD in Figure
1) whereas Rw is the part of the filtered signal restricted to the
repolarization wave. Dw is defined on [0, tD] and Rw is defined
on [tR

1, tR
2].

—AD (resp. AR) is the area under the curve of Dw (resp. of Rw):

AD =
∣∣∣ ∫ tD

0

Dw(t)dt
∣∣∣ and AR =

∣∣∣ ∫ tR
2

tR
1

Rw(t)dt
∣∣∣
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The third and sixth columns of Table 2 and the third column of Ta-
ble 3 give the feature indexes. The DEV and REV correspond to
one scalar feature. The other features listed in the tables have been
extracted from each signal and, in a given well and at a fixed beat,
the average, maximum, minimum, and standard deviation of the
features over the different electrodes of the well have been com-
puted. Then, these four values have been stored in the entries. In
addition, Duration DD and Arrival time at the center DCT mini-
mum values have been removed considering they have too extreme
values when they are computed on a large number of beats.

Table 2. : Features for the depolarization and repolarization signals

Depolarization Phase Repolarization Phase

Features Name Methodology Index of features Features Name Methodology Index of features

Maximum
Eigenvalue
(DEV )

Maximum eigenvalue of
the covariance matrix C

1 Maximum
Eigenvalue
(REV )

Maximum eigenvalue of the
covariance matrix C

24

Amplitude (DA) DA = max(Dw) −
min(Dw)

2, 3, 4, 5 Amplitude (RA) RA = max(Rw) −
min(Rw)

25, 26, 27,
28

Duration (DD) Duration of Dw 6, 7, 8

Amplitude
in the Center
(DC)

Value of Dw at the time
where the area under the
curve reaches 0.5AD

17, 18, 19, 20 Amplitude
in the Center
(RC)

Value of Rw at the time
where the area under the
curve reaches 0.5AR

49, 50, 51,
52

Maximum
Slope
(Dsmax)

Dsmax =

max[0,tD ] Dw′
9, 10, 11, 12 Maximum

Slope
(Rsmax)

Rsmax = max[0,tR] Rw′ 33, 34, 35,
36

Minimum
Slope
(Dsmin)

Dsmin =

min[0,tD ]Dw’
13, 14, 15, 16 Minimum

Slope (Rsmin)
Rsmin = min[0,tR] Rw′ 37, 38, 39,

40

Arrival Time
at the Center
(DCT )

Time where the area un-
der the curve reaches
0.5×AD

21, 22, 23 Arrival Time
for Maximum
Amplitude
(RCT )

Time when Rw reaches its
maximum value

29, 30, 31,
32

25% of the area
under the curve
(RCT0.25)

Time where the area under
the curve reaches 0.25AR

41, 42, 43,
44

50% of the area
under the curve
(RCT0.5)

Time where the area under
the curve reaches 0.5AR

45, 46, 47,
48

75% of the area
under the curve
(RCT0.75)

Time where the area under
the curve reaches 0.75AR

53, 54, 55,
56

90% of the area
under the curve
(RCT0.9)

Time where the area under
the curve reaches 0.9AR

57, 58, 59,
60

Fig. 1: A selection of depolarization phase features

Table 3. : Features for the whole signal

Features Name Methodology Index of features

Field potential du-
ration (FPD)

The duration from be-
ginning of depolariza-
tion wave to the end of
the repolarization wave

61, 62, 63, 64

Fig. 2: A selection of repolarization phase features

Due to the fact that the orders of magnitude of the features widely
vary, the features have been rescaled to ensure that the statistical
distribution of the input data is roughly in the same range. Since
our goal is to detect the impact of drugs on the signal, the idea is
to rescale the features extracted from beats corresponding to period
P1 or P2 by features corresponding to period P1.
More precisely, considering a feature coming from one beat taken
in period P1, it is rescaled by dividing the similar feature computed
from another beat in period P1 in the same well. The arrays con-
taining these rescaled features will be labeled as NO-K-blocker. On
the other hand, considering a feature coming from one beat taken
in period P2, it is rescaled by dividing the similar feature computed
from another beat in period P1 in the same well. An array contain-
ing these features will be labeled as NO-K-blocker if it is computed
from beats extracted from Diltiazem experiments whereas an array
containing these features will be labeled as K-blocker if it is com-
puted from beats extracted from K-blocker experiments.

3. ARTIFICIAL NEURAL NETWORKS METHODS
This study focuses on the classification between K or non-K block-
ers of the drugs listed in Table 1. To do so, four types of ANNs
have tested: MLP, Univariate 1D-CNN, Multivariate 1D-CNN and
2D-CNN. In this section, the architecture of these ANN methods
will be explained.

3.1 Methods used in ANN
Before presenting the different ANNs, the important techniques
that have been used are listed. We start by detailing the activation
functions:

(1) Since Rectifier Linear Unit (ReLU) has been used to improve
Boltzmann Machines in [11], ReLU becomes a commonly
used activation function [12]:

ReLU(x) = max(x, 0). (1)

(2) The leaky ReLU function has been introduced by [13] and it is
a variant of the ReLU function whose expression is given by:

f(x) =

{
x if x > 0
ax otherwise (2)

3
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where a is a small constant number (we have taken a = 0.3 in
our tests).

(3) The sigmoid activation function [12, 14] transforms the input
into an output that lies in the interval (0, 1) as follows:

ρ(x) =
1

1 + exp(−x)
(3)

The Batch Normalization operation is used to normalize and stabi-
lize the distributions of the input layers, considering the study of
[15]. The formula is the following ([16]):

x̄i =
xi − µB√
σ2
B + ϵ

(4)

This equation normalizes the input elements xi (which are the out-
puts from the previous activation layer) by calculating the mean µB

and variance σ2
B over all the samples. Here, the positive constant

ϵ prevents the calculation from being invalid when the variance is
very small or equal to zero.

3.2 MLP
The first tested neural network is MLP. Since MLP was first pro-
posed in [17], it has become a commonly used method that con-
sists of sets of fully connected layers. The work of [18] proposed a
method to detect arrhythmia in ECG using MLP.
In MLP method, if there are L ∈ N∗ hidden layers and that, for
each 1 ≤ l ≤ L, the l-th layer has k(l) ∈ N∗ units. The input is
denoted by x ∈ Rd (where d ∈ N∗ corresponds to the number of
features), the first hidden layer output is a set of k(1) values given
by:

oi = ϕ
( d∑

j=1

wijxj + bi

)
, 1 ≤ i ≤ k(1), (5)

where ϕ(.) is the activation function. Then, the output of the first
hidden layer will be the input of the second hidden layer, the output
of the second hidden layer will be the input of the third hidden
layer, until the last hidden layer (see [19, Chapter 4, section 1.1],
[20]).
The architecture of the MLP network is shown in Figure 3 (we re-
fer to [21, Chapter 6], for the definitions of the technical terms that
follow). In the first layer which corresponds to the input layer, 64
features are fed into the network. A batch-load [19, Chapter 11, sec-
tion 5] has been used and each load will have 40 sets of 64 features
propagated through the network. The weights for the first hidden
layer are initialized with random normal distributed numbers. The
bias for the first layer is initialized to zero. The output from the first
hidden layer is then rendered to the next 6 sets of fully connected
layers. In the 6 sets of fully connected layers, they have 320, 320,
192, 64, 32, and 10 hidden units in the layers and the neurons are
activated by utilizing the ReLU activation function (1) in each hid-
den layer considering the features were rescaled in Section 2. The
output from the last hidden layer will be passed to the fully con-
nected output layer of 1 neuron with the sigmoid activation func-
tion (3) to provide a prediction for the binary classification.
During the training phase of the network, the predictions from the
MLP method will be compared with the actual labels in order to
compute the loss for each training. The Binary Cross Entropy has
been chosen as the loss function. The weights of hidden layers were
computed by using an Adam optimizer [19, Chapter 11, section 7].

Fig. 3: Architecture of the MLP model

3.3 1D-CNN
When CNN was first proposed in [22], it was named a self-
organized neural network. After many improvements and exten-
sions [23], CNN has become a neural network commonly applied
to image analysis. While 1D-CNN is very often used for the clas-
sification of time series data, 2D-CNN is a leading machine learn-
ing approach for image classification. Compared to MLP, the CNN
method consists of convolutional layers and works as a feature ex-
tractor, so it does not require heavy data pre-processing.

3.3.1 Pre-processing for 1D-CNN. Compared to the MLP
method, the data pre-processing for 1D-CNN is much simpler. In
this work, the univariate 1D-CNN and the multivariate 1D-CNN
have been tested. The univariate 1D-CNN method takes a single
signal as input. We label the individual signals in period P1 and
the signals obtained from the experiments of Diltiazem as NO-K-
blocker and those signals are denoted by sp(t). We label the in-
dividual signals obtained from experiments of K-blocker drugs as
K-blocker and those signals are denoted by snp(t).
On the other hand, the multivariate 1D-CNN takes a pair of signals
as input. One signal from period P1 is paired with another sig-
nal in the same well and beat but recorded by a different electrode
(in particular, it also belongs to period P1). sc1(t) and sc2(t) are
the notations of these paired signals and N is the notation of their
length. Then, S is defined as the array in R2×N given by :

Sij =

{
sc1(tj), i = 1
sc2(tj), i = 2

(6)

where (tj)1≤j≤N corresponds to the set of the time steps. All these
pairs of signals will be labeled as NO-K-blocker.
In a comparable way, one signal from period P1 (that is denoted by
sc(t)) is paired with one signal from period P2 (that is denoted by
sd(t)) in the same electrode and well by introducing the array S of
size 2×N given by:

Sij =

{
sc(tj), i = 1
sd(tj), i = 2

(7)

For these pairs of signals, the ones coming from experiments of Dil-
tiazem will be labeled as NO-K-blocker whereas the ones coming
from experiments of K-blocker drugs will be labeled as K-blocker.

3.3.2 1D-CNN methodology and architecture. The architecture
of the implemented 1D-CNN method (which is common to the
univariate and multivariate 1D-CNNs) is shown in Figure 4. It is
based on the traditional AlexNet [24] proposed in [25]. In the CNN
method, the raw signals are used as input. The weights for the first
hidden layer are initialized with random normal distributed num-
bers. Then, the kernel window with a height of 5 and a width of
1 unit slides across the input time series to do a cross-correlation
operation [19, Chapter 6, section 2] with 1 stride from top to bot-
tom. The example of a cross-correlation operation can be seen in
Figure 5. The results from those cross-correlation operations con-
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Fig. 4: Architecture of the 1D-CNN model

Fig. 5: One-dimensional cross-correlation operation. The shaded portions
are the first output element as well as the input and kernel tensor elements
used for the output computation: 0×0+1×1+2×2+3×3+4×4 = 30

stitute the features extracted from the first convolutional layer (the
convolutional layer can be called Conv1D) and the Conv1D has 16
extractors to do this kind of computation named convolution filters.
The output from the first Conv1D will be transformed by a leaky
ReLU function (2) before the next process. As ReLU (1) could not
be used as negative features are transformed to 0. So, to avoid los-
ing information from negative features in the following computa-
tion, the leaky ReLU (2) has been chosen to transform the output
from all Conv1D layers and fully connected layers.
After the first Conv1D layer and the activation process, the Batch
Normalization layer has been used to speed up the training process
and reduce the sensitivity of the initialization of the convolutional
neural network [16]. Then the max-filter of the max-pooling layer
[19, Chapter 6, section 5] extracts the maximum values from the
defined region which has a height of 5 and a width of 1, as has been
proposed in [25]. There is also a dropout layer with a rate of 50%
added between several Conv1D layers. Then the other convolution
layers are following the same logic as the first convolution layer.
In summary, our model includes 10 Conv1D layers and each layer
includes: 16, 16, 26, 26, 32, 52, 52, 72, 72, and 84 filters. The max
pooling or dropout layers have been put between several Conv1D
layers.
At the end of the Conv1D layers, the flattened tensor reshapes the
outputs from the previous layer in a one-dimensional array. After
flattening the layer, there is a dropout layer that reduces 50% of the
parameters. Then some fully connected layers were added to the
dropout layer. Every neuron in a fully connected layer is connected
to every neuron in the next fully connected layer. There are 5 fully

Fig. 6: Example of image obtained by pairing signals both in period P1 as
in (6). Left: depolarization phase, right: repolarization phase

connected layers that have 872, 328, 128, 64, and 16 neurons re-
spectively. Between the last fully connected layer and the output,
the sigmoid activation function (3) has been used to transform the
input to the output.
In the training phase of the network, we have used Binary Cross
Entropy as the loss function and the weights of hidden layers were
computed by using an Adam optimizer for CNN models.

3.4 2D-CNN
3.4.1 Pre-processing for 2D-CNN. Before presenting the 2D-
CNN method, let us explain how images have been generated from
the signals. The main idea is to associate an image to a pair of sig-
nals constructed in the data pre-processing step for the multivariate
CNN. The image is a portrait in which the first signal of the pair is
a function of the second signal of the pair.
Since the depolarization phase and the repolarization phase are very
different in terms of magnitude and duration, we will consider them
separately and two images will be associated with each pair of sig-
nals after a renormalization step. To be more precise, reusing the
notations (6) or (7), we define

p = max
1≤i≤2,1≤j≤N

Sij and q = min
1≤i≤2,1≤j≤N

Sij

and then, we define the following points in the 2D space:(
S1j − q

p− q
,
S2j − q

p− q

)
for 1 ≤ j ≤ N .
The images have been generated from the data of these points con-
sidering the following process. Every image is divided into a cer-
tain number of squares. For the depolarization and repolarization
phase, the graph is divided into 30 × 30 and 60 × 60 squares re-
spectively. The images have been generated by counting how many
curve points lay in each square. The number of points included in
each square also represents the density of the pixels and the density
is presented by the colour of the squares in the image. Examples
of images are given in Figure 6 and 7. When a drug causes an al-
teration of the signals, we expect to observe that the pixels diverge
along the diagonals.

3.4.2 2D-CNN methodology and architecture. These generated
images are the inputs of the 2D-CNN method. The size of the image
corresponds to height× width × colour channels. In contrast to 1D-
CNN method, the kernel for 2D-CNN slides crosses the input along
with two dimensional directions which are the height and width of
the image like in Figure 8. The sizes for kernel and max pooling
window correspond to height × width × colour channel.

5
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Fig. 7: Example of image obtained by pairing a signal coming from period
P1 and a signal coming from period P2 as in (7). Left: depolarization phase,
right: repolarization phase

Fig. 8: Two-dimensional cross-correlation operation. The shaded portions
correspond to the first output element as well as the input and kernel tensor
elements used for the computation of this output: 0× 0+ 1× 1+ 3× 2+

4× 3 = 19, figure from [19, Chapter 6, section 4.1].

Table 4. : Details for 2D CNN model: number of layers and their type,
number of neurons, kernel size, whether it has Batch Normalization, max
pooling (and, if so, the size) and dropout (and, if so, the rate)

Number of
Hidden Lay-
ers

Number
of Filters

Number of
Neurons

Kernel
Size

Batch Nor-
malization

Max Pooling Dropout

Conv2D Layer 1 16 None 3 Yes Yes, pool size(2, 2) Yes, 20%
Conv2D Layer 2 16 None 3 Yes No No
Conv2D Layer 3 32 None 3 No Yes, pool size(2, 2) No
Conv2D Layer 4 32 None 3 No No Yes, 20%
Conv2D Layer 5 54 None 3 No Yes, pool size(2, 2) No
Conv2D Layer 6 54 None 3 No No Yes, 20%
Conv2D Layer 7 62 None 3 No No Yes, 20%
Conv2D Layer 8 62 None 3 No Yes, pool size(2, 2) Yes, 20%
Flatten Layer 9 None None None No No Yes, 20%
Dense Layer 10 None 872 None No No Yes, 20%
Dense Layer 11 None 328 None No No Yes, 20%
Dense Layer 12 None 164 None No No No
Dense Layer 13 None 64 None No No No
Dense Layer 14 None 16 None No No No

In the 2D-CNN model, the kernel size is 3 × 3 × 3 , the window
size is 2× 2× 3 for max-pooling and a 20% dropout rate. The ar-
chitecture of proposed 2D-CNN model is shown in Figure 9. There
are 8 hidden two dimensional convolution layers (Conv2D) and the
input of image data will be passed to those sets of Conv2D layers.
The results from the last Conv2D layer will be flattened by a Flatten
layer. Then, the flattened parameters will be pass to a set of fully
connected layers. The results from each hidden layer will be trans-
formed by a ReLU activation function (1). The outputs from the last
hidden layer will be passed to the fully connected output layer of 1
neuron with the sigmoid activation function (3). Binary Cross En-
tropy was used as a loss function and the weights of hidden layers
were computed by using an Adam optimizer.

Table 5. : Criteria to evaluate the classification methods

Criterion Meaning
False negative (FN) The classification result where positive training data are evaluated as negative
Percentage of FN (FN%) FN% = FN

TP+FN

False positive (FP) The classification result where negative training data are evaluated as positive
True negative (TN) The classification result where negative training data are evaluated as negative
True positive (TP) The classification result where positive training data are evaluated as positive
Accuracy The percentage of signals correctly classified, TP+TN

TP+TN+FP+FN

Precision The percentage of predicted controls cases that were correctly classified, TP
TP+FP

Recall The percentage of actual control cases that were correctly classified, TP
TP+FN

AUC Area under the curve of a receiver operating characteristic (ROC) curve

More details of the architecture of the 2D-CNN model are given in
Table 4 which includes the name of hidden layers, the number of
filters and the kernel size for each Conv2D layer and the number of
neurons in the fully connected layers. Table 4 also lists the informa-
tion regarding whether there is a Batch Normalization layer, Max
Pooling layer or Dropout process after each Conv2D or fully con-
nected layer. The techniques used in Table 4 refer to [19, Chapter
6], [21, Chapter 9].

4. CLASSIFICATION SETUP
This section will present the details of the design of the classifica-
tion tasks for testing four ANN methods presented above (MLP,
Univariate 1D-CNN, Multivariate 1D-CNN and 2D-CNN). The
tests have performed for two different scenarios:

—Scenario 1: The training set is composed of random signals taken
from the recordings of all the 11 K blockers of our dataset. The
test set is composed of random signals taken from the same
drugs.

—Scenario 2: The training set is composed of random signals taken
from the recordings of only 7 K blockers among the 11. The
test set is composed of random signals from the 4 remaining K
blockers.

For each scenario, the four ANN methods have been tested to pre-
dict the label of the signals in the test set. The obtained results make
it possible to compare the ANN methods in terms of performances,
data processing costs and network training costs. The performances
of the networks are evaluated using the classical criteria [25] which
are listed in Table 5. The ANN methods have implemented using
the Sequential model from TensorF lowTM [26].

4.1 Training and test sets
For scenario 1, different methods have been implemented in the
following way:

(1) The MLP method takes the rescaled features array of size 64
as input. There are 29116 signals have been selected.

(2) The Univariate 1D-CNN method takes single signals as inputs.
27831 signals have been randomly chosen from NO-K-blocker
experiments and 30000 signals from K-blocker experiments
(with a third of the signals in plate 1, a third of the signals
in plate 2 and a third of the signals in plate 3, each plate con-
taining signals from 4 tested drugs).

(3) The Multivariate 1D-CNN method takes pairs of signals as in-
puts. The same signals have been used as inputs for the Uni-
variate CNN method.

(4) The 2D-CNN takes images as inputs. The images were gen-
erated from the same set of signals as the Multivariate 1D-
CNN. By loading the images to the 2D-CNN, each image cor-
responds to a matrix of size 97 × 181 × 3 (corresponding to
height, width and colour channels).
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Fig. 9: Architecture of the 2D-CNN model

During the model training phase, there are 20% of the signals ran-
domly distributed in the test set and 80% of the signals in the train-
ing set. In the training set, 20% have been randomly chosen as a
validation set.
For scenario 2, the same signals have been used as in scenario 1
for the four types of ANNs. However, the signals have been di-
vided in a different way since the training is made by using signals
coming only from a part of the drugs. More precisely, the network
is trained by using the signals coming from only 7 K blockers (Lo-
ratadine, Ibutilide, Mexiletine, Droperidol, Chlorpromazine, Cloza-
pine, Dofetilide). In the training part, 20% of signals have been
randomly chosen as the validation set and the rest of the signals are
in the training set. Then, the signals coming from the 4 remaining
K blockers (Clarithromycine, Cisapride, Bepridil, Azimilide) are
used to test the networks.

5. CLASSIFICATION RESULTS AND METHODS
EVALUATIONS

In this subsection, the classification results obtained for each sce-
nario and each ANN method are presented and the evaluations of
each method will be listed.

5.1 Classification results
The classification results are listed in Table 6 for scenario 1 and Ta-
ble 7 for scenario 2. In general, the performances of MLP and mul-
tivariate 1D-CNN methods are superior with 96.82% and 99.26%
of accuracy for scenario 1 and 98.33% and 99.13% of accuracy for
scenario 2, respectively. A special attention has to be paid to the er-
ror rate of K-blocker wrongly classified as NO-K-blocker, because
in practice this may have more critical outcomes. Again, the MLP
and multivariate 1D-CNN methods give satisfactory results with re-
spectively 0.2% and 0.14% being false negative (FN). A study on
the signals which have been wrongly classified allows to notice that
a large part of them corresponds to drugs whose channel effect is
complex either because they correspond to the mixed blockers, like
Chlorpromazine and Clozapine, or because it has been classified as
a non-K blocker (Diltiazem) whereas this drug partly blocks the K
channel at high concentration. So, the classification error is partly
related to the fact that classifying the drug as K-blocker or non-K
blocker may sometimes be reductive due to their complex effect on
the ionic channel activity. There will be more discussion about this
point in the Section 6.

Table 6. : Classification results of the tested ANNs with scenario 1

Metrics
Classifier

MLP Univariate
1D-CNN

Multivariate
1D-CNN

2D-CNN

Accuracy 96.82% 86.58% 99.26% 88.50%

Precision 92.79% 86.98% 98.70% 89.92%

Recall 99.74% 85.98% 99.86% 87.52%

AUC 99.63% 94.21% 99.90% 95.65%

FN% 0.20% 13.80% 0.14% 12.95%

Table 7. : Classification results of the tested ANNs with scenario 2

Metrics
Classifier

MLP Univariate
1D-CNN

Multivariate
1D-CNN

2D-CNN

Accuracy 98.33% 64.63% 99.13% 84.42%

Precision 99.90% 65.62% 98.76% 88.43%

Recall 96.00% 61.47% 99.67% 82.42%

AUC 98.80% 70.85% 99.63% 92.27%

FN% 2.72% 36.24% 0.41% 19.77%

It is interesting to notice that, contrary to the other methods, the
performances of MLP and multivariate 1D-CNN methods with sce-
nario 2 are similar to the ones with scenario 1. This suggests that
these methods will have good predictive capabilities for testing new
drugs whose action on ionic channels is still unknown.

Table 8. : Data Processing and Training Costs of the tested ANNs

Classifier Data Processing
Cost

Training Time
for Each Epoch

Number of
Epochs needed

Training
Time

MLP Very High 1 minutes 20 epochs 20 minutes

Univariate
1D-CNN

Very Low 3.5 minutes 100 epochs 5.8 hours

Multivariate
1D-CNN

Very Low 3.67 minutes 20 epochs 1.2 hours

2D-CNN Low 6.67 minutes 60 epochs 6.7 hours
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5.2 Methods evaluations
Considering the showed classification results, MLP and multivari-
ate 1D-CNN methods can provide the most promising analysis of
experimental data set. Besides the evaluation of the performance of
the ANN methods, additional factors have to be considered such
as the data processing costs and the model training costs to have a
more comprehensive evaluation of each method. In terms of indus-
trial implementation, it is important to consider which ANN meth-
ods would be easier to deploy. The data processing costs and model
training costs are listed in Table 8. Depending on the size of the data
set and computational power, the time demand would be different.
The data processing costs are ranked from very low to very high.
In terms of training costs, the training time for each epoch and the
total training time are considered to get a well-trained model. In
summary, MLP needs the shortest training time but has the largest
data processing costs. Multivariate 1D-CNN has very low data pro-
cessing costs and needs 1.2 hours of training time. In other words,
compared to MLP, Multivariate 1D-CNN has a lower requirement
for data processing but higher computation requirements for train-
ing the network.

6. CONCLUSION AND DISCUSSION
In this paper, MLP, univariate 1D-CNN, multivariate 1D-CNN
and 2D-CNN neural network methods have been tested to detect
whether a drug acts as a K channel blocker. After a detailed pre-
sentation of the architectures of the different tested NN methods,
their effectiveness has been assessed by presenting their perfor-
mance, data pre-processing costs and training costs. Considering
these different criteria, our conclusion is that, among the four neu-
ral network methods, the MLP and multivariate 1D-CNN methods
offer the most promising results and are well ranked candidates
to develop a more comprehensive framework for high-throughput
screening.
Several developments of this study could be explored in the future.
As already mentioned in the previous section, it may be too restric-
tive to assign a class (K-blocker or NO-K-blocker) to a drug be-
cause this binary assignment does not reflect the complex behavior
of drugs on ionic channels. In particular, once a drug has been iden-
tified as a K-blocker, a natural refinement could be to classify it as a
pure K-blocker or a multi-channel blocker with the different possi-
ble combinations K+Na, K+Ca or K+Na+Ca. It may also be impor-
tant to estimate the severity of a drug by classifying it as a strong,
medium, or weak blocker, which may be associated with their risk
to induce pro-arrhythmia. At last, this classification could consider
each concentration separately since they may have a different im-
pact on the ionic channels. More generally, the encouraging results
of this study lead us to believe that the use of Neural Networks may
allow to achieve a fine classification of drugs and may be of great
help to assess cardiac safety of drugs in a semi-automatic and high
throughput manner.
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