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COMPARISON OF STATISTICAL, MACHINE LEARNING, AND
MATHEMATICAL MODELLING METHODS TO INVESTIGATE THE EFFECT

OF AGEING ON DOG’S CARDIOVASCULAR SYSTEM

Elham Ataei Alizadeh1, Sara Costa Faya2, Haibo Liu32, Damiano Lombardi2,
Sylvain Bernasconi3, Pieter-Jan Guns4 and Michael Markert1

Abstract. The aim of this work is to provide a preliminary comparison of different classes of methods
to automatically detect the effect of ageing from in vivo data. The application which motivated this
work is related to safety pharmacology, whose major goal is to determine, in a pre-clinical phase,
whether a drug is potentially dangerous for the health [1]. In particular, we are going to compare
statistical, machine learning and mathematical modelling methods.

Résumé. L’objectif de ce travail est de fournir une comparaison préliminaire entre différents classes
de méthodes pour la détection automatique de l’effet du viellissement sur le système cardiovasculaire,
en exploitant des données in vivo. L’application qui a motivé ce travail est liée à la pharmacologie de
sécurité, qui vise à établir, dans une phase pre-clinique, si un médicament est potentiellement dangereux
pour la santé [1]. En particulier, nous allons comparer des approches statistiques, d’apprentissage
statistique et de modélisation mathématique.

1. Introduction

1.1. Motivation

This work has been motivated by some questions arising in safety pharmacology. Safety pharmacology studies
are designed to identify and assess the potential clinical risk of undesirable drug properties before they enter
clinical trials, as described in [2].

Many drug development processes must proceed through several stages to be sure for a product to be safe,
efficacious, and has passed all regulatory requirements. The preclinical stage encompasses the use of in vitro
and in vivo studies to develop a drug that can safely and effectively be administered for clinical trials. In vivo
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studies performed in animals are essential to drug development because they have the ability to evaluate the
effects a drug has on a living organism. A particular care is taken in assessing adverse effects and drug-drug
interactions that cannot be observed in vitro [3].

When an animal participates in an experiment in safety pharmacology studies, one can anticipate that the
compound tested might have an effect on the organism. It is therefore essential to know when the animal
can participate again in an experiment after a sufficient wash-out period. This is of particular importance in
cross-over design studies (for details, the reader can refer to [4]). Before an animal will be used in a study, it has
to undergo clinical evaluation as well as physiological tests to monitor the condition its cardiovascular system.
When these initial tests are successfully performed the particular animal can be labelled as “healthy" and
participate in the experiment. Age is one of the factors that has an impact on the function of the cardiovascular
system. The effect of age on cardiovascular function in laboratory dogs can be related to decreased blood
flow, blood velocity, arterial compliance and distensibility, as well as increased ventricular systolic and diastolic
stiffness as a result of prolonged duration of myocardial contraction phase (see [5], [6], and [7]). In this study,
we are going to test the capabilities of several methods to detect the effect of age using some cardiovascular
data collected from laboratory dogs. In addition to detecting ageing, we are interested in determining whether
we can find unique individual fingerprints in the cardiovascular data of the dogs. Roughly speaking, this could
provide some insight on whether ageing might impact the interindividual variability.

Among all the questions that pharmacologists and physiologists have, we have tried to answer a pair of
questions:

(Q1) Can we assess if an animal is getting old? This question can be reformulated as follows: given its data
at an initial time and assuming that its initial state is conforming to the experimental protocol how far
its cardiovascular system is, at subsequent times, from this initial state?

(Q2) Is it possible to identify an animal by its haemodynamic data by a computer algorithm?

Data about the cardiovascular activity of animals are available over several weeks taken by telemetry. For
instance, each hour of recording can be a few gigabytes for each dog. Plus, there are variabilities across several
weeks of recording. Therefore, it is necessary to use mathematical methods that can automatically analyse large
data sets collected from those initial tests since it is not possible to analyse them manually.

This is a preliminary work to test different methods to answer these questions using a large data set from 4
dogs. Then, the methods can be verified and improved in future work.

1.2. Methods

Different viewpoints might be used to address these questions. In this work, we have compared statistical,
machine learning, and mathematical modelling methods to analyse some in vivo cardiovascular data of 4 dogs.
One of the main goals of the project is to assess which methods perform better on these kinds of tasks. In
particular, we will compare:

(1) Statistical methods: Physiologists and pharmacologists typically use statistical methods. This technique
involves extracting a set of features from the signals and analyzing them statistically. As a first step,
we will compute the empirical estimators mean, median, and other statistical criteria to determine if
there is any significant difference between the cardiovascular function of young and old animals. Two-
tailed Wilcoxon (Mann-Whitney) test will be presented to assess the effect of age on the individual
features. The final step in the analysis will be the K-Means clustering (which could be interpreted as
an unsupervised learning approach).
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(2) Machine learning: Given a database of signals and the outcome of the questions, we can build a map
to learn a relationship between the data and the outcome. We will use artificial neural networks, which
are typical machine learning algorithms. They were used for instance in ECG analysis [8], cardiac
arrhythmia prediction [9, 10], and drug safety studies [11,12].

(3) Mathematical modelling: By exploiting a priori information about the system, we build a set of equations
to simulate the phenomenon under investigation. These equations provide a way to link observable
quantities to the outcome. We will use a parametric 0-d model to simulate the global circulation (in
the spirit of [13–19]). The parameters of the model, once calibrated, will make it possible to investigate
the changes in the animals’ cardiovascular system with age.

More precisely, we would like to analyse the advantages and disadvantages of each approach in terms of accuracy
and computational cost.

1.3. Structure

In section 2 we have presented the experimental data set we have used. In section 3 we have described
methods for analyzing the statistics. In section 4 we have explained the Multilayer Perceptron (MLP) method
that was implemented to detect the ageing of the dogs and distinguish the dogs. In section 5 we have presented
the model for the left part of the heart coupled with a model of the global circulation and the obtained results
after calibration. Finally, some conslusions are given in section 6.

2. Experimental Data Sets

In this project, we have used cardiovascular data gathered from 4 dogs: two Beagles (Hexe and Happy)
and two Labrador-mix mongrel dogs (Simba and Roxy), involved in safety pharmacology studies for several
years. During the study, dogs are in pairs in a group housing system. The dogs are calm and in resting
mode during the study. A placebo injection was given to the dogs one hour after the study began. In order
to avoid the effects of animal excitability during this period, the data during administration time have been
excluded. Water is available to them ad libitum, and meals are provided after the study period ends. While
avoiding all disturbances on the conscious animals is not possible due to the natural environment, the laboratory
team managed to minimize cardiovascular disruption during data collection by creating a calm and regular
environment and avoiding any intrusion or potential impact.

The data are acquired by telemetry from awake and non-anaesthetized animals for many hours (for more
details, the reader can refer to [20]). This data set includes values of the Electrocardiogram (ECG), Arterial
Pressure (AP), and Left Ventricular Pressure (LVP) signals, recorded every 2 milliseconds. For each dog, we
had data corresponding to two different periods of the dog’s life: the first one when the dog was 6-7 years old
("Historical data"), the second one when it was 8-9 years old ("New data"). We have used the cardiovascular
data that has been recorded when the animal was younger and “healthy” state (we also call it “Historical" data)
to compare with the recent recorded data, helping to decide whether or not this particular animal is “healthy”.
Each data file includes a seven hours continue recording of a placebo cardiovascular safety pharmacology study
(pharmacologically inactive substances [21]).

Concerning the measurement of the arterial pressure, according to [22], the signal was sampled either by
a catheter in the abdominal aorta or in the femoral artery. The LVP is measured by inserting a catheter
connected to a fluid-filled transducer into the left ventricle [23]. From each complete cardiac beat (which in
dogs at rest is around 0.8 s), we have extracted 9 quantities (those choices of 9 quantities have been decided by
the data provider). All these features have been done by Notocord-Hem™ software. Human supervision and
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some manual corrections were needed to ensure the features are correctly extracted (especially for ECG). From
the ECG we compute (see figure 1):

1 QT interval in ms.
2 QRS interval in ms.
3 RR interval in ms.
4 PR interval in ms.

From the LVP signal we extract the following parameters:

5 Left ventricle systolic pressure, LVP systolic, measured in mmHg.
6 Left ventricle diastolic pressure, LVP diastolic, measured in mmHg.
7 Maximum of the left ventricular pressure, LVP dpdt(max), measured in mmHg s−1.

From the AP signal we extract:

8 Systolic AP, measured in mmHg.
9 Diastolic AP, measured in mmHg.

Figure 1. Cardiac parameter calculation from the raw ECG signal. See reference [49]

3. Statistical Analysis

In this section, we present the statistical analysis of the data. This has been performed by using solely the
9 features extracted from the telemetry data. In the next section, we will present the methods that have been
used and their results.

3.1. Methodology

The data set consists of 9 cardiovascular features for every cardiac beat for a total amount of 10887 beats
for the young and old animals. We had, henceforth, roughly Ns = 104 samples. The first analysis consists of
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computing the mean, first quartile, median, third quartile, and standard deviation for each feature individually
by using empirical estimators. Due to the distribution-free nature of the data, a Mann-Whitney U test with
a significance level of 0.05 was performed to confirm the results and interpretation provided by the statistical
moments estimated (in the spirit of [24]). The goal was to understand whether age is influencing the features,
individually. In Mann-Whitney test, the U1 and U2 values were computed as

U1 = n1n2 + n1(n1 + 1)/2−R1,

U2 = n1n2 + n2(n2 + 1)/2−R2.

In these formulas, n1 and n2 represent the sample sizes for the "Historical" sample and the "New" sample,
and R1 and R2 represent the sum of the ranks for the "Historical" and the "New" cardiovascular sample,
respectively.

As a second method, K-Means clustering has been used in order to determine whether cardiovascular func-
tionality is unique and how age can affect this function (the reader is referred to [25, 26]). This algorithm was
used to identify homogeneous subgroups within the data, such that the data points within each cluster are
as similar as possible based on euclidean-based distance. Prior to applying the method, we have normalised
the feature values and mapped them into the unit hypercube [0, 1]d. As a similarity metric, we have used the
standard ℓ2,d norm (the Euclidean distance in renormalised space). The d value for this study is equal to 9
because we have nine cardiovascular features. The way to assign data points to clusters is to compute the
squared distance between them and the cluster centroid (arithmetic mean of all the data points in a cluster) at
a minimum.

To perform several tests with different purposes using the K-Means algorithm, we specify a different number
of clusters that is estimated in all cases using the clustering gap method, based on [27]. Let k ∈ N be the
number of clusters, we denote the Euclidean distance between two points Dr, the sum of all pairwise distances
would be: Wk =

∑k
r=1

1
2nr

Dr. The gap statistic is defined as:

Gapn(k) = E∗
n{log(Wk)} − log(Wk),

where E∗
n is the expectation under a sample of size n from the reference distribution. Gap statistic is computed

to estimate the most optimized K for clustering. The number of K is selected based on the overall behaviour
of uniformly drawn samples, where the greatest jump in within cluster distance occurred. For each number of
clusters k, the algorithm compares log(W (k)) with E∗

n{log(Wk)} where the latter is defined via bootstrapping
[28]. To eliminate the sampling noise from the data, the optimal K value will only be determined if the change
is larger than the others. Figure 3 illustrates how K-Means clustering can estimate that we have two different
data sets for the first data union of "Historical" and "New" data of one dog as an example.

As a first step, we have considered, as a data set, the union of the "Historical" and "New" data for each
dog. As the second data union, we have shuffled all the cardiovascular data of the dogs in both "Historical"
and "New" data. Wk has been used to measure the pertinence of the results derived from K-Means on this
database.

In order to determine whether age dominates variability within an individual dog to a greater or lesser extent,
we divided the first data union into two and the second data union into four groups.
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3.2. Results from Statistical Analysis

For each cardiovascular feature, we have made box-plot charts to compare the changes over time between
"Historical" and "New" data for each dog in order to dynamically analyze the effect of ageing on each cardio-
vascular characteristic. Figure 2 shows the box-plot charts1 of the overall QT interval comparison between dogs
as an example of the statistical calculation based on ECG features.

Figure 2. QT interval overview of all the dogs at two different ages.

3.2.1. Results answering Q1

It has been found that the Mann-Whitney analysis has confirmed that ageing has a significant effect, which
has a large and detectable impact on each cardiovascular feature as they relate to ageing.. These results are
presented in Table 1.

To answer Q1, we have provided Table 2 that shows the impact of ageing on each of our dogs on a case-by-case
basis. In order to gain a clearer understanding of the extent to which each dog has been affected by ageing over
time, it is necessary to average out the changes between "Historical" and "New" data. It has been observed
that Simba’s cardiovascular data has remained relatively stable over time. The cardiovascular feature values of
Roxy are opposite to the ones of Happy and Hexe (we should also note that Happy and Hexe are Beagles, while
Simba and Roxy are Mongrels).

1All the charts have been drawn by TIBCO Spotfire® platform.
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Table 1. Two-tailed Mann-Whitney U test to determine the effects of ageing on each dog
cardiovascular features

Cardiovascular Features Happy Simba Roxy Hexe
U value p-value U value p-value U value p-value U value p-value

LVP Systolic 6.19 · 107 2.2 · 10−16 2.83 · 107 5 · 10−3 4.44 · 107 2.2 · 10−16 4.64 · 107 2.2 · 10−16

LVP Diastolic 1.89 · 107 2.2 · 10−16 1.78 · 107 2.2 · 10−16 4.82 · 106 2.2 · 10−16 1.56 · 107 2.2 · 10−16

LVP dpdt(max) 7.47 · 107 2.2 · 10−16 2.95 · 107 18 · 10−15 3.29 · 107 1.4 · 10−4 1.08 · 108 1.4 · 10−4

QT duration 7.51 · 107 2.2 · 10−16 3.04 · 107 2.2 · 10−16 3.27 · 107 1.4 · 10−3 9.39 · 107 2.6 · 10−2

PR duration 4.42 · 107 1 · 10−4 3.17 · 107 2.2 · 10−16 2.11 · 107 2.2 · 10−16 5.66 · 107 2.2 · 10−16

RR duration 5.65 · 107 2.2 · 10−16 2.82 · 107 1.1 · 10−2 2.39 · 107 2.2 · 10−16 6.29 · 107 2.2 · 10−16

QRS duration 3.39 · 107 2.2 · 10−16 2.53 · 107 2.2 · 10−16 4.97 · 106 2.2 · 10−16 6.78 · 107 2.2 · 10−16

APR Systolic 8.25 · 107 2.2 · 10−16 3.96 · 107 2.2 · 10−16 5.39 · 106 2.2 · 10−16 4.98 · 107 2.2 · 10−16

APR Diastolic 1.93 · 107 2.2 · 10−16 4.01 · 107 2.2 · 10−16 6.02 · 107 2.2 · 10−16 4.36 · 107 2.2 · 10−16

Table 2. Total median of "Historical" and "New" cardiovascular data parameter for per each
animal and their comparison.

Name Data LVP Systolic LVP Diastolic LVP dpdt(max) QT duration PR duration RR duration QRS duration APR Systolic APR Diastolic Avg of all
Historical 130.73 -4.63 3173.83 232 126 708 40 136.52 90.79

New 125.61 -1.83 2746.58 218 126 572 42 123.62 104.47Happy
New-Historical -5.12 2.8 -427.25 -14 0 -136 2 -12.9 13.68 -64.0877

Historical 114.86 0.48 2075.2 270 114 1256 40 131.99 86.23
New 115.72 2.19 2075.2 268 112 1258 40 122.53 76.64Simba

New-Historical 0.86 1.71 0 -2 -2 2 0 -9.46 -9.59 -2.0533
Historical 98.75 -3.66 1434.33 262 120 1010 46 104.93 81.22

New 90.69 1.7 1403.81 260 128 1228 60 92.03 62.83Roxy
New-Historical -8.06 5.36 -30.52 -2 8 218 14 -12.9 -18.39 19.2766

Historical 117.55 -4.63 3021.24 262 122 978 44 128.62 84.32
New 120.48 1.586 2136.23 246 120 832 42 130.21 89.66Hexe

New-Historical 2.93 6.216 -885.01 -16 -2 -146 -2 1.59 5.34 -114.9926

In the next step, K-Means clustering has been examined on merged "Historical" and "New" data sets for each
dog (independently) in order to determine whether or not ageing can comprehensively change the cardiovascular
characteristics of individual animals. To avoid over-fitting, data points were grouped into chunks, and for each
cardiovascular feature the median of 100 data points was computed.

As a positive outcome of the K-Means clustering test, the data were roughly clustered according to age. The
number of samples that fall into the wrong cluster was computed by assuming "Historical" data are labeled
cluster 1 and "New" data are labeled cluster 2. The evaluation of the results of this clustering has been shown
in Table 3. This table shows the rates of wrong labeled K-Means clustering for each animal in each cluster
of "Historical" and "New". Regarding to this table, the accuracy of K-Means clustering for distinguishing
"Historical" and "New" data of Happy, Simba, Roxy, and Hexe are, respectively, 77%, 52%, 87%, and 94%.

Table 3. K-Means cardiovascular clustering of one animal in different ages.

"Historical" wrong labeled / "Historical" cluster "New" wrong labeled / "New" cluster Total wrong labeled / Total number
Happy 45/106 = 0.42 0/86 = 0 45/192 = 0.23
Simba 52/84 = 0.61 20/66 = 0.30 72/150 = 0.48
Roxy 7/78 = 0.09 15/82 = 0.18 22/160 = 0.13
Hexe 0/105 = 0 14/103 = 0.13 14/208 = 0.06
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3.2.2. Results answering Q2

To check if it is possible to identify an animal by its haemodynamic data and answering Q2, we have considered
a data set containing data from two dogs. The purpose of this test is to examine inter- and intra-dog variability
in order to determine if age is more relevant than individual cardiovascular characteristics. The input data was
the union of 4 data sets, two dogs in two different ages. As soon as the data set is divided into two clusters by
the K-Means algorithm, it is automatically divided by two individual animals’ cardiovascular data. This result
illustrates that each individual animal has unique cardiovascular characteristics. As shown in Table 4, K-Means
clusters the cardiovascular data of each individual dog. The average number of total incorrect classifications
was 16 percent, which indicates an 84 percent success rate for distinguishing cardiovascular data between two
individual dogs. The K-Means clustering method is thus capable of recognizing differences in age, individual
animals, and individual files (each animal in each age group) with acceptable accuracy. Let us point out that
if the number of clusters increases, or if the age, gender, and strain of animals are similar, then the accuracy of
the K-Means clustering will be reduced.

Figure 3. K-Means clustering indicates the optimal number of clusters using gap for "Histor-
ical" and "New" data combination file for one dog. Gap is within cluster distance, and number
of cluster is considering possible cluster number.

Table 4. K-Means cardiovascular clustering of two animals in different ages.

Happy wrong labeled / Happy cluster Simba wrong labeled / Simba cluster Total wrong labeled / Total numberHappy-Simba 22/192 = 0.11 20/150 = 0.13 42/342 = 0.12
Happy wrong labeled / Happy cluster Roxy wrong labeled / Roxy cluster Total wrong labeled / Total numberHappy-Roxy 0/192 = 0 16/160 = 0.1 16/352 = 0.04
Happy wrong labeled /Happy cluster Hexe wrong labeled / Hexe cluster Total wrong labeled / Total numberHappy-Hexe 53/192 = 0.27 38/208 = 0.18 91/400 = 0.22
Simba wrong labeled / Simba cluster Roxy wrong labeled / Roxy cluster Total wrong labeled / Total numberSimba-Roxy 0/150 = 0 46/160 = 0.28 46/310 = 0.14
Simba wrong labeled / Simba cluster Hexe wrong labeled / Hexe cluster Total wrong labeled / Total numberSimba-Hexe 45/150 = 0.3 75/208 = 0.36 120/358 = 0.33
Roxy wrong labeled / Roxy cluster Hexe wrong labeled / Hexe cluster Total wrong labeled / Total numberRoxy-Hexe 46/160 = 0.28 0/208 = 0 46/368 = 0.12
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4. Machine Learning Analysis

Considering the answer to Q1, we would like to detect if the dogs are still healthy by comparing the "His-
torical" with the "New" data. We can see this problem either as a binary classification or a semi-supervised
learning problem. Firstly, we have considered a binary classification. For each dog, the input consists of the
set of cardiovascular features introduced in section 2. Given these features, we would like to determine if they
were recorded at the younger age (class 0) or at the older age (class 1) for each dog separately. If we get a
high classification score, we would conclude that their health conditions have changed. Otherwise, we would
consider that they have a similar health condition as when they were young. We have used an MLP to perform
this classification.

Secondly, if we consider the ageing assessment as a semi-supervised learning problem, we could use a Repli-
cator Neural Networks (RNN) method on the cardiovascular signals. RNN is usually set up to perform anomaly
detection in [29]: the RNN takes the raw signals as input and tries to reconstruct the input itself, as usually done
in autoencoders [30]. In the present context, this would translate as follows: we train an RNN model on the
"Historical" signals (normal case). Then we can use trained RNN to reconstruct test samples from "Historical"
and "New" signals. By comparing the errors in the reconstructions, we would like to be able to classify whether
the signal is coming from a young or old animal. Due to the small changes in the signals and the variabilities
between signals, the RNN method is not very successful in performing the detection of dogs’ age effects and for
sake of brevity, we will not discuss any further the results in this article. However, we have tested the RNN
method on another data set reported in the Appendix.

Moreover, we would also like to see if we can distinguish 4 dogs by using their cardiovascular features
(answering Q2). We can view this question as a multi-class classification problem (see [31]). We have tried to
classify each dog to see if they are accurately classified in their class2.

4.1. MLP Method used to Analysis In vivo Data

In this part, we have tested MLP to answer Q1 and Q2. According to [32], MLP is one of the most commonly
used artificial neural networks in medical decision support to help analysing cardiovascular data. MLP consists
of multiple layers which include the input layer to receive the features, several hidden layers which are the true
computational engines of the MLP, and an output layer that produces a decision or prediction results. MLP
is often applied to supervised learning problems especially binary classification. We can train a set of hidden
parameters of MLP that are able to learn the relationships between input-output. Then, the trained parameters
can be optimized by Back-propagation which computes the gradient of the loss/error with respect to the weights
in the network.

We have trained a MLP to discriminate between the "Historical" and "New" state of 4 dogs to answer
the first question. "Historical" and "New" data correspond the two classes in the binary classification task.
"Historical" and "New" data are mixed in the model training phase. We have used the data set consisting of
around 10000 samples of cardiovascular features for each state of each dog to train the MLP model. Those
features are normalized using MinMaxScaler, explained in [33]. We have used 80% of the samples to train and
validate (with cross validation), and 20% of samples to test the MLP model. Our MLP model consists of 3 fully
connected hidden layers, which have 9, 6, and, 3 hidden units. The first hidden layer receives 9 cardiovascular
features (LVP Systolic, LVP Diastolic, LVP dpdt(max), RR interval, PR duration, QT interval, QRS duration,
APR Systolic, APR Diastolic). The outputs from each hidden layer are transformed by a ReLU function and
the results in the output layer will be transformed to a decision boundary by a sigmoid function.

2All the Machine Learning models were implemented in Python using TensorF low™.
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4.2. Results from MLP Method Answering Q1

To evaluate the performance of the MLP method, we have computed the success rate which is defined as
the number of correctly predicted samples divided by the total number of samples of the dogs as in Table 5.
We have high success rates, 98.24%, 87.40%, 97.81%, and 98.33% to discriminate between the "Historical" and
"New" state of our 4 dogs. As Simba has the lowest success rate than other dogs, maybe Simba has fewer
changes in its cardiovascular performance compared to the other 3 dogs.

Table 5. Results from MLP model to discriminate "Historical" and "New" state of the dogs.

Happy Simba Roxy Hexe
Success Rate 98.24% 87.40% 97.81% 98.33%

4.3. Results from MLP Method Answering Q2

We also would like to check if we can identify a dog by using an MLP, to perform a multi-class classification.
According to [34], multiclass classification makes the assumption that each sample is assigned to one and only
one label. We have labelled 4 classes Happy, Simba, Roxy, and Hexe. If there are significant differences in
their cardiovascular features for each dog, we expect the model will have a high score to label them correctly,
which means we can identify a specific dog among the 4. In the multi-class classification, we have used the
same cardiovascular features as input. The difference between MLP used for binary classification and multi-
class classification is in the output layer, the number of outputs being equal to the number of classes and the
results will be transformed by a softmax function. In the training and testing phase, only "Historical" data of
4 dogs were used to train and test the multi-class classification model. From the results reported in figure 4,
we can conclude that over 93% of the time, we can identify one dog among 4 dogs and 7% of the time, we miss
identifying the dog.
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Figure 4. Classification results for identifying dogs using MLP method.

5. Mathematical Modelling Analysis

In this part of the project, we have considered a 0-d model (concerning 0-d models the reader is referred
to [13–19]) for the left part of the heart coupled to systemic circulation which makes it possible to describe
the main observable haemodynamics quantities and their evolution in time. Once the data are reproduced,
we can calibrate the model by estimating the values of the parameters. The calibration is performed for the
"Historical" state and for the "New" state of the animal and the values for the parameters in each situation
will help to assess if the dog has changed significantly with age.

5.1. Analog Circuit Model for the Left Ventricle

The heart beat (concerning the physiology the reader is referred to [35]) is a two stage pumping action over
a period of about one second subdivided in 2 stages: systole and diastole. During systole, the pressure in the
left ventricle increases, exceeding the left atrium pressure. Then the mitral valve closes and the aortic valve
opens and the blood flows into the aorta and out to the rest of the body. In diastole, the rate of contraction of
the myocardium begins to slow and the aortic valve closes. When the ventricle relaxes, the pressure in the left
ventricle falls and when it decreases below the pressure in the left atrium, the mitral valve opens and this lets
blood flow from the left atrium to the ventricle.

The goal is to build a 0-d model of the left part of the heart coupled to system circulation by an electrical
analogy [36].
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The 0− d electric circuit model (see [19]) for the left ventricle is shown in figure 5.

Figure 5. Electric circuit model.

The valves are represented by diodes in series with a resistor: Rmv and Dmv for the mitral valve and Rav

and Dav for the aortic valve and Rs is the resistance of systemic circulation. The coil L represents the inertia
of blood in the aorta. The compliances of the left atrium and systemic circulation are represented by Cla and
Cs, respectively. We have used a time-varying left ventricular compliance Clv(t) to represent the action of the
heart muscle. The elastance E(t) is the reciprocal of the compliance (E(t) = 1/Clv(t)) and it represents the
contractile state of the left ventricle. It relates to the ventricle’s pressure and volume (detailed in [37]) according
to the expression:

E(t) =
Plv(t)

Vlv(t)− V0
,

where Plv(t) is the left ventricular pressure, Vlv(t) is the left ventricular volume and V0 is a reference volume.
The time variations in this model are due to the cyclical nature of the ventricle elastance and it changes as a
function of time within one cardiac cycle. In our case, we are using the ECG to model the activation of the
ventricle and, more precisely, the peaks of the QRS complex. The QRS complex (see figure 1) corresponds to
the electrical forces generated by ventricular depolarization and represents the pumping action of the ventricles.
From the ECG, we save the times at which the R peaks of the QRS complex occur and this is what we call the
activation times of the ECG.

We approximated E(t) by the following expression:

E(t) =

m∑
k=1

a · [tanh [b · (t− wk)]− tanh [b · (t− wk − d)]] + h,

where m ∈ N∗, a, b, d and h are constants, t ∈ R is the time and w ∈ Rm are the activation times of the ECG.

In order to get the equations for the circuit, three different cases have been considered:

• Case 1: Filling. The mitral valve is opened and the aortic valve is closed so the left ventricle is
being filled.
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• Case 2: Ejection. The mitral valve is closed and the aortic valve is opened so blood is being ejected
from the left ventricle.

• Case 3: Isovolumic phase. Both valves are closed and the capacitor has either just being filled
(isovolumic contraction) or emptied (isovolumic relaxation).

Each phase of operation of the left ventricle can be modeled by a system of linear ordinary differential
equations (ODEs). However, the whole system is non-linear because each diode has two states so we have three
different cases (first diode is on and second one is off, first diode is off and second one is on, or both diodes are
off). Each case is modeled by a different equivalent circuit since when a diode is off, it acts as a wire and we
have open-circuit and when it is on, we have short-circuit.

The system of ODEs has been derived by applying Kirchoff’s Current Law and Ohm’s Law (the reader is
referred to [38] for an overview on the topic) to the analog circuit model as follows:

CASE 1: If Pla(t) > Plv(t) and Plv(t) < Ps(t)

For the first node, with left atrial pressure (LAP) Pla(t), we have that

Cla
dPla

dt
=

Plv − Pla

Rmv
− Pla

Rs
.

For the one in the middle with value Plv(t)

Clv
dPlv

dt
+ Plv

dClv

dt
− P0

dClv

dt
=

Pla − Plv

Rmv
,

and since Elv(t) = 1/Clv(t), we can rewrite the previous expression as

dPlv

dt
= E

(
Pla − Plv

Rmv

)
+

Plv

E

dE

dt
− P0

E

dE

dt
,

where P0 ∈ R is just a reference value. Then, for the node on the right, with arterial pressure Ps(t),

Cs
dPs

dt
=

Pla − Ps

Rs
,

and, for the aortic flow qs(t)
dqs
dt

= 0.

The system of equations for the filling phase is then

Cla
dPla

dt
=

Plv − Pla

Rmv
− Pla

Rs
,

dPlv

dt
= E

(
Pla − Plv

Rmv

)
+

Plv

E

dE

dt
− P0

E

dE

dt
,

Cs
dPs

dt
=

Pla − Ps

Rs
,

dqs
dt

= 0.

CASE 2: If Plv(t) > Pla(t) and Plv(t) > Ps(t)
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Proceeding in an analogue way, we get the following system of ODEs



Cla
dPla

dt
=

Ps − Pla

Rs
,

dPlv

dt
=

Plv

E

dE

dt
− Eqs −

P0

E

dE

dt
,

Cs
dPs

dt
=

Pla − Ps

Rs
+ qs,

dqs
dt

=
Plv − Ps

L
− qs

L
Rav.

CASE 3: If Plv(t) > Pla(t) and Plv(t) < Ps(t)

In this case, both valves are closed (both diodes are off) and there is no current flow. Then the equations are



Cla
dPla

dt
=

Ps − Pla

Rs
,

dPlv

dt
=

Plv

E

dE

dt
− P0

E

dE

dt
,

Cs
dPs

dt
=

Pla − Ps

Rs
,

dqs
dt

= 0.

5.2. Results from Mathematical Modelling

To solve the equations in each case according to time we have used a backward differentiation formula (BDF)
solver that is implemented in the Python built-in solver odeint (see [39] and [40] for more details). In order to
solve the model, we need to give as input the parameters (Rs, Rmv, Rav, Ca, Cs, L, P0, a, h) and the peaks of
the ECG. Then we get as output the LVP, the AP, the LAP and the aortic flow.

To obtain the optimized parameters for each dog we have used the Covariance Matrix Adaptation Evolution
Strategy (CMA-ES) optimization algorithm that is implemented in Python in the pycma module [41]. We need
to give as input an initial estimation of the parameters and the experimental data for the AP, LVP and ECG.
The initial standard deviation was chosen as σ0 = 0.4 and we have used a population size 1000 times larger
than the default value. The objective function needs also to be specified. We have chosen the following function
to be minimized

J =

√√√√ n∑
i=1

∣∣∣P (i)
lv − P̂lv

(i)
∣∣∣2 + ∣∣∣P (i)

s − P̂s
(i)
∣∣∣2,

where P
(i)
lv is the experimental value of the left ventricle pressure at each time, P̂lv

(i)
is the predicted value of

the left ventricle pressure at each time, P (i)
s is the experimental value of the arterial pressure at each time, P̂s

(i)

is the predicted value of the arterial pressure at each time and n ∈ N∗.

The output of the CMA-ES algorithm are the optimized parameters of the model.
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5.2.1. Results answering Q1

For each dog, we have estimated the parameters for the "Historical" and "New" state. Table 6 shows the
optimized model parameters for each dog at both times. The solution of the model for its corresponding
parameters for each dog is plotted in figures 6, 7, 8 and 9. Although the heart pace can look irregular in figures
6-9, the signal cannot be considered arrhythmia since dogs have a pronounced vagal tone which leads to this
“normal” unnormal rhythm and this has no clinical relevance.

We have computed the difference between the values predicted by our model and the values observed. For
that purpose, we have found the local maxima of the LVP and we have computed the difference between the
real signal and the simulated one at each peak (local maxima) for the LVP. The relative error is

ξ(Plv) =

√
1
n

∑n
i=1(yi − ŷi)2

1
n

∑n
i=1(yi)

2
,

where y is the value of the pressure at each peak in the true signal, ŷ is the value in the predicted signal and
n ∈ N∗. For the AP we have taken into account not only the difference between maxima, but also the one
between minima

ξ(Ps) =

√
1
n

∑n
i=1(yi − ŷi)2

1
n

∑n
i=1(yi)

2
+

√
1
n

∑n
i=1(wi − ŵi)2

1
n

∑n
i=1(wi)2

,

where w is the value of the pressure at each minimum peak in the true signal, ŵ is the value of the pressure at
each minimum peak in the predicted signal and n ∈ N∗.

Table 6. Model parameters (from left to right) for Happy "Historical" (2015), Happy "New"
(2018) , Simba "Historical" (2018), Simba "New" (2021), Roxy "Historical" (2018), Roxy "New"
(2021), Hexe "Historical" (2018) and Hexe "New" (2020). The relative error for the LVP and
for the AP is also shown for each dog in both states ("Historical" and "New").

Parameters Happy "H" Happy "N" Simba "H" Simba "N" Roxy "H" Roxy "N" Hexe "H" Hexe "N"
Rs [mmHg · s/cm3] 1.62 · 10−3 1.20 · 10−1 8.06 · 10−2 2.67 · 10−1 8.78 3.87 1.45 · 10−3 6.26 · 10−2

Rmv [mmHg · s/cm3] 2.06 · 10−6 1.75 · 10−2 5.12 · 10−5 1.47 · 10−4 1.26 · 10−1 1.12 · 10−2 7.02 · 10−7 7.38 · 10−3

Rav [mmHg · s/cm3] 1.85 · 10−5 1.18 · 10−3 6.33 · 10−4 2.45 · 10−3 3.57 · 10−4 8.18 · 10−4 3.55 · 10−6 2.95 · 10−4

Ca [cm3/mmHg] 3.65 · 104 7.01 1.36 · 102 5.18 · 101 2.61 · 10−1 1.72 4.59 · 104 1.0808 · 101
Cs [cm3/mmHg] 1.21 · 103 9.39 2.99 · 101 9.27 3.26 · 10−1 9.67 · 10−1 1.71 · 103 1.63 · 101

L [mmHg · s2/cm3] 1.68 · 10−7 9.18 · 10−6 1.1151 · 10−5 5.26 · 10−5 1.98 · 10−4 1.60 · 10−4 6.30 · 109 3.41 · 10−6

P0 [mmHg] 1.66 · 104 6.41 · 101 3.05 · 103 7.71 · 102 1.63 · 10−1 9.52 · 10−1 2.25 · 103 3.16 · 101
a [mmHg/cm3] 9.08 · 10−3 6.90 · 10−1 9.27 · 10−2 1.95 · 10−1 1.07 · 101 2.39 5.36 · 10−3 2.87 · 10−1

h [mmHg/cm3] 1.12 · 10−2 0.00 6.92 · 10−2 6.07 · 10−2 3.36 · 10−3 3.87 · 10−3 1.23 · 10−3 1.40 · 10−6

Relative errors
ξ(Ps) 10.83 % 10.56 % 6.39 % 9.39 % 5.22 % 8.53 % 10.13 % 9.51 %
ξ(Plv) 8.38 % 4.11 % 8.94 % 3.99 % 3.51 % 7.68 % 6.17 % 4.17 %
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(a) AP and LVP for Simba 2018 ("Historical") (b) AP and LVP for Simba 2021 ("New")

Figure 6. Experimental data compared with the model prediction for Simba.

(a) AP and LVP for Happy 2015 ("Historical") (b) AP and LVP for Happy 2018 ("New")

Figure 7. Experimental data compared with the model prediction for Happy.
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(a) AP and LVP for Hexe 2018 ("Historical") (b) AP and LVP for Hexe 2020 ("New")

Figure 8. Experimental data compared with the model prediction for Hexe.

(a) AP and LVP for Roxy 2018 ("Historical") (b) AP and LVP for Roxy 2021 ("New")

Figure 9. Experimental data compared with the model prediction for Roxy.

We want to address if the animals are getting old or not by the change in the parameters in the electrical
model. To check that, we have made the following steps:

(1) We have computed the optimized parameters of the model for each dog in the "Historical" state and
also in the "New" state (they are shown in Table 6).

(2) Afterwards, we have run the parameter optimization in the 0-d model for each dog in the "New" state
considering as initial guess the optimized parameters for the "Historical" state. The purpose of doing
this is to see if having as initial test the parameters of the "Historical" state, the optimizer could find
good values for the "New" state. The model prediction after the optimization is shown in green in figure
10. The initial guess is shown in orange in the same figure.
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(3) We have also directly solved the model in the "New" state, with the parameters of the "Historical" state.
The purpose is to see if we can match the real data in the "New" state with the optimized parameters
of the "Historical" state (without running the optimization). This is plotted in figure 10 in orange.

(a) AP and LVP for Happy 2018 starting with parameters of
Happy 2015

(b) AP and LVP for Hexe 2020 starting with parameters of
Hexe 2018

(c) AP and LVP for Simba 2021 starting with parameters of
Simba 2018

Figure 10. Experimental data compared with the model prediction when we start the optimization
from the optimized "Historical" parameters as initial guess.

After repeating the simulations for several chunks of beats, we have observed that Simba barely changes.
With the optimized parameters in the "Historical" state we can reproduce the data in the "New" state. However,
we have observed significant changes for Happy, Roxy and Hexe. In Happy and Hexe we have observed that
as the dogs are getting older the resistances increase and the capacitances decrease as a general tendency. The
capacitance gives us the ability of the vessels to get elastic and since the capacitances decrease, the vessels
become less elastic with the years. On the contrary, we have observed in Roxy a different tendency. Roxy has
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experienced a decrease in the resistances and an increase in the capacitances which is the opposite behaviour
as in Hexe and Happy and may be interpreted as her features have improved with age.

To answer properly Q1, we need to set a threshold of the error that determines that the animal is changing
with age. In other words, at which relative error do we claim that the "Historical" parameters do not fit the
"New" state because the dog has changed? To establish that threshold, we have solved the model for each dog
for several chunks with the parameters of Table 6. The maximum of the error that we got for each animal, is
going to be our threshold to claim whether the dog experienced changes with age or not. The thresholds to
determine if the model is fitting the data are 14 % (Happy), 15 % (Simba), 16 % (Roxy) and 13 % (Hexe).

To study the accuracy of the mathematical modelling method answering Q1, we have solved the model for
each dog with our calibrated parameters in other chunks of beats than the ones used for setting the threshold.
First, we have considered chunks in the "Historical" state and we have used the "Historical" parameters to solve
the model (same applies for the "New" state). If we get a relative error that is less than the threshold, then it
means that the model has worked. But if we get a relative error that is bigger than the threshold, it means that
the model suggests that the dog changed but it is a mistake since we are just using the calibrated "Historical"
parameters but for a different chunk. We have repeated this computation for a certain number of chunks and
we have computed the success rate (number of correctly predicted chunks divided by the total number of tested
chunks), that was always higher than 95 %.

Therefore, we can conclude that we are able to identify from the parameters if a dog is changing with age or
not.

5.2.2. Results answering Q2

The second question that we wanted to answer is if we can discriminate between dogs. If we look at the
optimized parameters of the model that are shown in Table 6, we can see that they substantially change between
different dogs. We have solved the model at a given state ("New" or "Historical") with the data of a given dog
but using the optimized parameters for the same state but for another dog. The result of doing that for every
dog, was that the relative error in the left ventricular pressure (ξ(Plv)) was sometimes below the values of the
thresholds but the value for the relative error in the arterial pressure (ξ(Ps)) was always above 32 % (higher
than the thresholds).

Although it would be necessary to do the study with a larger number of chunks in order to withdraw a strong
conclusion, it is already possible to spot some differences between the dogs since the calibrated parameters for
one dog can never reproduce the data of a different one. Therefore, we can claim that it is possible to identify an
animal by its haemodynamic data after doing the calibration of the model since with the optimized parameters
of a dog, it is not possible to reproduce the data of another one.

6. Conclusion and Discussion

In this paper, we have tried to analyse some in vivo experiments data for addressing the effect of ageing in an
animal by using statistical, machine learning and mathematical modelling methods. On the whole, we are able
to identify some changes in dogs’ cardiovascular data in the "New" state compared to the "Historical" state.
Moreover, we can discriminate not only between "New" and "Historical" state of the dog, but also distinguish
one dog among the others.

In terms of accuracy, cost, and robustness, we have compared the advantages and disadvantages of each
method. Although the way how we answer the questions is very different in mathematical modelling and in



20 ESAIM: PROCEEDINGS AND SURVEYS

statistical and machine learning approaches, we can set a link on how to compare the accuracy of the methods.
With respect to the answer to question Q1 in the statistical method, changes between the "New" and "Historical"
state of cardiovascular data for each dog in a positive or negative direction are always measurable, as shown in
the statistical results. However, the K-Means clustering method could recognize and cluster these changes for
Happy, Simba, Roxy, and Hexe with an accuracy of 77%, 52%, 87%, and 94%, respectively. Machine learning
method can correctly (above 97% for Happy, Roxy, and Hexe) distinguish between the "New" and "Historical"
state of the dog. When "New" and "Historical" states are more similar for Simba, the error of the machine
learning method would be higher (12.60%). Regarding mathematical modelling, we can see that the relative
error between the values predicted by our model with the optimized parameters and the values observed, is
typically below the thresholds. The accuracy of this approach was above 95 %.

According to question Q2, K-Means clustering accurately identified 84% of dogs among four cardiovascular
data of two dogs of different ages. Machine learning method can identify one dog among 4 dogs with more than
93% accuracy. To test the accuracy of the identifiability of the dogs with the mathematical modelling approach,
we had the same logic as the one with ageing but we have tried the calibrated parameters of one dog on another
dog and see if they could fit. It was never the case so the accuracy in this case is around 100 %.

Regarding the cost and robustness, K-Means and MLP use the extracted cardiovascular features as input
and they would require computational cost in the feature extraction process. Considering that the number of
samples and the size of the input is not large, K-Means only takes very small computational cost. We could also
train a MLP with high accuracy (above 93%) and very little training cost (less than 20 minutes). In particular,
MLP is robust to beats to beats variability and provides a promising result for the above biological questions.
Regarding the computational cost for mathematical modelling, it requires a light pre-processing of the data.
Before running the optimization, the only thing we need to do is to extract the activation times of the ECG
and this is almost instantaneous. However, the optimization process to obtain the parameters of the model
takes on average 7 hours, although it depends a lot on the initial guess that we consider. Once we have the
parameters, model integration in time is cheap from a computational point of view (few seconds). Regarding
the robustness of the parameter estimation procedure in mathematical modelling, we have tried so far to run
the model with the same parameters for other intervals to see if we are able to reproduce other windows of time
with the parameters fitted from one chunk. Usually, we are able to fit other time intervals if we do not go very
far from the original one. It is also important to take into account that if the activity of the dog changes (if it is
playing, eating, making digestion...) the parameters could change. In the future, we would like to get the model
parameters for a larger number of chunks and analyze their variability of them in the “New” and "Historical"
states in order to give a reliable interval for the parameters in each state and to have a better notion of the
accuracy of this approach. Same applies for the identifiability of each dog in order to know what is the interval
in which the parameters move in each dog. In fact, the parameters may significantly change between different
dogs because it is possible that there are several combinations of parameters that fit the data. As stated before,
it would be necessary to do a study with a larger set of chunks in order to analyze in detail the variability of
the parameters. This will be the object of a further investigation. However, we could already spot differences
between the animals based on the parameters (the parameters of a dog do not reproduce the data of another
one). Regarding the ageing process, it is also possible to assess if the dog is getting old (excluding Simba, we
have shown that with the parameters of the "New" state we were not able to fit the data in the "Historical"
state).

6.1. Limitations and Perspectives

The limitation of the statistical algorithms is that when the number of animals is high or strains and genders
of dogs are similar, the accuracy may decrease. Statistical methods are modelled using extracted features which
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require computational resources and the number and choices of features may have an impact on the analysis of
the results (missing some information from the raw signals).

Similarly, MLP needs extracted features as input which other types of neural networks like Convolutional
Neural Network (CNN) in [42] do not. CNN can process and learn the important parameters from the signals
directly to perform a binary classification. By using CNN, we can avoid the feature extraction process step.
However, as the dimension of the signal data is usually high, the CNN method would need more training
costs. We can also consider the autoencoder method calibrated by some cardiovascular features to do anomaly
detection like in [44] to perform a semi-supervised learning. In general, the neural network method has a "black
box" nature. This method can’t help us to understand the mechanism of dogs’ cardiovascular system. So we
won’t be able to use it to answer some questions like how much and which element of cardiovascular function has
changed. However, in a mathematical modelling approach, the parameters have a link with age which can give
us some information related to how age changes cardiovascular functionality (that is to say if the dog gets older
or younger). Moreover, if the number of dogs increases in the future, which means the number of classes also
increases, the accuracy of correctly identifying the dogs decreases for machine learning and statistical methods.
To test the neural network method and statistical method for a larger number of dogs, we need to find a training
strategy that can include enough dogs and acceptable model accuracy. For the mathematical modelling method,
it is necessary to do the optimization of the parameters for each dog in each state ("Historical" and "New")
and this process takes a lot of time. Consequently, if the number of dogs is high, it will be computationally very
demanding in terms of time to answer the fore-mentioned questions.

In the future perspective, we would like to take into account the data of more dogs to test our methods. It
is also very important from the mathematical modelling point of view to do the study with more chunks to
be able to perform classification tasks on the parameters. We would also like to work on more experiments
with different species and strains to gather more information about the effect of ageing on cardiovascular
performance. Discovering the impact factors on cardiovascular functionality helps us to understand the reason
why some animals have more changes in their cardiovascular data by comparing with others.
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Appendix

A. RNN Method Used for Anomaly Detection

We have a second experimental data set concerning the field potentials (FP) recordings of hiPSC-CMs
obtained by multi-electrodes arrays (MEA) technology. Specifically, the experimental data set corresponds to
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FP signals recorded using 96 wells MEA plates, each well containing 8 recording electrodes and 12 drugs have
been tested in the MEA plates. Each drug has been added at four concentrations in four different wells and
this process is replicated five times. Among all the collected FP signals, we observed that some signals may
have an altered shape compared to the majority of the signals because of poor cells and recording conditions.
Those poor recordings can bring biases to the conclusion of the experiments and hence they need to be removed
from the data set. This is usually done by manually selecting those poor recordings usually which takes a lot
of resources. In this work, we try to investigate methods that can automatically and reliably detect the poorly
recorded signals in MEA data set. We have tried RNN method to answer this question.

RNN is an example of autoencoder. Since autoencoders were first proposed in [29], they have been commonly
used in outlier detection and anomaly detection [43]. According to [44], autoencoder is a kind of feed-forward
neural network with a systemic structure that is composed of multiple hidden layers which include encoding
and decoding parts. The input and output layers have the same size (figure 11). The encoder compresses the
input data to some latent representations. The decoder decodes the compressed latent representations and
reconstructs the input data. The autoencoder can consist of multiple hidden layers. The output from each
hidden layer will be transformed by an activation function. The parameters of the RNN are optimized by
minimizing the reconstruction errors. The error is measured as Relevant Mean Squared Error:

R−MSE =

√
1
n

∑m
i=1(yi − ŷi)2√

1
n

∑m
i=1(yi)

2

Where m ∈ N∗ and y, ŷ ∈ Rm are the true and reconstructed signals respectively. Since the difference of
amplitudes for normal and abnormal signals are large, if we only consider Absolute Mean Squared Error, we
are not able to measure the fair differences between true and reconstructed signals. Henceforth we considered
the relative ℓ2,m errors between the signal and its reconstructions. In this way, the value of errors will consider
the scale of the signals.

Figure 11. Autoencoder systemic structure.

In this work, we have used 34531 signals to train (80% of the signals) and validate (20% of the signals) an
autoencoder to reconstruct the input signals. Then the autoencoder has been used to reproduce the unseen
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examples (4364 abnormal signals have not been used in the training set). By comparing the errors of the
reconstructed signals between the normal and abnormal signals, we expect the autoencoder to be able to detect
the abnormality. We have tested 2 architectures of the autoencoder shown in figure 12.

(a) Autoencoder Architecture One (b) Autoencoder Architecture Two

Figure 12. Autoencoder Architectures: First architecture on the left has only one hidden layer with
5 latent representations; Second architecture on the right has three hidden layers with 20, 5, and 20
hidden units.

A.1. Results from Autoencoder for Anomaly Detection

We have listed the results from two architectures for autoencoder in Table 7. The second architecture could
reduce the errors of the reproduced signals for the training set by 0.019 compared to the first architecture. Both
architectures could reconstruct the normal signal with lower errors. In contrast, both architectures have more
difficulties to reproduce the abnormal signals in the test set as shown in figure 13 and figure 14.

Table 7. Results from autoencoder for anomaly detection.

Autoencoder with First Architecture Autoencoder with Second Architecture

Relevant MSE for Training Set 0.106573 0.087316

Relevant MSE for Test Set 0.234638 0.232959
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(a) An example of normal signal versus autoencoder re-
constructed signal

(b) An example of normal signal versus autoencoder recon-
structed signal

Figure 13. True Compared with Reconstructed Signals Using First Autoencoder: On the left, we
have shown one example of the normal signal compared with autoencoder reconstructed signal; On the
right, we have shown one example of the abnormal signal compared with autoencoder reconstructed
signal.

(a) An example of normal signal versus autoencoder recon-
structed signal

(b) An example of normal signal versus autoencoder recon-
structed signal

Figure 14. True Compared with Reconstructed Signals Using Second Autoencoder: On the
left, we have shown one example of the normal signal compared with autoencoder reconstructed
signal; On the right, we have shown one example of the abnormal signal compared with au-
toencoder reconstructed signal.
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