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Abstract

This paper presents the results of the General
Machine Translation Task organised as part of
the Conference on Machine Translation (WMT)
2022. In the general MT task, participants were
asked to build machine translation systems for
any of 11 language pairs, to be evaluated on test
sets consisting of four different domains. We
evaluate system outputs with human annotators
using two different techniques: reference-based
direct assessment and (DA) and a combination
of DA and scalar quality metric (DA+SQM).

1 Introduction

The Seventh Conference on Machine Translation
(WMT22)1 was held online with EMNLP 2022
and hosted a number of shared tasks on various
aspects of machine translation. This conference
built on 15 previous editions of WMT as workshops
and conferences (Callison-Burch et al., 2007, 2008,
2009, 2010, 2011, 2012; Bojar et al., 2013, 2014,
2015, 2016, 2017, 2018; Barrault et al., 2019, 2020;
Akhbardeh et al., 2021).

For more than a decade, the machine translation
(MT) community has focused on the news domain,
which has many desirable features for MT evalu-
ation, such as sufficiently long and grammatically

1http://www.statmt.org/wmt22/

correct sentences that are easy for both profession-
als to translate (to produce references) and for hu-
man raters to evaluate without specific in-domain
knowledge. However, with recent advances in MT
and potential overfitting on the news domain (with
methods such as fine-tuning on past WMT testsets),
we decided to open a fresh research direction of
testing the “General Machine Translation” capabil-
ities.

How to test general MT capabilities is a research
question in itself. Countless phenomena could be
evaluated, the most important being:

• various domains (news, medicine, IT, patents,
legal, social, gaming, etc.)

• style of text (formal or spoken language, fic-
tion, technical reports, etc.)

• noisy or robust user-generated content (gram-
matical errors, code-switching, abbreviations,
etc.)

Evaluating all possible phenomena is near im-
possible and creates many unforeseen problems.
Therefore, we decided to simplify the problem
and start with an evaluation of different domains.
We select the following four domains: news, e-
commerce, social, and conversational, chosen to
represent various topics with different content

http://www.statmt.org/wmt22/


styles. Additionally, these domains are understand-
able for humans without special in-domain knowl-
edge, thus not requiring specialized translators or
human raters for evaluation.

Another significant change for this year is the
redesign of our human evaluation procedure for
English→X and non-English language pairs. We
introduce SQM-style DA rating, improved sam-
pling of sentences for human judgements, and we
opt in for using professional raters.

In addition to language pairs evaluated yearly,
we introduce several new language pairs that
have never been evaluated at WMT or other
venues: Ukrainian↔English, Ukrainian↔Czech,
Livonian↔English, Yakut↔Russian and
English→Croatian.

Lastly, with multiple different shared tasks run
at WMT evaluating different phenomena over the
same language pairs, we proposed to aggregate
test sets and ask participants of different shared
tasks to also translate test sets from other shared
tasks (for shared language pairs), allowing cross-
task evaluation of systems on various phenomena.
More details are in Section 4.2.

General MT task submissions and human judge-
ments are available at https://github.com/
wmt-conference/wmt22-news-systems. The
interactive visualization and comparison of differ-
ences between systems is at http://wmt.ufal.
cz using MT-ComparEval (Sudarikov et al., 2016).

The structure of the findings is as follows. We
describe process of collecting, cleaning and trans-
lating of test sets in Section 2 followed by sum-
mary of allowed training data for constrained track
Section 3. We list all submitted systems in Sec-
tion 4. We use two different techniques for human
evaluation. Reference-based DA is used to evalu-
ate languages into English and described in Sec-
tion 5. DA+SQM technique used for non-English
and from English translation directions is described
in Section 6. In Section 7, we describe our analysis
of English→Croatian, translation direction contain-
ing professional and student produced references.
We conclude the findings in Section 8.

2 Test Data

In this section, we describe the process of collect-
ing data in Section 2.1, followed by the explanation
of preprocessing steps in Section 2.2. Producing
human references is summarized in Section 2.3 and
test set analysis is conducted in Section 2.5. Lastly,

Section 2.4 describes specific language pairs that
are prepared differently.

2.1 Collecting test data

As in the news shared tasks in previous years, the
test sets consist of unseen translations prepared
specially for the task. However, in contrast, we
introduce several domains instead of only the news
domain. The test sets are publicly released to be
used as translation benchmarks. Here we describe
the production and composition of the test sets.

With the new direction towards testing general
MT capabilities, we redesign the content of the test
sets. We decided to collect data from four domains
(news, social, e-commerce, and conversation). For
all language pairs, we aimed for a test set size of
2000 sentences and to ensure that the test sets were
“source-original”, namely that the source text is
written in the source language, and the target text
is the human translation. This is to avoid “trans-
lationese” effects on the source language, which
can have a detrimental impact on the accuracy of
evaluation (Freitag et al., 2019; Läubli et al., 2020;
Graham et al., 2020). We collected roughly the
same number of sentences (around 500 sentences
with document context) for each domain. For some
languages, we could not locate high-quality data
and therefore selected more sentences from other
domains.

News domain - This domain contains data
prepared in the same way as in previous years
(Akhbardeh et al., 2021). We collect news arti-
cles from the second half of 2021 extracted from
online news sites, keeping document information.
The news domain is mainly of the highest quality.

Social domain - For most languages (Czech,
English, French, German, and Japanese), we ex-
tract data from public Reddit discussions, keeping
separate posts as a single document. We target sub-
reddits that come from countries speaking a given
language. We remove all posts marked by Reddit
as inappropriate.

We use different data source for Chinese and
Russian social domain as there is not enough Red-
dit content. For Chinese, we collected posts from
various social media webpages used in China, a list
provided by our Chinese colleague. For Russian,
we took data from Zen, one of the most popular
blog platforms among Russian-speaking users.

E-commerce domain - Contains product de-
scriptions donated by individual companies.

https://github.com/wmt-conference/wmt22-news-systems
https://github.com/wmt-conference/wmt22-news-systems
http://wmt.ufal.cz
http://wmt.ufal.cz


#segments
Source / Domain conversation ecommerce news social other total

Chinese 349 518 505 503 - 1875
Czech - - 957 491 - 1448
Czech (to Ukrainian) - - - - 1930 1930
English 484 530 511 512 - 2037
English (to Croatian) - 1015 656 - - 1671
French 501 524 504 477 - 2006
German 462 501 506 515 - 1984
Japanese 502 503 505 498 - 2008
Livonian - - - - 420 420
Russian - 508 1004 - 504 2016
Russian (to Yakut) - - - - 1123 1123
Ukrainian - - - - 2018 2018
Ukrainian (to Czech) - - - - 2812 2812
Yakut - - - - 1123 1123

Table 1: Number of segments for individual source languages used in the general translation test sets.

For Japanese e-commerce domain, we used
search advertising text ads provided by an adver-
tising company with their client’s prior consent.
Defining documents and sentences in search ads is
tricky. Clients define multiple titles and multiple
descriptions, called assets. We defined a document
as the longest possible combination of assets. We
also defined a sentence as either an asset or a unit
separated by sentence-ending punctuations within
an asset. Since the diversity of Japanese ad sen-
tences is small, we chose the test sentences greedily
to minimize the test set’s self-BLEU.

Conversational domain - data for English, Ger-
man, French, and Chinese are provided by the
Chat Shared Task organizers (Farinha et al., 2022).
These data contain a discussion between an agent,
talking in English, and a customer, each of them
talking in a different language and they are part
of MAIA corpus.2 To avoid the effects of trans-
lationese, we split conversations into individual
messages and handled each as a separate document,
only using messages written in the original lan-
guage (therefore, the English side only contains
messages from agents) resulting in often short doc-
uments.

For Japanese conversational domain, We used
question-answer pairs from a community question-
answering website, Oshiete!goo3. The operator
provided us with a dump as of March 2022. Top-
ics are diverse, ranging from life advice to enter-
tainment. Since there were usually many answers
to a question, we extracted question-answer pairs
whose answers were marked as the best answer. We
considered a question-answer pair as a document

2https://github.com/Unbabel/MAIA
3https://oshiete.goo.ne.jp

and randomly sampled test data from question-
answer pairs with a total length of 180 characters or
fewer. We did not indicate the boundary between
them.

After collecting all data, we applied several steps
to filter out documents of lower-quality, see Sec-
tion 2.2. Specifically paying attention to short docu-
ments. Whenever we had enough data, we removed
the shortest documents, usually a single or two sen-
tences. We advised linguists who were checking
the data to further remove short documents. This
helped us to add document context to the test set.

2.2 Human preprocessing of test data

In the News task of previous years, we asked hu-
mans to check collected data and carry out minor
corrections (mainly checking sentence splits and
discarding similar or repeated content), which was
sufficient for the news domain because is often
clean and without serious problems. However, with
the expansion towards general MT, we run into an
issue of source data being noisier and not well for-
matted that needs to be handled before translation.

Although testing of robustness of MT is an im-
portant task, the noisy data introduces problems
for human translators and annotators. Therefore,
we decided to discard data that are considered too
noisy. Furthermore, publicly available data often
contains inappropriate content, which can stress
either human translators or human annotators, lead-
ing to a decrease in the quality (for example, trans-
lators refuse to translate political content consid-
ered censored in their countries).

Therefore, the source data for test sets4 goes

4Except for sources from the following transla-
tion directions: English→Croatian, Livonian↔English,

https://github.com/Unbabel/MAIA
https://oshiete.goo.ne.jp


through human validation checks involving lin-
guists discarding inappropriate content altogether
or carrying out minor textual corrections to the data.
You can find the linguistic brief for prepossessing
in Appendix C.

2.3 Test set translation

The translation of the test sets was performed
by professional translation agencies, accord-
ing to the brief in Appendix D. Different
partners sponsored each language pair and
various translation agencies were therefore used,
which may affect the quality of the transla-
tion. The exception is that Chinese↔English,
German↔English, Ukrainian↔English and
reference-B for Czech↔English were translated
by the same agency. These languages also received
a special treatment of being translated by one
translator and checked by a second different
translator.

Several language pairs received special atten-
tion. For Chinese↔English, Czech↔English,
German↔English, and English→Croatian, we ob-
tained a second reference in each direction from
different translators.

For Czech↔English, our partner paid profes-
sional agency to provide high-quality translations.
However, as it turned out, the quality is rather low.
We fixed manually the reference with grammar cor-
rection tools, however, that isn’t sufficient. We
provide this reference as reference–C. There is no
issue with reference-B as that was provided by dif-
ferent partner.

Human translations would not be possible with-
out the sponsorship of our partners. We are thank-
ful for the support from: Microsoft, Charles Univer-
sity, LinguaCustodia, NTT, Dublin City University,
Google, and Phrase.

2.4 Language pairs prepared differently

English→Croatian The English-Croatian test
data is a sub-corpus of the DiHuTra corpus5

(Lapshinova-Koltunski et al., 2022). The English
source texts include Amazon product reviews and
news articles. The document information is avail-
able for both domains.

The reviews were selected from the publicly

Yakut↔Russian, Ukrainian→English, Ukrainian↔Czech.
Data for these directions have been checked differently and
should not contain noisy or inappropriate content.

5https://github.com/katjakaterina/dihutra

available Amazon product reviews6,7 containing
reviews divided into 24 categories (topics). The
selected corpus covers fourteen categories, pay-
ing attention to the data balance: an equal number
of positive and negative reviews and a balanced
distribution of categories (topics). In total, 196
reviews (1015 sentences) were included, fourteen
from each of the fourteen selected topics: ‘Beauty’,
‘Books’, ‘CDs and Vinyl’, ‘Cell Phones and Acces-
sories’, ‘Grocery and Gourmet Food’, ‘Health and
Personal Care’, ‘Home and Kitchen’, ‘Movies and
TV’, ‘Musical Instruments’, ‘Patio, Lawn and Gar-
den’, ‘Pet Supplies’, ‘Sports and Outdoors’, ‘Toys
and Games’ and ‘Video Games’.

The news articles were selected from the News
test corpus of the WMT (2019 and 2020) shared
task.8 In total, 68 news articles (656 sentences)
from different sources are included.

These English texts were then translated into
Croatian by professional translators and by trans-
lation students, thus providing two reference trans-
lations. Both professional and student translations
were produced in cooperation with the University
of Zagreb and the University of Rijeka in Croatia.
In total, four professional translators and twenty
translation students participated, all native speak-
ers of Croatian and fluent in English. Translation
experience of professional translators ranges be-
tween five and ten years, while for students the
range is from zero to five years, the majority being
in the range between two and four years. The two
students who indicated no experience (zero years)
also indicated that they had no real professional
experience yet, only work in the framework of their
studies. All students were in their first or second
year of master’s studies.

The translators were asked too keep the sentence
(segment) alignment (not to merge or to split seg-
ments so that each English segment corresponds
to one translated segment) and not to use any kind
of machine translation in the process. No further
restrictions were given to the translators.

Yakut↔Russian Source texts for
Yakut↔Russian translation were selected
from Ulus media, which is Yakutia’s official news
aggregator. The majority of the data are local

6https://s3.amazonaws.com/

amazon-reviews-pds/readme.html
7http://jmcauley.ucsd.edu/data/amazon/
8http://www.statmt.org/wmt20/

translation-task.html

https://github.com/katjakaterina/dihutra
https://s3.amazonaws.com/amazon-reviews-pds/readme.html
https://s3.amazonaws.com/amazon-reviews-pds/readme.html
http://jmcauley.ucsd.edu/data/amazon/
http://www.statmt.org/wmt20/translation-task.html
http://www.statmt.org/wmt20/translation-task.html


news.9 The professional translators were asked
to translate 42 news texts for the test set. Yakut
is one of the minor languages spoken by around
450,000 native speakers. It is one of the official
languages of Sakha (Yakutia), a federal republic in
the Russian Federation.

Livonian↔English The source language for
Livonian↔English was English, since the amount
of Livonian monolingual and parallel data is
severely limited. The source texts were selected
from various news articles published in 2022; po-
litically neutral topics were selected. One addi-
tion to the set was the text describing the addition
of WMT’22 Livonian↔English shared task itself.
Translations were done by two professionals. Livo-
nian is a critically endangered language spoken in
Latvia but belonging to the Finno-ugric language
family. Its last native speaker passed in 2013 and
currently there are about 20 near-native speakers;
however, there is an Institute of the Livonian Lan-
guage at the University of Latvia that leads efforts
on collecting and preserving Livonian texts as well
as other materials (audio, video, hand-written, etc).

Ukrainian↔Czech and Ukrainian→English

Source texts for Ukrainian↔Czech and
Ukrainian→English translation were selected
from the inputs collected through the Charles
Translator for Ukraine.10 Charles Translator for
Ukraine is an online translation service that has
been developed by the team from the Charles
University, Prague11 as a response to the wave of
Ukrainian refugees coming to the Czech Republic
after the 2022 Russian invasion of Ukraine.12 The
service is powered by a model trained with Block
Backtranslation (Popel et al., 2020b). With users’
consent, the service can log their inputs for the
purpose of creating a dataset of real use cases. The
datasets are extracted from the inputs collected in
March and April 2022.

After automatic filtering,13 we asked
linguistically-educated annotators to filter

9https://ulus.media/
10http://translate.cuni.cz
11http://ufal.mff.cuni.cz/u4u
12At that time, the most popular online MT services ei-

ther did not support translation between Czech and Ukrainian
(e.g. DeepL) or they seemed to pivot the translation for the
language pair via English (e.g. Google Translate, Microsoft
Translator).

13This includes the removal of intermediate inputs, HTML-
tagged inputs, inputs identified as written in a language other
than the source language, and backtranslated inputs.

and preprocess the source data manually. The
filtering aimed at obtaining a data sample with di-
verse examples. The preprocessing was performed
according to the brief in Appendix C with the
following modifications. First, as the content is
closely related to the war, someone may always
find it polarizing or controversial. We did not
filter out texts based on this criterion. Second,
we asked the annotators not to delete or fix noisy
inputs as long as they are comprehensible. This
concerns, for instance, errors in casing, punctua-
tion, diacritics, grammar and typos. Furthermore,
all emojis are kept. Third, our annotators were
instructed to join multiple related sentences to the
same line whenever they found them too short
compared to the rest of the dataset. The dataset
thus does not satisfy the rule that each line contains
a single sentence. Finally, any personal data
related to people other than well-known people
was pseudonymized.

The user inputs cover three broader domains:
(1) personal communication, (2) news, and (3) for-
mal communication. Our annotators assigned these
categories (often accompanied by a finer subcate-
gory) to every data example. If none of the above
categories fit, they labeled the example with the
“other” tag.

The source texts were translated by profes-
sional translation agencies principally following
the brief in Appendix D. A sample of translated
sentences were checked by native speakers of
the target language. It revealed that post-edited
MT had allegedly been used for parts of the
Ukrainian→Czech test set, although this was de-
nied by the translator. Therefore, we decided to
add additional data to the test set for this direc-
tion translated by a different translation agency.
This extra data consists of about 600 segments
downloaded from the web (news, example CV)
and about 200 segments from the Charles Transla-
tor inputs logs. It was pre-processed similarly as
described above except for the domain annotation
(all segments have the “unknown” tag assigned).

2.5 Test set analysis

As described previously, the aim was for the test
sets to be composed of approximately 500 sen-
tences per domain, although this depended on the
language pair. The number of segments for each
domain (including unspecified domain ‘other’) is
given in Table 1 per source language, with the tar-

https://ulus.media/
http://translate.cuni.cz
http://ufal.mff.cuni.cz/u4u


get language being specified where the composi-
tion differs. All four domains are available for Chi-
nese, English, French, German and Japanese source
texts, whereas only certain domains are available
for Czech, Russian and English into Croatian.

Document context Document context is avail-
able for most language pairs (the exception be-
ing Livonian↔English). The length of documents
varies considerably by domain but also by language
pair. As can be see in Table 2, e-commerce doc-
uments tend to be longest, followed by news and
social (together), with conversational documents
being shortest, although this does not hold for all
languages. For example, the Ukrainian test set
has short documents (2.28 segments on average),
whereas Yakut↔Russian has very long ones (26.12
segments on average).

Lexical diversity We can compare the type-
token ratio (TTR) to get an idea of the relative
lexical diversity of (i) domains and (ii) original
vs. translated sentences.14,15 Raw TTRs for each
language pair and domain are given in Table 28 in
Appendix E. Regarding domains, the TTR is gener-
ally lowest for conversations, whereas e-commerce
and news are most diverse, followed by social.
Translated texts appear to show a lower lexical
diversity than original texts. If we look at the ratio
between the TTRs of a language A and a language
B (i.e. the diversity of A with respect to B), this
ratio is higher when A is the source and B the target
than when B is the source and A the target. For
example, given the language pair Czech↔English,
the ratio of the TTRs of Czech and English (i.e.
TTRcs
TTRen

is higher when Czech is the original text and
lower when it is the translation. This can be seen
in Table 3 comparing for individual domains.

Anonymisation One characteristic that stands
out is the presence of placeholders for anonymised
elements in the conversation and social domains.
There are a total of 17 difference placeholders,
indicated by the entity type surrounded by #,
e.g. #NAME#, #EMAIL#, #Product1#, #Prod-
uct2#, etc. The entities are identical in the ref-

14The TTR is the ratio of unique tokens to total tokens,
and it is higher the diverse the vocabulary of a text is. It is
dependent on the morphological complexity of a language,
but can also vary due to other factors.

15Texts are tokenised using the language-specific Spacy
models (Honnibal and Montani, 2017) where available. For
Czech, Livonian and Yakut, for which Spacy models are not
available, we took as a rough approximation models for Croa-
tian, Finnish and Russian respectively.

erence translation (where there is a direct trans-
lation), rather than the entity being translated
(e.g. #NAME# and not #NOM# for French). Man-
ual corrections were carried out to homogenise
variants in terms of capitals, space issues and place-
holders that were translated rather than copied by
the professional translators.

Translation quality As mentioned previously,
the quality of the human references differed ac-
cording to the agency used. A few translations
were erroneous due to problems with anonymi-
sation, where some overzealous anonymisation
added entity tags within non-entity words, therefore
making the source sentence non-sensical. How-
ever this affected only one or two sentences, and
some minor corrections were introduced. There
were some particular problems with the quality
of Czech→English translations, including wrong
quote marks, grammatical and spelling mistakes
and unnatural translations as mentioned in Sec-
tion 2.3.

3 Training Data

Similar to previous years, we provide a selection
of parallel and monolingual corpora for model
training. The provenance and statistics of the
selected parallel datasets are provided in Ap-
pendix in Table 20 and Table 19. Specifically,
our parallel data selection include large multi-
lingual corpora such as Europarl-v10 (Koehn,
2005), Paracrawl-v9 (Bañón et al., 2020), Com-
monCrawl, NewsCommentary-v16, WikiTitles-v3,
WikiMatrix (Schwenk et al., 2021), TildeCor-
pus (Rozis and Skadin, š, 2017), OPUS (Tiede-
mann, 2012), UN Parallel Corpus (Ziemski et al.,
2016), and language specific corpora such as
CzEng-v2.0 (Kocmi et al., 2020), YandexCorpus,16

ELRC EU Acts, YakutCorpus 17, JParaCrawl (Mor-
ishita et al., 2020), Japanese-English Subtitle Cor-
pus (Pryzant et al., 2018), Livonian multipar-
allel corpus Liv4ever (Rikters et al., 2022),18

KFTT(Neubig, 2011), TED (Cettolo et al., 2012),
CCMT, and back-translated news. Similar to pre-
vious years, we provided links to these datasets on
the task web page.19 However, new to this year,

16https://github.com/mashashma/WMT2022-data
17https://github.com/mashashma/WMT2022-data/

tree/main/yakut
18https://huggingface.co/datasets/tartuNLP/liv4ever
19https://statmt.org/wmt22/translation-task.

html

https://github.com/mashashma/WMT2022-data
https://github.com/mashashma/WMT2022-data/tree/main/yakut
https://github.com/mashashma/WMT2022-data/tree/main/yakut
https://statmt.org/wmt22/translation-task.html
https://statmt.org/wmt22/translation-task.html


#segments per doc
Source / Domain conversation ecommerce news social other all

Chinese 2.13 17.86 13.29 20.12 - 7.32
Czech - - 14.07 7.12 - 10.57
Czech (to Ukrainian) - - - - 1.86 1.86
French 2.61 22.78 14.00 14.03 - 7.04
German 2.87 17.28 11.50 13.92 - 7.32
English 5.20 23.04 16.48 15.06 - 11.25
English (to Croatian) - 5.18 9.65 - - 6.33
Japanese 4.40 4.49 15.30 8.03 - 6.26
Livonian - - - - 1.00 1.00
Russian - 10.58 12.55 - 5.09 8.88
Russian (to Yakut) - - - - 26.12 26.12
Ukrainian - - - - 2.28 2.28
Ukrainian (to Czech) - - - - 2.98 2.98
Yakut (to Russian) - - - - 26.12 26.12

Table 2: Average document length (in # segments) for individual source languages used in the general translation test sets.

conversation ecommerce news social other
Lang. pair → ← → ← → ← → ← → ←

Czech–English - - 1.9 1.58 1.73 1.57 -
Czech–Ukrainian - - - - 1.06 0.93
German–English 1.39 1.00 1.50 1.13 1.35 1.15 1.38 1.13 -
German–French 1.25 0.95 1.50 1.15 1.35 1.15 1.26 1.08 -
English–Czech - - 0.63 0.52 0.64 0.58 -
English–German 1.00 0.72 0.89 0.67 0.87 0.74 0.88 0.72 -
English–Japanese 1.50 1.00 1.41 1.20 1.44 1.13 1.28 1.00 -
English–Livonian - - - - 0.74 0.74
English–Russian - 0.69 0.59 0.67 0.57 - -
English–Chinese 1.15 0.71 1.09 0.70 1.00 0.68 0.92 0.74 -
French–German 1.06 0.80 0.87 0.67 0.87 0.74 0.93 0.79 -
Japanese–English 1.00 0.67 0.83 0.71 0.88 0.69 1.00 0.78 -
Livonian–English - - - - 1.36 1.36
Russian–English - 1.69 1.46 1.75 1.50 - -
Russian–Yakut - - - - 0.89 0.89
Yakut–Russian - - - - 1.12 1.12
Ukrainian–Czech - - - - 1.08 0.94
Chinese–English 1.41 0.87 1.43 0.92 1.47 1.00 1.35 1.09 -

Table 3: For each language pair A–B, the ratio of the TTRs of A and B, for the A→B test set (→; i.e. A is the original text) and
for the B→A test set (←, i.e. A is the translated text).

we automate the data preparation pipeline using
a tool named MTDATA (Gowda et al., 2021).20

MTDATA downloads all available datasets, except
the two which required user authentication: CCMT
and CzEng-v2.0.

4 System submissions

In 2022, we received a total of 107 primary submis-
sions21 and 82 online systems. The participating
institutions are listed in Table 4 and detailed in the
rest of this section. Each system did not necessarily
appear in all translation tasks. We also included
online MT systems (originating from 5 services),
which we anonymized as ONLINE-A,B,G,W,Y. All
submissions, sources and references are made avail-

20https://statmt.org/wmt22/mtdata
21GTCOM was removed from human evaluation, however,

we calculate automatic scores in Appendix G.

able via github.
For presentation of the results, systems are

treated as either constrained or unconstrained.
When the system submitters report that they were
only trained on our provided data, we class them
as constrained. The online systems are treated
as unconstrained during the automatic and human
evaluations, since we do not know how they were
built. In Appendix F, we provide brief details of
the submitted systems, for those where the authors
provided such details.

4.1 OCELoT

To collect submissions, we used the open-
source OCELoT platform22 again, which pro-
vides anonymized public leaderboards for several

22https://github.com/AppraiseDev/OCELoT

https://statmt.org/wmt22/mtdata
https://github.com/AppraiseDev/OCELoT


Team Language Pairs System Description

AISP-SJTU en-ja, en-zh, ja-en, zh-en Liu et al. (2022)
AIST ja-en (no associated paper)
ALMANACH-INRIA cs-en, cs-uk, ru-en, uk-cs, uk-en Alabi et al. (2022)
AMU cs-uk, uk-cs Nowakowski et al. (2022)
ARC-NKUA en-uk, uk-en Roussis and Papavassiliou (2022)
CUNI-BERGAMOT en-cs Jon et al. (2022)
CUNI-DOCTRANSFORMER cs-en, en-cs Jon et al. (2022)
CUNI-TRANSFORMER cs-en, cs-uk, en-cs, uk-cs Jon et al. (2022)
CHARLESTRANSLATOR cs-uk, uk-cs Popel et al. (2022)
DLUT en-ja, en-zh, ja-en, zh-en (no associated paper)
GTCOM cs-uk, en-hr, en-uk, en-zh, uk-cs, uk-

en
Zong and Bei (2022)

HUAWEITSC cs-uk, en-hr, en-liv, en-ru, en-uk, en-
zh, liv-en, ru-en, uk-cs, uk-en, zh-en

Wei et al. (2022)

JDEXPLOREACADEMY cs-en, de-en, en-cs, en-de, en-ja, en-
ru, en-zh, ja-en, ru-en, zh-en

Zan et al. (2022)

KYB en-ja, ja-en Kalkar et al. (2022)
LT22 de-en, de-fr Malli and Tambouratzis (2022)
LAN-BRIDGE cs-en, cs-uk, de-en, en-cs, en-de, en-

hr, en-ja, en-ru, en-uk, en-zh, fr-de,
ja-en, ru-en, ru-sah, sah-ru, uk-cs, uk-
en, zh-en

Han et al. (2022)

LANGUAGEX en-ja, en-zh, ja-en, zh-en Zeng (2022)
LIV4EVER en-liv, liv-en Rikters et al. (2022)
NAIST-NICT-TIT en-ja, ja-en Deguchi et al. (2022)
NT5 en-ja, ja-en Morishita et al. (2022)
NIUTRANS en-hr, en-liv, liv-en, zh-en Shan et al. (2022)
OPENNMT en-de (no associated paper)
PROMT de-en, en-de, en-ru, uk-en Molchanov et al. (2022)
SRPOL en-hr, en-ru, ru-en Dobrowolski et al. (2022)
TAL-SJTU en-liv, liv-en He et al. (2022)
TARTUNLP en-liv, liv-en Tars et al. (2022)
ETRANSLATION en-ru, en-uk, fr-de Oravecz et al. (2022)
MANIFOLD en-zh Jin et al. (2022)
SHOPLINE-PL cs-en (no associated paper)

Table 4: Participants in the shared translation task. The translations from the online systems were not submitted by their
respective companies but were obtained by us, and are therefore anonymized in a fashion consistent with previous years of the
workshop.



WMT22 shared tasks.23 Similarly to the setup
from the previous year, only registered and ver-
ified teams with correct contact information were
allowed to submit their system outputs and each
verified team was limited to 7 submissions per test
set. Submissions on leaderboards with BLEU and
CHRF scores from SacreBLEU (Post, 2018) were
displayed anonymously to avoid publishing rank-
ings based on automatic scores during the submis-
sion period. Until one week after the submission
period, teams could select a single primary submis-
sion per test set, specify if the primary submission
followed a constrained or unconstrained setting,
and submit a system description paper abstract. All
entries were mandatory for a system submission to
be included in the human evaluation campaign.

OCELoT has helped to simplify the submission
process—from collecting submissions to gathering
system information—and it supported the multi-
domain shift introduced in the general task this year.
The platform was also used for the Biomedical
Shared Task (Neves et al., 2022). This made it
easier to include the biomedical test set as another
domain data in the test sets of the general task for
languages that overlapped between the two tasks,
which made it possible to collect outputs from the
general domain systems for the biomedical domain.

4.2 Collaboration across WMT shared tasks

There are various shared tasks at WMT evaluating
same language pairs but with different participants.
This leads into inability to compare systems spe-
cialized for a particular task with participants of
other tasks.

Therefore, we decided to open a collaboration
across WMT shared tasks by asking participants
to translate test sets from other shared tasks as
well. This open the possibility to see how general
MT systems compete for example in biomedical
domain, or what is the general translation quality
of specialized systems.

We set up a collaboration with Biomedical
Shared Task (Neves et al., 2022) on all shared
language pairs (Chinese-English, German-English,
Russian-English).

This effort did not increase the number of partici-
pants for General MT Task because all participants
of Biomedical Shared Task also participated in Gen-
eral MT. However, other participants of General
MT have been evaluated on biomedical domain,

23https://ocelot-wmt22.mteval.org

Language Pair Sys. Assess. Assess/Sys

Czech→English 12 20,094 1,674.5
German→English 10 21,006 2,100.6
Japanese→English 14 28,638 2,045.6
Livonian→English 5 4,638 927.6
Russian→English 10 27,651 2,765.1
Ukrainian→English 9 20,305 2,256.1
Chinese→English 13 28,120 2,163.1

Total to-English 73 150,452 2,061

Table 5: Amount of data collected in the WMT22 manual
evaluation campaign for evaluation into-English; after removal
of quality control items.

(A) (A)
Sig. Diff. & No Sig. Diff.

All Bad Ref. Exact Rep.

Czech→English 373 91 (24%) 78 (86%)
German→English 365 92 (25%) 84 (91%)

Japanese→English 538 129 (24%) 113 (88%)
Livonian→English 101 15 (15%) 15 (100%)
Russian→English 601 140 (23%) 125 (89%)

Ukrainian→English 395 88 (22%) 83 (94%)
Chinese→English 395 98 (25%) 79 (81%)

Total 1,422 428 (30%) 388 (91%)

Table 6: Number of crowd-sourced workers taking part in the
reference-based SR+DC campaign; (A) those whose scores
for bad reference items were significantly lower than corre-
sponding MT outputs; those of (A) whose scores also showed
no significant difference for exact repeats of the same transla-
tion; note: many workers evaluated more than one language
pair.

too. For details, see Neves et al. (2022).

5 Human Evaluation of Translation into

English

As in previous years, reference-based Direct As-
sessment (DA, Graham et al., 2013, 2014, 2016)
was employed as the primary method of evaluation
for translation into English. DA human evalua-
tion has several important features including accu-
rate quality control of crowd-sourcing and standard
methods of significance testing differences in rat-
ings for systems. Human assessors are asked to
rate a given translation by how adequately it ex-
presses the meaning of the corresponding reference
translation or source language input on an analogue
scale, which corresponds to an underlying absolute
0–100 rating scale.24 Direct Assessment is also
employed for evaluation of video captioning sys-
tems at TRECvid (Graham et al., 2018; Awad et al.,
2019) and multilingual surface realisation (Mille

24No sentence or document length restriction is applied
during manual evaluation.

https://ocelot-wmt22.mteval.org


et al., 2018, 2019, 2020).
For evaluation of translation into-English, we

use the monolingual configuration of DA, where
the human evaluator reads and rates the system
output translation and compares its meaning to an
English reference translation, which was manually
translated by a human translator. As recommended
in Graham et al. (2020), we only employ forward-
created test data to avoid potential bias. Since eval-
uating segments without their context (i.e. the sur-
rounding document) can cause further bias (Läubli
et al., 2018; Toral et al., 2018), we evaluate sen-
tences in turn taken from a single document and
system (described as “SR+DC” in previous WMT
reports).25 Similarly to last year, for all language
pairs for which document context was available,
we include it when evaluating translations. Note
that the ratings are nevertheless collected on the
segment level, motivated by the power analysis
described in Graham et al. (2020), as well as bet-
ter inter-annotator agreement and lower effort de-
scribed in Castilho (2020).

In terms of the manual evaluation for the trans-
lation task for into-English language pairs, a total
of 428 Turker accounts were involved.26 510,451
translation assessment scores were submitted in to-
tal by the crowd, of which 187,922 were provided
by workers who passed quality control.27

System rankings are produced from a large set of
human assessments of translations, each of which
indicates the absolute quality of the output of a
system. Table 5 shows total numbers of human
assessments collected in WMT22 for into-English
language pairs contributing to final scores for sys-
tems.28

Quality control was carried out exactly as de-
scribed in last year’s WMT for crowd-sourcing
into-English translation assessments on Amazon
Mechanical Turk (see Akhbardeh et al. (2021) for
full details). Table 6 shows results of workers
who passed quality control (by showing signifi-
cant differences in scores attributed to translations
of known to be of distinct qualities) and numbers
of workers who also showed no significant differ-
ence for ratings of identical pairs of translations

25The implementation still has the limitation that the asses-
sors cannot go back to the previous segment.

26Numbers do not include the 988 workers on Mechanical
Turk who did not pass quality control.

27Both numbers include quality control segments.
28Number of systems for WMT22 includes “human” sys-

tems comprising human-generated reference translations used
to provide human performance estimates.

judged separately in repeat tests. Data from the
non-reliable workers in all language pairs were re-
moved prior to calculation of results.

Similar to last year, all rankings for to-English
translation were reached through segment ratings
presented one at a time in their original document
order (SR+DC). As is usual with DA assessments,
human assessment scores for translations were first
standardized according to each individual human
assessor’s overall mean and standard deviation
score. Average standardized scores for individual
segments belonging to a given system were then
computed, before the final overall DA score for
a given system is computed as the average of its
segment scores (Ave z in Table 7). Results are also
reported for average scores for systems, computed
in the same way but without any score standardiza-
tion applied (Ave % in Table 7).

Human performance estimates calculated
through the evaluation of human-produced
reference translations are denoted by “HU-
MAN” in all tables. Translations HUMAN-C in
Czech→English are known to be of lower quality
than usual for manual translations.

Clusters are identified by grouping systems to-
gether according to which systems significantly
outperform all others in lower ranking clusters, ac-
cording to Wilcoxon rank-sum test.

All data collected during the human evaluation is
available at http://www.statmt.org/wmt22/results.
html. Appendix B shows the official results for the
underlying head-to-head significance test for all
pairs of systems.

6 Human Evaluation of Translation out of

English and without English

Human evaluation for out-of-English and non-
English translation directions29 was performed
with source-based (“bilingual”) direct assessment
of individual segments in context similar to the ap-
proach described in Akhbardeh et al. (2021). We
use open-source framework Appraise for the evalu-
ation (Federmann, 2018).

This year, several changes were made to the an-
notation procedure, the data sampling, and the inter-
face display. In contrast to the standard DA (sliding
scale from 0-100) used in 2021, this year annotators
performed DA+SQM (Direct Assessment + Scalar

29We decided not to run human evaluation for
French↔German due to the small number of system
submissions this year.

http://www.statmt.org/wmt22/results.html
http://www.statmt.org/wmt22/results.html


Czech→English

Rank Ave. Ave. z System
1 74.0 0.133 Online-W
2 75.3 0.055 CUNI-DocTformer
2 69.8 0.050 Lan-Bridge
2 70.7 0.037 Online-B
2 72.5 −0.004 JDExploreAcad
2 70.5 −0.014 Online-A
2 71.2 −0.015 CUNI-Transformer
2 71.4 −0.028 Online-G
2 71.9 −0.086 SHOPLINE-PL
10 67.7 −0.145 Online-Y
11 61.2 −0.290 HUMAN-C
11 64.0 −0.301 ALMAnaCH-Inria

Japanese→English

Rank Ave. Ave. z System
1 66.7 0.069 DLUT
1 66.1 0.068 NT5
1 66.3 0.059 JDExploreAcademy
1 67.0 0.054 LanguageX
1 68.2 0.049 Online-B
1 66.1 0.046 Online-W
1 68.5 0.016 Lan-Bridge
1 67.1 0.006 Online-G
1 64.8 0.006 Online-A
1 63.8 −0.018 AISP-SJTU
1 66.5 −0.021 NAIST-NICT-TIT
1 66.6 −0.035 Online-Y
1 62.5 −0.056 KYB

14 26.2 −1.285 AIST

Russian→English

Rank Ave. Ave. z System
1 77.5 0.055 JDExploreAcademy
1 77.5 0.040 HuaweiTSC
1 75.0 0.033 Online-G
1 76.7 0.008 Lan-Bridge
1 75.2 0.005 Online-Y
1 74.6 −0.003 SRPOL
1 74.3 −0.011 Online-B
1 74.7 −0.021 Online-A
1 76.1 −0.039 Online-W

10 69.8 −0.238 ALMAnaCH-Inria

German→English

Rank Ave. Ave. z System
1 68.8 0.004 Lan-Bridge
2 70.8 −0.023 Online-W
2 68.1 −0.038 JDExploreAcademy
2 64.1 −0.057 Online-G
2 67.3 −0.070 Online-A
2 68.3 −0.086 HUMAN-B
2 66.5 −0.089 Online-Y
2 66.3 −0.092 Online-B
2 64.8 −0.126 LT22
2 66.2 −0.127 PROMT

Ukrainian→English

Rank Ave. Ave. z System
1 73.5 0.048 Lan-Bridge
1 74.8 0.047 Online-B
3 69.8 0.039 HuaweiTSC
3 69.8 0.007 Online-A
3 73.6 −0.010 PROMT
3 73.4 −0.023 Online-G
7 71.0 −0.071 Online-Y
7 70.2 −0.082 ARC-NKUA
9 68.8 −0.246 ALMAnaCH-Inria

Livonian→English

Rank Ave. Ave. z System
1 67.7 0.024 TartuNLP
1 66.0 −0.014 TAL-SJTU
1 64.0 −0.035 HuaweiTSC
1 63.5 −0.079 Liv4ever
5 60.4 −0.346 NiuTrans

Chinese→English

Rank Ave. Ave. z System
− 73.4 0.134 HUMAN-B
1 69.8 −0.026 JDExploreAcademy
1 69.0 −0.034 HuaweiTSC
1 69.1 −0.063 AISP-SJTU
1 69.2 −0.079 LanguageX
1 69.7 −0.083 Online-A
1 68.6 −0.083 DLUT
1 67.4 −0.089 Online-B
1 69.9 −0.098 Online-G
1 66.5 −0.109 Online-W
1 65.3 −0.117 Lan-Bridge
1 66.5 −0.122 Online-Y
1 66.3 −0.164 NiuTrans

Table 7: Official results of WMT22 General Translation Task for translation into-English (SR+DC). Systems ordered by DA
score z-score; systems within a cluster are considered tied; lines indicate clusters according to Wilcoxon rank-sum test p < 0.05;
rank ranges are based on the same test; grayed entry indicates resources that fall outside the constraints provided.



Quality Metric). In DA+SQM, the annotators still
provide a raw score between 0 and 100, but also
are presented with seven labeled tick marks, as vis-
ible in Figure 1. Discrete SQM (0-6) was found to
correlate well with MQM (Multidimensional Qual-
ity Metrics) annotations by Freitag et al. (2021),
while internal preliminary experiments suggested
that DA+SQM helps to stabilize scores across anno-
tators (as compared to DA). Annotators performing
DA+SQM annotations at IWSLT 2022 human eval-
uation campaign (Anastasopoulos et al., 2022) also
provided positive feedback about the annotation
format. In previous years, full documents were
sampled for annotation. This year we sampled
a maximum of 10 consecutive segments from a
document (a document “snippet”) for annotation.
This provides the potential to annotate segments
from a more diverse range of documents while still
maintaining a similar number of total annotations.
Up to 10 source segments preceding and follow-
ing the snippet being evaluated are displayed as
static extra context for the annotator in the inter-
face, as presented in Figure 1. As in past years,
annotators provide both segment-level scores and
document-level scores (in this case it is more ac-
curate to call them snippet-level scores), however
only the segment-level scores were used to com-
pute the official rankings. As the English–Livonian
data was not document-level, those annotations
are run with segment-level-only DA+SQM. HITs
(using the Amazon terminology of “Human Intel-
ligence Task” to describe an annotation task) con-
tained quality control segments, as described in
Section 6.2. Rankings are computed as described
in Section 6.4 based on segment-level scores.

6.1 Human Annotators

All annotations in the bilingual human evaluation
campaign were carried out by hired professional
annotators. This year, for the first time, we did not
ask participants of the general task to contribute
to human evaluation, but instead made it volun-
tary. The main motivations for this change were
the attempt to increase the reliability and consis-
tency of the judgements and the immense amount
of time that was needed to be devoted to the pro-
cess of collecting annotations from participating
teams. Annotations for different language pairs
were provided by different parties with their pool
of annotators of distinct profiles as summarized in
Table 8.

Charles University provided annotators for
language pairs involving the Czech language,
i.e. English→Czech and Ukrainian↔Czech. Their
annotators were linguists, translators, researchers
and students who are native speakers of the tar-
get language30 with high proficiency in the source
language.

University of Tartu provided the annotations
for Livonian↔English, with 15% of the Livonian-
speaking population participating in the annota-
tion efforts. All three participants were near-native
speakers of Livonian and participated in source-
based Livonian-English and English-Livonian an-
notations, as well as reference-based Livonian an-
notation.

The second annotator group was provided
by Toloka AI,31 who collected annotations for
English→Russian and Russian↔Yakut. Toloka
AI is a global data labeling company that helps
its customers to generate machine learning data at
scale by harnessing the wisdom of the crowd from
around the world. It relies on a geographically di-
verse crowd of several million registered users32

(Pavlichenko et al., 2021). Toloka tests proficiency
of their annotator crowd and excludes from future
annotations anyone who does not pass quality con-
trol in the Appraise tool.

The last part of annotations was sponsored by
Microsoft, who contributed with their pool of qual-
ified paid bilingual speakers experienced in the MT
evaluation process. Microsoft provided annotations
for English into Chinese, Croatian, German, and
Japanese, as well as Chinese→English as a com-
parison for reference-based evaluation described
above and MQM evaluated in Metrics shared task
(Freitag et al., 2022). For this pool of annotators,
their performance is tracked over time, and those
who fail quality control are permanently removed
from the pool. This process increases the overall
quality of the human assessment.

6.2 Sampling and Quality Control

In past WMT annotations, document-system pairs
were sampled randomly for annotation, resulting
in different subsets of the test set being annotated
for each system. This year we first randomly sam-

30Some of Ukrainian→Czech annotators were not native
Czechs, but native Ukrainians with near-native knowledge of
Czech.

31https://toloka.ai
32https://hackernoon.com/

evolution-of-the-data-production-paradigm-in-ai

https://toloka.ai
https://hackernoon.com/evolution-of-the-data-production-paradigm-in-ai
https://hackernoon.com/evolution-of-the-data-production-paradigm-in-ai


(a) Top part of the screen with segment-level scoring. (b) Bottom part of the screen with document-level scoring.

Figure 1: Screen shot of the document-level DA+SQM configuration in the Appraise interface for an example assessment from
the human evaluation campaign for out of English language pairs. The annotator is presented with the entire translated document
snippet randomly selected from competing systems (anonymized) with preceding and following contexts and is asked to rate the
translation of individual segments and then the entire document on sliding scales.

Language pairs Annotators’ profile

English→Chinese/Croatian/German/Japanese
Microsoft annotators: bilingual target-language native speakers, professional
translators or linguists, experienced in MT evaluation

English→Czech
Czech paid linguists, annotators, researchers, students with high proficiency
in English

English→Livonian Livonian speakers
English→Russian/Ukrainian, Russian↔Yakut Toloka paid crowd: bilingual target-language native speakers
Ukrainian↔Czech Paid translators and target-language native speakers

Table 8: Human annotator types for each language pair in bilingual human evaluation.

ple a subset of document snippets from each of
the domains for annotations, sampling the domains
with approximately the same number of segments
per domain. We use document snippets with 10
consecutive segments, or fewer in the case of short
documents. In this way, all systems are annotated
over almost exactly the same subset of document
snippets.33 All HITs consists of exactly 100 seg-
ments and are generated as in the past: (1) first
snippet-system pairs are randomly sampled (from

33For English→{Czech, German, Japanese, Russian,
Ukrainian, Chinese} and the additional Chinese→English
collection, all systems received annotations for all the sam-
pled snippets. For Czech→Ukrainian, Ukrainian→Czech,
English→Croatian, Yakut→Russian, and pairs including Livo-
nian, annotation coverage of sampled snippets was incomplete;
not all systems were scored over exactly the same set of seg-
ments.

the restricted set of pre-sampled snippets) with up
to 80 segments; (2) then random snippets with the
remaining 20 (or more) segments are duplicated
to serve as quality control items; (3) BAD refer-
ences are introduced to the random segments in
the duplicated snippets to have about 12-14% of
quality control segments per HIT.34 BAD refer-
ences consist of segments in which an embedded
sequences of tokens is replaced from a randomly
placed phrase of the same length, sampled from a
different reference segment.

We perform quality control by measuring an an-
notator’s ability to reliably score BAD translations
significantly lower than corresponding original sys-

34For full details, see the HIT and batch gener-
ation code: https://github.com/wmt-conference/

wmt22-news-systems

https://github.com/wmt-conference/wmt22-news-systems
https://github.com/wmt-conference/wmt22-news-systems


Language Pair Sys. Assess. Assess/Sys

Chinese→English 14 26,800 1,914.3
Czech→Ukrainian 12 21,285 1,773.8
English→Czech 12 24,000 2,000.0
English→German 11 21,800 1,981.8
English→Croatian 10 19,046 1,904.6
English→Japanese 14 27,600 1,971.4
English→Livonian 6 3,903 650.5
English→Russian 12 46,675 3,889.6
English→Ukrainian 9 35,048 3,894.2
English→Chinese 14 27,800 1,985.7
Yakut→Russian 3 4,200 1,400.0
Ukrainian→Czech 12 14,622 1,218.5

Table 9: Amount of data collected in the WMT22 manual
evaluation campaign for evaluation out-of-English; including
human references as systems; after removal of quality control
items.

Language Pair Ann. HITs HITs/Ann.

Chinese→English 12 134 11.2
English→Czech 16 120 7.5
English→German 14 109 7.8
English→Croatian 13 96 7.4
English→Japanese 17 138 8.1
English→Chinese 8 139 17.4

Table 10: Numbers of individual annotators taking part in the
WMT22 human evaluation campaign and the average number
of HITs collected per annotator.

tem outputs using a paired significance test with
p < 0.05. We pair two HITs into a single annota-
tion task with about 24-28 quality control segments
to ensure a sufficient sample size for the statisti-
cal test. If an annotator is not able to demonstrate
reliability on BAD references, they are excluded
from further annotations, the HITs are reset and
annotated from scratch by another annotator.35

In addition to the quality control items, because
this annotation is performed bilingually, reference
translations are also evaluated as though they were
submitted systems.

For language pairs where there was a concern
about having sufficient annotations, two smaller
batches of HITs were generated (such that at least
all segments in the first batch could be covered for
all systems, with the second campaign completed if
possible; in the case of translation between Czech
and Ukrainian, due to a large number of single-
sentence documents, larger documents were sam-
pled first).

35The quality control in bilingual human evalua-
tion excluded 17 HITs in total: 1 Yakut→Russian,
2 English→Russian, 3 English→Ukrainian, 7
English→Livonian, 4 Czech↔Ukrainian.

Language Pair Min. Max. Med.

Chinese→English 0.03 0.77 0.40
English→Czech 0.15 0.81 0.49
English→German -0.18 0.47 0.21
English→Croatian 0.23 0.65 0.41
English→Japanese -0.11 0.68 0.24
English→Chinese -0.13 0.56 0.16

Table 11: Minimum, maximum, and median Spearman’s
rank correlation coefficients between pairs of annotators on
calibration HIT segments.

Source-Based English→Livonian
(Official WMT22 ranking)

Rank Ave. Ave. z System
1 74.4 1.255 HUMAN-A
2 46.2 0.215 TAL-SJTU

3-4 36.9 -0.147 HuaweiTSC
3-4 36.3 -0.175 TartuNLP
5 33.8 -0.262 Liv4ever
6 17.9 -0.853 NiuTrans

Ref.-Based English→Livonian

Rank Ave. Ave. z System
1 39.5 0.499 TAL-SJTU

2-4 31.8 0.077 TartuNLP
2-4 31.5 0.051 Liv4ever
2-4 31.0 0.037 HuaweiTSC
5 18.3 -0.656 NiuTrans

Source-Based Livonian→English

Rank Ave. Ave. z System
1 81.7 1.009 HUMAN-A

2-3 60.3 0.257 TartuNLP
2-3 60.2 0.252 TAL-SJTU
4 50.4 -0.084 HuaweiTSC
5 41.3 -0.406 Liv4ever
6 23.1 -1.052 NiuTrans

Table 12: Three rankings for systems translating between
English and Livonian.

6.3 Calibration HITs

For several language pairs (English→{Chinese,
Croatian, Czech, German, Japanese} and
Chinese→English), we collect calibration HITs
in the DA+SQM interface: one identical HIT
with 100 randomly selected segments completed
by all annotators, in addition to their regular
annotation HITs. By providing a small set of
sentences annotated by all annotators, we are better
able to examine questions about inter-annotator
consistency. We release these alongside the other
annotations and the anonymized mapping between
annotators and HITs in order to enable additional
analysis.

Table 10 shows the number of unique annotators
for these languages, along with the total number
of HITs and average number of HITs per annota-



tor. For all pairs of annotators who completed both
a calibration HIT and additional HIT(s) within a
given language pair, we compute the Spearman’s
rank correlation coefficient between the two an-
notators’ scores of the segments in the calibration
HIT. Table 11 shows the minimum, maximum, and
median correlations obtained by pairs of annotators
for each language. These vary quite widely be-
tween languages, and we also note that across the
calibration HITs, annotators vary widely in their
use of the scoring space and the shape of their score
distributions. Even within the same language pair
(i.e., scoring the exact same set of segments in the
calibration HIT), some annotators’ scores are dis-
tributed across most of the 0-100 scoring space,
some only produce scores above a certain thresh-
old, and some treat the scale as though it were
discretized according to the numerical scale shown
in the interface (clustering most of their scores at
the numerical marks the one can see in Figure 1).

6.4 Human Ranking Computation

The official rankings shown in Table 13 are gener-
ated on the basis of the segment-level DA+SQM
scores that are collected within document snippet
context for all language pairs.36 The quality con-
trol (BAD) segments and any HITs that failed to
pass quality control are removed prior to comput-
ing the rankings. Means and standard deviations
for computing z-scores are computed at the HIT
level. To compute system-level averages (both raw
and z-score), any instances of multiple scores for
the same segment are first averaged together, then
all segment-level scores are averaged per system
to compute the system-level scores. The clusters
are computed using the Wilcoxon rank-sum test
with p < 0.05. Rank ranges indicate the number
of systems a particular system underperforms or
outperforms (i.e., the top end of the rank range is
l + 1 where l is the number of losses, while the
bottom is n − w where n is the total number of
systems and w is the number of systems that the
system in questions significantly wins against).

The rankings for translation between Livonian
and English shown in Table 12 are computed in the
same manner described above, but because the test
set does not include document boundaries the data
was collected without document context and some

36The code used to generate the rankings in Ta-
ble 13 can be found here: https://github.com/

AppraiseDev/Appraise/blob/main/Campaign/

management/commands/ComputeWMT21Results.py

of the data collection was source-based while other
portions were reference-based. As the official rank-
ing for English→Livonian we consider the ranking
computed from source-based human evaluation.

6.5 Comparison of Human Evaluation

Methods

In collaboration with the metrics shared task (Fre-
itag et al., 2022), human annotation data for the
Chinese→English direction was collected using
three different approaches: the official monolingual
reference-based SR+DC DA (Section 5, Table 7),
the source-based fully document-level DA+SQM
approach used for out-of-English and non-English
directions (Section 6), and the Multidimensional
Quality Metrics (MQM) framework (Freitag et al.,
2021, 2022). We present the rankings produced by
the three approaches in Table 14.

The DA rankings produced large clusters only
for this language pair; that is, it was not possible to
separate the performance into many system clusters
with statistical significance. It is also important to
note that the set of data over which each of these
rankings was produced may have differed (e.g., the
distribution over topic domains or the amount of
coverage of the full test set), making it difficult to
determine whether these differences in rankings
represent differences due to data or due to different
annotation methods.

7 Manual Error Analysis of

English→Croatian translations

In addition to the official human evaluation by
assigning DA scores, an analysis of errors in
English→Croatian translations was carried out by
an MT researcher with experience in human trans-
lation. The evaluation was carried out bilingually,
while looking at the original English segment and
all of its translations, both machine and human, all
mixed together in a random order. The segments
were presented in the natural order in the document,
and the entire document (news article or review)
was available by scrolling down or up.

The analysis was performed on the first 100
documents (80 reviews and 20 news articles),
containing 603 segments (416 in reviews and
187 in news). All 14 review topics mentioned in
Section 2.4 are included, although not uniformly
distributed. The annotations are publicly available
at https://github.com/wmt-conference/

wmt22-news-systems/humaneval/en-hr/.

https://github.com/AppraiseDev/Appraise/blob/main/Campaign/management/commands/ComputeWMT21Results.py
https://github.com/AppraiseDev/Appraise/blob/main/Campaign/management/commands/ComputeWMT21Results.py
https://github.com/AppraiseDev/Appraise/blob/main/Campaign/management/commands/ComputeWMT21Results.py
https://github.com/wmt-conference/wmt22-news-systems/humaneval/en-hr/
https://github.com/wmt-conference/wmt22-news-systems/humaneval/en-hr/


English→Czech

Range Ave. Ave. z System
1 91.2 0.335 HUMAN–C
2 90.9 0.279 Online-W
3 88.6 0.158 JDExploreAcad.

4-6 85.3 0.045 Online-B
4-6 87.1 0.041 Lan-Bridge
4-6 85.1 0.029 HUMAN-B

7-10 84.2 −0.059 CUNI-Bergamot
7-10 83.7 −0.074 CUNI-DocTransf.
7-10 84.0 −0.087 Online-A
7-10 83.2 −0.128 CUNI-Transf.

11-12 83.3 −0.258 Online-G
11-12 80.8 −0.310 Online-Y

Czech→Ukrainian
Range Ave. Ave. z System

1 85.6 0.295 HUMAN-A
2-5 84.6 0.225 Online-B
2-3 84.1 0.151 AMU
3-6 82.5 0.125 Lan-Bridge
3-6 81.1 0.065 HuaweiTSC
4-8 81.9 0.062 CharlesTranslator
6-8 80.2 0.026 CUNI-JL-JH
6-8 80.2 −0.002 CUNI-Transf.

9-10 79.8 −0.008 Online-G
9-10 79.2 −0.075 Online-A
11 76.0 −0.257 Online-Y
12 68.4 −0.669 ALMAnaCH-Inria

Ukrainian→Czech
Range Ave. Ave. z System

1 89.6 0.417 HUMAN-A
2-3 85.6 0.182 AMU
2-4 83.5 0.148 HuaweiTSC
4-8 83.5 0.127 Lan-Bridge
3-8 82.0 0.110 CUNI-Transf.
4-8 82.5 0.082 CharlesTranslator
4-8 81.4 0.052 CUNI-JL-JH
4-8 81.9 0.042 Online-B
9-10 80.0 -0.101 Online-A
9-10 77.5 -0.138 Online-G
11 73.9 -0.351 Online-Y
12 69.2 -0.617 ALMAnaCH-Inria

Yakut→Russian
Range Ave. Ave. z System

1 71.3 0.708 HUMAN-A
2 54.6 0.178 Online-G
3 16.0 −0.873 Lan-Bridge

English→Chinese

Range Ave. Ave. z System
1 81.7 0.154 HUMAN-A

2-5 81.9 0.099 Online-W
2-5 80.9 0.074 HUMAN-B
2-9 80.3 0.073 JDExploreAcad.
2-7 79.7 0.026 Online-Y

4-11 80.0 0.020 Lan-Bridge
4-11 78.5 0.019 Manifold
5-12 79.4 −0.012 LanguageX
5-12 79.4 −0.019 Online-B
6-12 78.7 −0.020 Online-A
8-12 79.6 −0.043 HuaweiTSC
6-12 79.0 −0.045 AISP-SJTU

13-14 77.5 −0.150 DLUT
13-14 77.2 −0.153 Online-G

English→German

Range Ave. Ave. z System
1-6 93.9 0.116 HUMAN-A
1-4 93.6 0.106 Online-B
1-4 93.4 0.106 Online-W
1-5 92.4 0.071 JDExploreAcad.
3-7 93.8 0.051 HUMAN-B
5-9 93.6 0.015 Lan-Bridge
4-9 91.1 −0.019 Online-A

6-11 92.2 −0.054 Online-Y
6-11 93.2 −0.066 Online-G
8-11 90.8 −0.110 PROMT
8-11 89.9 −0.189 OpenNMT

English→Japanese

Range Ave. Ave. z System
1 86.3 0.218 HUMAN-A

2-11 84.1 0.103 NT5
2-9 83.6 0.099 LanguageX
2-9 84.3 0.093 JDExploreAcad.
2-8 84.3 0.087 Online-B
2-9 83.9 0.078 DLUT
2-11 83.2 0.058 Online-Y
3-11 82.9 0.022 Lan-Bridge
6-11 82.9 0.018 Online-A
2-11 83.3 0.004 NAIST-NICT-TIT

11-12 81.9 −0.027 AISP-SJTU
6-12 83.0 −0.029 Online-W
13 79.5 −0.311 Online-G
14 76.9 −0.434 KYB

English→Russian

Range Ave. Ave. z System
1-2 87.3 0.222 Online-W
1-2 86.6 0.194 HUMAN-A
3-5 86.0 0.136 Online-G
3-5 84.4 0.131 Online-B
3-5 84.2 0.096 JDExploreAcad.
6-7 84.3 0.046 Lan-Bridge
6-7 82.5 0.005 Online-Y

8-10 80.7 −0.086 Online-A
8-11 81.0 −0.123 PROMT
8-11 79.5 −0.159 SRPOL
9-12 79.6 −0.203 HuaweiTSC

11-12 79.4 −0.220 eTranslation

English→Croatian

Range Ave. Ave. z System
1 93.7 0.327 HUMAN-A

2-3 92.6 0.264 HUMAN-st.
2-3 92.0 0.232 Online-B
4 91.2 0.155 Lan-Bridge

5-8 88.5 −0.018 Online-A
5-8 87.3 −0.057 HuaweiTSC
5-8 88.5 −0.068 SRPOL
5-8 87.0 −0.094 NiuTrans
9 84.5 −0.333 Online-G

10 82.3 −0.414 Online-Y

English→Ukrainian

Range Ave. Ave. z System
1 87.1 0.319 HUMAN-A

2-4 84.0 0.124 Online-B
2-4 84.3 0.118 Lan-Bridge
2-4 83.5 0.092 Online-G
5-6 82.8 −0.018 Online-A
5-7 82.0 −0.037 HuaweiTSC
6-7 80.5 −0.105 eTranslation
8-9 79.6 −0.185 Online-Y
8-9 79.8 −0.233 ARC-NKUA

English→Livonian

Range Ave. Ave. z System
1 74.4 1.255 HUMAN-A
2 46.2 0.215 TAL-SJTU

3-4 36.9 -0.147 HuaweiTSC
3-4 36.3 -0.175 TartuNLP
5 33.8 -0.262 Liv4ever
6 17.9 -0.853 NiuTrans

Table 13: Official results of WMT22 General Translation Task for translation out of English or without English. Systems
ordered by DA score z-score; systems within a cluster are considered tied; lines indicate clusters according to Wilcoxon rank-sum
test p < 0.05; rank ranges indicate the number of systems a system significantly underperforms or outperforms; grayed entry
indicates resources that fall outside the constraints provided. All language pairs except English→Livonian used document-level
evaluation.



The errors were not coupled to any quality crite-
rion (adequacy, fluency, readability) – all problem-
atic words found in the translations were tagged
as errors, no matter whether they are related to the
source language, or are specific to the target lan-
guage, or both. There was no distinction of error
severity (“major”, “minor” or similar).

All identified errors (issues) were tagged by their
possible causes and/or plausible explanations of
their origin, as in (Popovic, 2021). Some of the
identified “issue types" are equivalent to the typical
error classes that can be found in MQM or similar
schemes (such as “mistranslation”, “gender”, etc.),
while some go beyond that, often including several
different intertwining types of errors. Some of them
involve single words, while others might involve
a large group of words. The main difference be-
tween such tags in comparison to MQM or similar
tags is that they are related to (linguistically mo-
tivated) causes of errors, also taking into account
differences between source and target language as
well as the translation process, and not only to the
“symptoms” manifested in the MT output.

For example, the most frequent issue is related
to “rephrasing”, and refers to a sequence of words
that is not translated properly for some of the fol-
lowing reasons: 1) the translation of the source
words follows the structure of the source language
although it should be expressed differently in the
target language (rephrasing is needed); 2) rephras-
ing is needed but incorrectly applied; 3) rephrasing
is not needed but is applied, and/or 4) the choice of
target words is related to source words but seems
random, both in lexical as well as grammatical
terms. The issue is manifested by several consecu-
tive different but intertwined types of errors such
as case, gender, verb form, mistranslation, function
word, omission, addition, word order, etc. Incorrect
translation of multi-word expressions and colloca-
tions falls under this type.

Overall error rates Table 15 presents the aggre-
gated error rates for each translation, calculated
as the number of words which were tagged as any
type of error divided by the total number of words
in the text. Thus, the interpretation of, for example,
the overall error rate of 12.76% for the MT sys-
tem ONLINE-B is that about 12-13 incorrect words
were found in each group of 100 words. The error
rates are presented for the entire analysed text, as
well as separately for the two domains. The trans-
lations are ranked from the lowest to the highest

overall error rate.

The ranking is similar to the official direct as-
sessment results presented in Table 13, however
there are some different tendencies. The main dif-
ference is the preference for human translations
– error rates exhibit a clear preference for human
translations over MT outputs. While both scores
agree on the four best translations (two human and
two MT outputs), error rates clearly distinguish
the two human translations with about 10% less er-
rors than in the best MT output. Direct assessment
scores, however, are all close, ranging from 93.7 to
91.2, and even put student translations at the same
rank as the best MT output. The same tendency
has been reported in Freitag et al. (2021), where
the MQM error annotation on English→German
and Chinese→English translations clearly distin-
guished human translations from MT outputs, con-
trary to direct assessment scores. These findings
indicate that for evaluating human translations in
any context (comparing different human transla-
tions, comparing with MT outputs), some kind of
error annotation should be performed.

Another potentially interesting difference is the
system ONLINE-G, which is clearly ranked as sec-
ond worst by direct assessment, but less clearly as
third worst by error annotation. A potential reason
is the different nature of errors in different MT sys-
tems discussed below. Other differences between
the two rankings affect only the mid-range systems
which have very close scores in both set-ups.

It can be seen that errors were detected both in
human and in machine translations, although the
error rates are notably lower in human translations.
Overall error rate is lower than 1% for professional
translations and lower than 3% for students’ trans-
lations, while in MT outputs, the overall error rates
range from 12 to 22%.

In human translations, error rates are similar for
both domains. In MT outputs, however, the error
rates are notably higher for reviews than for news,
which is not surprising given that there are much
less training resources for reviews. Furthermore,
it can be noted that the rankings would be slightly
different if only one of the domains were used: NI-
UTRANS would be ranked higher on news while
ONLINE-G would be ranked higher on reviews and
HUAWEITSC would be ranked lower. Neverthe-
less, those variations in rankings can be observed
only for the mid-ranged systems where differences
in error rates are small anyway.



SR+DC DA DA+SQM MQM
Rank Ave. Ave. z Order Range Ave. Ave. z Order MQM score Order

HUMAN-A - - - - 1-3 82.4 0.137 1 1.223 1
HUMAN-B 1 73.4 0.134 1 8-12 80 -0.029 9 1.997 2
JDExploreAcademy 2 69.8 -0.026 2 3-7 81.5 0.048 6 2.827 6
HuaweiTSC 2 69 -0.034 3 3-7 80.7 0.056 5 3.089 8
AISP-SJTU 2 69.1 -0.063 4 8-10 80.8 -0.013 8 3.187 9
LanguageX 2 69.2 -0.079 5 1-6 82 0.109 2 2.738 5
Online-A 2 69.7 -0.083 6 9-14 79.1 -0.078 10 3.731 11
DLUT 2 68.6 -0.083 7 11-14 79 -0.181 14 - -
Online-B 2 67.4 -0.089 8 1-3 81.9 0.1 3 2.714 4
Online-G 2 69.9 -0.098 9 3-7 81.4 0.065 4 2.933 7
Online-W 2 66.5 -0.109 10 9-14 78.4 -0.098 12 3.953 12
Lan-Bridge 2 65.3 -0.117 11 4-7 81 0.041 7 2.471 3
Online-Y 2 66.5 -0.122 12 8-12 79.6 -0.086 11 3.281 10
NiuTrans 2 66.3 -0.164 13 11-14 79 -0.107 13 - -

Table 14: Comparison of three methods of generating human annotations and rankings. Note that each method used different
subsets of the test data, and the DA approaches only produced weak clusterings.

en→hr error rate (%) ↓
translation overall news reviews

HT professionals 0.71 0.86 0.60
students 2.43 2.23 2.59

MT online-B 12.76 11.19 13.98
Lan-Bridge 13.42 11.46 14.95
HuaweiTSC 17.39 12.87 20.83
online-A 17.69 14.30 20.29
SRPOL 17.96 14.55 20.56
online-G 18.43 16.60 19.80
NiuTrans 18.99 13.51 23.15
online-Y 21.51 18.48 23.82

Table 15: Percentage of words marked as errors (error rate)
in all translations: two human translations (by professional
translators and by students) and eight machine translation hy-
potheses. The percentages are presented for the entire text
(overall) and separately for news and for reviews. The trans-
lations are ranked from best to worst according to the overall
error rate. Bold values indicate domain-specific ranks which
are different from the overall rank.

Comparing machine and human translations

Table 16 presents issue types identified in machine
and in human translations and their corresponding
error rates. In addition, the distribution between
the two domains is presented for each, meaning
that, for example, 32.2% of all rephrasing errors
are found in news and 67.8% in reviews. Issue
types are ranked according to their percentage in
MT outputs.

The most prominent issues in MT outputs are
similar to those reported in in (Popovic, 2021):
rephrasing (described at the beginning of the sec-
tion), ambiguity (different meanings of a word in
different contexts), noun phrases (sequences of
nouns and possibly adjectives) and omissions (ei-
ther a part of the source text is omitted or something
is missing in the target language), with the error
rates ranging from 1% to 5%. Interestingly, the
same issue types are the most frequent issues in hu-

man translations, too, although with much smaller
error rates (less than 0.4%).

The majority of issue types in MT outputs is
found more frequently in reviews than in news, al-
though the differences vary. From the most promi-
nent issues, only noun phrase errors are slightly
more frequent in news. In human translations, the
distribution of issue types between the two domains
is more even, although the most prominent four are
more frequent in reviews.

Somewhat surprisingly, hallucination errors
were identified in the human translation of news.
Further manual inspection revealed that in one
sentence, a phrase not related to any part of the
source text indeed appears in the professional trans-
lation. The probable reason is a somewhat specific
financial term “like-for-like" meaning “financial
growth". The source sentence “Drink-led pubs
and bars performed by far the strongest with like-

for-likes up more than restaurants were down."
ended up translated as “Drink-led pubs and bars
performed by far the strongest, while pubs and

bars selling both drinks and food had more up
than restaurants were down". The translator proba-
bly did not recognise the term and assumed that it
refers to something similar to the previously men-
tioned “drink-led pubs and bars", so they added
the phrase about ‘pubs and bars selling both drinks
and food’ which were not mentioned whatsoever
in the source. Without this hallucination, all error
rates (overall, news and reviews) for professional
translations presented in Table 15 would be 0.60%.

Comparing MT systems Table 17 presents the
most frequent issue types (with error rate greater
than 1%, or, in other words, which were found at



en→hr MT outputs human translations
error % of the issue type error % of the issue type

issue type rate % in news in reviews rate % in news in reviews
rephrasing 5.12 32.2 67.8 0.27 47.9 52.1
ambiguity 3.38 32.8 67.2 0.21 27.0 73.0

noun phrase 2.55 53.6 46.4 0.14 20.8 79.2
omission 1.22 48.0 52.0 0.37 46.9 53.1

named entity 0.86 47.4 52.6 0.05 50.0 50.0
verb form 0.86 31.3 68.7 0.06 80.0 20.0

gender 0.85 27.3 72.7 0.05 0 100
pron/det 0.64 12.7 87.3 0.02 0 100

preposition 0.54 42.0 58.0 0.07 69.2 30.8
untranslated 0.52 17.0 83.0 0.07 15.4 84.6

case 0.50 37.9 62.1 0.11 73.7 26.3
mistranslation 0.48 38.1 61.9 0.07 61.5 38.5

addition 0.43 14.8 85.2 0.01 0 100
source 0.34 2.6 97.4 0.02 0 100

order 0.28 33.7 66.3 0.03 66.7 33.3
non-existing 0.25 35.6 64.4 0.04 0 100

passive 0.19 53.4 46.6 0.01 0 100
number 0.17 24.1 75.9 0.01 0 100

-ing 0.16 59.5 40.5 0.01 0 100
rel. phrase 0.09 66.7 33.3 0 0 0

POS ambiguity 0.08 3.4 96.6 0 0 0
hallucination 0.07 30.8 69.2 0.06 100 0

negation 0.06 0 100 0 0 0
repetition 0.02 43.8 56.2 0.01 100 0

Table 16: Identified issues in all MT hypotheses and in both HT references: error rate together with the distribution between
news and reviews. The issue types are ordered by their percentage in MT hypotheses. Bold values indicate the domain with the
higher amount of a particular issue type.

least once in each 100 words) in each of the eight
MT outputs. The outputs are ranked from best to
worst according to the overall error rate (Table 15).
For each issue type, its overall error rate together
with the separated error rates in news and reviews
is shown.

First, it can be noted that in the two best-ranked
systems, there are three clearly predominant issue
types for both domains: rephrasing, ambiguity and
noun phrase. These three issue types are predom-
inant in other systems, too, however with higher
error rates.

Furthermore, for all systems, rephrasing errors
and ambiguity problems are more frequent in re-
views, whereas noun phrase errors are more fre-
quent in news. Also in all systems, there are slightly
more omissions in news than in reviews.

When looking at lower ranked systems, it can be
noted that not only the error rates for the generally
most prominent issue types increase, but also more
error types emerge: incorrect verb forms, incorrect
gender and problems with pronouns or determiners
in reviews.

The most interesting system is ONLINE-G: while
the rephrasing error rate is only slightly worse than
the two best-ranked systems, and ambiguity and
noun phrase errors are also not much worse than

some of the higher-ranked systems, it is the only
system with notable problems with named entities
(more than 2%) and mistranslations (more than 1%)
in both domains, as well as generating non-existing
words in reviews (more than 1%). This specific
distribution of error types could be the reason that
this system was clearly ranked as the second worst
by direct assessment, although it has similar error
rate as some other systems.

In the lowest-ranked systems, apart from the
higher error rates for all common issue types, the
appearance of untranslated words in reviews can
be noted in NIUTRANS, and problems with named
entities in news in ONLINE-Y.

Apart from the described quantitative analysis, a
qualitative inspection of the translation showed, as
can be expected, that the MT outputs generally are
close to the source language, without divergences.
Nevertheless, some very creative and very nice
machine translations were found, too.

Comparing human translations Table 18
presents the most frequent issue types (with error
rate greater than 0.1%, or in other words, that were
found at least once in each 1000 words) in each of
the two human translations. The translations are
ranked from best to worst according to the overall
error rate (Table 15). For each issue type, its overall



en→hr: MT hypotheses
most frequent error rate ↓

MT system issue types overall news reviews

online-B rephrasing 4.14 2.87 5.13
ambiguity 2.52 1.95 2.96

noun phrase 1.86 2.77 1.15
Lan-Bridge rephrasing 4.33 2.98 5.38

ambiguity 2.62 2.03 3.08
noun phrase 2.01 2.90 1.31

HuaweiTSC rephrasing 5.49 3.97 6.65
ambiguity 3.43 2.43 4.19

noun phrase 2.64 2.77 2.54
omission 1.04 1.23 <1

verb form <1 <1 1.04
gender <1 <1 1.10

online-A rephrasing 5.06 3.68 6.12
ambiguity 3.85 2.99 4.50

noun phrase 2.88 3.20 2.63
omission 1.11 1.38 <1

gender <1 <1 1.18
SRPOL rephrasing 5.33 4.12 6.25

ambiguity 3.82 2.69 4.68
noun phrase 2.69 3.25 2.26

omission 1.44 1.52 1.38
verb form <1 <1 1.00

pron/det <1 <1 1.08
online-G rephrasing 4.59 3.54 5.38

ambiguity 3.06 2.33 3.61
noun phrase 2.17 3.28 1.33

named entity 2.11 2.59 1.75
omission 1.41 1.61 1.26

mistranslation 1.37 1.11 1.57
non-existing 1.06 <1 1.32

verb form <1 <1 1.22
gender <1 <1 1.04

pron/det <1 <1 1.16
NiuTrans rephrasing 5.76 4.14 6.99

ambiguity 3.30 2.29 4.08
noun phrase 2.84 2.93 2.77

omission 1.69 1.78 1.63
gender 1.03 <1 1.45

verb form <1 <1 1.24
untranslated <1 <1 1.14

pron/det <1 <1 1.18

online-Y rephrasing 6.26 5.08 7.16
ambiguity 4.43 3.75 4.95

noun phrase 3.29 4.07 2.70
omission 1.32 1.49 1.20

verb form 1.15 <1 1.32
named entity 1.14 1.38 <1

gender 1.13 <1 1.42
pron/det <1 <1 1.18

Table 17: The most frequent issue types (error rate ≥ 1%)
in each of the eight MT hypotheses separately, overall as
well as separately for news and reviews. The hypotheses are
ranked from best to worst according to the overall error rate
(Table 15).

en→hr: human translations
most frequent error rate ↓

issue types overall news reviews

prof. omission 0.20 0.13 0.25
rephrasing 0.14 0.18 0.10

hallucination 0.11 0.26 0
stud. omission 0.54 0.64 0.45

rephrasing 0.41 0.41 0.41
ambiguity 0.37 0.23 0.47

noun phrase 0.25 0.13 0.35
case 0.14 0.18 0.10

untranslated 0.14 <0.1 0.21
mistranslation 0.13 0.15 0.10

preposition 0.11 0.15 <0.1
verb form <0.1 0.18 <0.1

order <0.1 0.10 <0.1
named entity <0.1 0.10 <0.1
non-existing <0.1 0 0.14

gender <0.1 <0.1 0.14
Table 18: The most frequent issue types (error rate ≥ 0.1%)
in each of the two human reference translations separately,
overall as well as separately for news and reviews. The trans-
lations are ranked from best to worst according to the overall
error rate (Table 15).

error rate together with the separated error rates in
news and reviews is shown.

First, it can be noted that the most frequent error
in both human translations in omission, being more
frequent in student translations. The second issue
type is rephrasing, also more frequent in student
translations. The third ranked issue in professional
translations are hallucinations, which is discussed
in one of the previous paragraphs. For students, the
third ranked issue are ambiguous words, apparently
more problematic in reviews.

Furthermore, a number of issue types with error
rate larger than 0.1% in student translations are less
frequent or even not appearing at all in professional
translations.

Apart from the described quantitative analysis, a
qualitative inspection of the translation showed that
students generally diverged more from the source
language than professionals, which is the opposite
of what could be intuitively expected. This is the
probable reason that for all MT outputs, both auto-
matic metrics, COMET and CHRF, are lower when
calculated using student references.

8 Conclusions

The General Machine Translation Task at WMT
2022 covered 21 translation pairs, 15 of which had
English on the source or target side and 6 were
without English. Direct assessment (DA) was the
main golden truth, although the style varied across
language pairs. Into-English translation was evalu-



ated against human reference translation, preserv-
ing the order of sentences in a document but not
presenting the whole document at once (SR+DC).
Out-of-English and non-English pairs offered the
context to the annotators and allowed them to re-
visit the scores assigned to individual segments
(DA+SQM), evaluating against the source.

9 Limitations

We opened a research question of testing general
capabilities of MT systems. However, we have
simplified this approach. Firstly, we only used four
domains that are not specialized. Secondly, we
used only cleaner sentences avoiding noisy in the
source sentences.

Although we accept human judgement as a gold
standard, giving us more reliable signal than au-
tomatic metrics, we should mention that human
annotations are noisy (Wei and Jia, 2021) and their
performance is affected by quality of other eval-
uated systems (Mathur et al., 2020). Moreover,
reference-based human judgements are biased by
the quality of references.

The error analysis of Croatian translations was
carried out by one evaluator. Also, the selected
sample is different than the one used for direct
assessment.

10 Ethical consideration

Several of the domains contained texts that in-
cluded personal data, for example the conver-
sational data (See Section 2.5 for more de-
tails). Entities were replaced by anonymisation
tags (e.g. #NAME#, #EMAIL#) to preserve the
anonymity of the users behind the content.

The sentences in Ukrainian datasets (as de-
scribed in Section 2.4) were collected with users’
opt-in consent and any personal data related
to people other than well-known people was
pseudonymized (using random first names and
surnames). Sentences where such pseudonymiza-
tion would not be enough to preserve reasonable
anonymity of the users (e.g. describing events
uniquely identifying the persons involved) were
not included in the test set.

As described in Section 2.2 and in the linguis-
tic brief (Appendix Section C), inappropriate, con-
troversial and/or explicit content was filtered out
prior to translation, particularly keeping in mind the
translators and not exposing them to such content
or obliging them to translate it. A few sentences

containing explicit content managed to escape the
filter, and we removed these sentences from the test
sets without translation.

Human evaluation using Appraise for collecting
human judgements was fully anonymous. Auto-
matically generated accounts associated with an-
notation tasks with single-sign-on URLs were dis-
tributed randomly among pools of annotators and
did not allow for storing personal information. For
language pairs for which we used calibration HITs,
we received lists of tasks completed by an individ-
ual anonymous annotator.
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dalena Biesialska, Ondřej Bojar, Rajen Chatter-
jee, Vishrav Chaudhary, Marta R. Costa-jussa,
Cristina España-Bonet, Angela Fan, Christian Fe-
dermann, Markus Freitag, Yvette Graham, Ro-
man Grundkiewicz, Barry Haddow, Leonie Harter,
Kenneth Heafield, Christopher Homan, Matthias
Huck, Kwabena Amponsah-Kaakyire, Jungo Kasai,
Daniel Khashabi, Kevin Knight, Tom Kocmi, Philipp
Koehn, Nicholas Lourie, Christof Monz, Makoto
Morishita, Masaaki Nagata, Ajay Nagesh, Toshiaki
Nakazawa, Matteo Negri, Santanu Pal, Allahsera Au-
guste Tapo, Marco Turchi, Valentin Vydrin, and Mar-
cos Zampieri. 2021. Findings of the 2021 conference
on machine translation (WMT21). In Proceedings of
the Sixth Conference on Machine Translation, pages
1–88, Online. Association for Computational Linguis-
tics.

Jesujoba Alabi, Lydia Nishimwe, Benjamin Muller,
Camille Rey, Benoît Sagot, and Rachel Bawden.
2022. Inria-almanach at wmt 2022: Does tran-
scription help cross-script machine translation? In
Proceedings of the Seventh Conference on Machine
Translation, Online. Association for Computational
Linguistics.

Antonios Anastasopoulos, Loïc Barrault, Luisa Ben-
tivogli, Marcely Zanon Boito, Ondřej Bojar, Roldano
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A Statistics of training data

This section describes statistics of the training corpora.

ja-en Segments en Toks en Types

JParacrawl-v3 25.74M 682.78M 2.84M
NewsComm-v16 1.84k 45.28k 6.28k
WikiTitles-v3 757.04k 2.02M 281.88k
WikiMatrix 3.90M 72.32M 1.11M
JESC 2.80M 23.90M 161.38k
KFTT 440.29k 11.54M 190.88k
TED 241.74k 4.95M 64.04k
Total 33.88M 797.55M 3.75M

zh-en Segments en Toks en Types

ParaCrawl(bonus) 14.17M 253.78M 1.87M
NewsComm-v16 313.67k 7.98M 76.36k
WikiTitles-v3 921.96k 2.55M 380.23k
UNPC 17.45M 479.54M 939.62k
CCMT
WikiMatrix 2.60M 58.62M 1.06M
BackTrans News 19.76M 416.57M 1.19M
Total 55.22M 1.22B 4.01M

Table 19: Training data statistics for ja-en and zh-en. Only the English side statistics are reported, which are obtained after
running MosesDecoder’s tokenizer.perl, similar to Table 20.



Corpus Name Segments Tokens Types
cs-en cs en cs en

Europarl-v10 644.43k 14.95M 17.38M 172.47k 63.27k
ParaCrawl-v9 50.63M 738.33M 805.54M 4.77M 4.53M
CommonCrawl 161.84k 3.53M 3.93M 210.48k 128.39k
NewsCommentary-v16 253.27k 5.67M 6.27M 176.38k 70.77k
WikiTitles-v3 410.94k 985.54k 1.07M 219.38k 186.37k
WikiMatrix 2.09M 34.82M 39.20M 1.07M 798.09k
Tilde Corpus 2.09M 44.03M 47.83M 349.78k 210.28k
CzEng 2.0 60.98M 757.32M 848.02M 3.68M 2.49M
BackTrans News 126.83M 2.35B 2.66B 5.75M 3.84M
Total 244.10M 3.95B 4.42B

de-en de en de en

Europarl-v10 1.82M 48.10M 50.47M 371.70k 113.91k
ParaCrawl-v9 278.31M 4.63B 4.90B 31.91M 15.99M
NewsCommentary-v16 388.48k 9.92M 9.83M 215.04k 86.50k
CommonCrawl 2.40M 54.68M 58.90M 1.64M 823.89k
WikiTitles-v3 1.47M 3.23M 3.76M 674.95k 573.28k
WikiMatrix 6.23M 114.22M 118.08M 2.86M 1.83M
Tilde Corpus 5.19M 118.11M 120.82M 986.37k 379.92k
Total 295.81M 4.98B 5.26B

fr-de fr de fr de

Europarl-v10 1.79M 55.33M 47.49M 144.80k 368.53k
ParaCrawl-v9 7.22M 145.20M 123.51M 1.53M 2.37M
CommonCrawl 622.29k 16.59M 14.23M 332.24k 578.30k
WikiTitles-v3 1.01M 2.54M 2.15M 449.70k 503.34k
NewsCommentary-v16 295.65k 9.34M 7.67M 92.30k 185.28k
Tilde Corpus 4.31M 118.15M 96.00M 391.10k 954.49k
WikiMatrix 3.35M 68.26M 59.85M 1.10M 1.85M
Total 18.60M 415.42M 350.90M

hr-en hr en hr en

ParaCrawl-v9 3.24M 80.75M 90.83M 1.05M 690.15k
Tilde Corpus 745.62k 14.38M 15.49M 196.78k 109.23k
OPUS 85.56M 928.96M 1.06B 5.26M 4.06M
Total 89.55M 1.02B 1.17B

ru-en ru en ru en

ParaCrawl-(bonus) 5.38M 99.01M 120.02M 1.73M 1.22M
BackTranslation enru 36.77M 799.38M 839.92M 3.78M 1.92M
Yandex Corpus 1.00M 22.26M 24.30M 697.02k 377.83k
CommonCrawl 878.39k 20.61M 21.54M 712.81k 432.62k
UN Parallel Corpus 985.72k 887.11k 893.73k 5.68k 5.54k
WikiTitles-v3 1.19M 3.24M 3.26M 534.43k 457.93k
NewsCommentary-v16 331.51k 8.37M 8.82M 206.54k 82.93k
WikiMatrix 5.20M 94.00M 102.94M 2.24M 1.59M
Tilde Corpus 34.27k 813.70k 855.68k 62.61k 28.93k
Total 51.77M 1.05B 1.12B

uk-en uk en uk en

ParaCrawl-(bonus) 13.35M 706.98M 721.28M 1.89M 1.26M
WikiMatrix 2.58M 43.76M 49.06M 1.40M 981.85k
Tilde 1.63k 39.93k 41.15k 8.38k 4.70k
ELRC EU Acts 129.94k 3.20M 3.46M 71.46k 33.52k
OPUS Corpus 48.94M 629.35M 704.32M 4.17M 2.89M
Total 65.01M 1.38B 1.48B

cs-uk cs uk cs uk

WikiMatirx 848.96k 12.30M 12.28M 586.14k 641.72k
OPUS 11.65M 124.21M 125.84M 1.44M 1.68M
ELRC EU Acts 130.00k 2.86M 3.14M 69.58k 71.67k
Total 12.63M 139.38M 141.26M

liv-en liv en liv en
Total (from OPUS) 0.77k 23.13k 14.21k 2.51k 2.43k

sah-ru sah ru sah ru
Total (from Yakut corpus) 30.15k 199.94k 225.95k 40.60k 40.64k

Table 20: Statistics for parallel training set provided for General/News Translation Task. All numbers are obtained after
running MosesDecoder’s tokenizer.perl. Tokens are the total number of words, whereas Types are total number of distinct
case-insensitive words. Suffixes, k, M, and B, are short for thousands, millions, and billions, respectively.



B Differences in Human Scores

Tables 23–27 show differences in average standardized human scores for all pairs of competing to-English
systems for each language pair. The numbers in each of the tables’ cells indicate the difference in average
standardized human scores for the system in that column and the system in that row.

Because there were so many systems and data conditions the significance of each pairwise comparison
needs to be quantified. We applied Wilcoxon rank-sum test to measure the likelihood that such differences
could occur simply by chance. In the following tables ⋆ indicates statistical significance at p < 0.05,
† indicates statistical significance at p < 0.01, and ‡ indicates statistical significance at p < 0.001,
according to Wilcoxon rank-sum test.

Each table contains final rows showing the average score achieved by that system and the rank range
according to Wilcoxon rank-sum test (p < 0.05). Gray lines separate clusters based on non-overlapping
rank ranges.
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ONLINE-W - 0.08⋆ 0.08‡ 0.10‡ 0.14‡ 0.15‡ 0.15‡ 0.16‡ 0.22‡ 0.28‡ 0.42‡ 0.43‡
CUNI-DOCTRANSFORMER -0.08 - 0.01 0.02⋆ 0.06 0.07† 0.07† 0.08‡ 0.14‡ 0.20‡ 0.35‡ 0.36‡

LAN-BRIDGE -0.08 -0.01 - 0.01 0.05 0.06 0.07 0.08⋆ 0.14† 0.20‡ 0.34‡ 0.35‡
ONLINE-B -0.10 -0.02 -0.01 - 0.04 0.05 0.05 0.07 0.12† 0.18‡ 0.33‡ 0.34‡

JDEXPLOREACADEMY -0.14 -0.06 -0.05 -0.04 - 0.01 0.01 0.02 0.08† 0.14‡ 0.29‡ 0.30‡
ONLINE-A -0.15 -0.07 -0.06 -0.05 -0.01 - 0.00 0.01 0.07 0.13‡ 0.28‡ 0.29‡

CUNI-TRANSFORMER -0.15 -0.07 -0.07 -0.05 -0.01 0.00 - 0.01 0.07⋆ 0.13‡ 0.27‡ 0.29‡
ONLINE-G -0.16 -0.08 -0.08 -0.07 -0.02 -0.01 -0.01 - 0.06 0.12‡ 0.26‡ 0.27‡

SHOPLINE-PL -0.22 -0.14 -0.14 -0.12 -0.08 -0.07 -0.07 -0.06 - 0.06† 0.20‡ 0.21‡
ONLINE-Y -0.28 -0.20 -0.20 -0.18 -0.14 -0.13 -0.13 -0.12 -0.06 - 0.14‡ 0.16‡
HUMAN- -0.42 -0.35 -0.34 -0.33 -0.29 -0.28 -0.27 -0.26 -0.20 -0.14 - 0.01

ALMANACH-INRIA -0.43 -0.36 -0.35 -0.34 -0.30 -0.29 -0.29 -0.27 -0.21 -0.16 -0.01 -

score 0.13 0.06 0.05 0.04 -0.00 -0.01 -0.01 -0.03 -0.09 -0.14 -0.29 -0.30
rank 1 2–3 2–7 3–8 2–8 3–9 3–8 4–9 7–9 10 11–12 11–12

Table 21: Head to head comparison for Czech→English systems
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HUMAN-B - 0.16‡ 0.17‡ 0.20‡ 0.21‡ 0.22‡ 0.22‡ 0.22‡ 0.23‡ 0.24‡ 0.25‡ 0.26‡ 0.30‡
JDEXPLOREACADEMY -0.16 - 0.01 0.04 0.05 0.06⋆ 0.06⋆ 0.06 0.07† 0.08‡ 0.09‡ 0.10‡ 0.14‡

HUAWEITSC -0.17 -0.01 - 0.03 0.05 0.05 0.05⋆ 0.06 0.06† 0.08‡ 0.08‡ 0.09‡ 0.13‡
AISP-SJTU -0.20 -0.04 -0.03 - 0.02 0.02 0.02 0.03 0.04 0.05⋆ 0.05⋆ 0.06† 0.10‡

LANGUAGEX -0.21 -0.05 -0.05 -0.02 - 0.00 0.00 0.01 0.02 0.03⋆ 0.04⋆ 0.04† 0.09‡
ONLINE-A -0.22 -0.06 -0.05 -0.02 0.00 - 0.00 0.01 0.02 0.03⋆ 0.03⋆ 0.04† 0.08‡

DLUT -0.22 -0.06 -0.05 -0.02 0.00 0.00 - 0.01 0.02 0.03 0.03 0.04⋆ 0.08‡
ONLINE-B -0.22 -0.06 -0.06 -0.03 -0.01 -0.01 -0.01 - 0.01 0.02⋆ 0.03⋆ 0.03† 0.08‡
ONLINE-G -0.23 -0.07 -0.06 -0.04 -0.02 -0.02 -0.02 -0.01 - 0.01 0.02 0.02⋆ 0.07‡
ONLINE-W -0.24 -0.08 -0.08 -0.05 -0.03 -0.03 -0.03 -0.02 -0.01 - 0.01 0.01 0.06⋆

LAN-BRIDGE -0.25 -0.09 -0.08 -0.05 -0.04 -0.03 -0.03 -0.03 -0.02 -0.01 - 0.00 0.05⋆
ONLINE-Y -0.26 -0.10 -0.09 -0.06 -0.04 -0.04 -0.04 -0.03 -0.02 -0.01 0.00 - 0.04
NIUTRANS -0.30 -0.14 -0.13 -0.10 -0.09 -0.08 -0.08 -0.08 -0.07 -0.06 -0.05 -0.04 -

score 0.13 -0.03 -0.03 -0.06 -0.08 -0.08 -0.08 -0.09 -0.10 -0.11 -0.12 -0.12 -0.16
rank 1 2–6 2–7 2–9 2–9 3–9 4–11 2–9 4–11 8–12 8–12 10–13 12–13

Table 22: Head to head comparison for Chinese→English systems
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LAN-BRIDGE - 0.03⋆ 0.04† 0.06† 0.07‡ 0.09‡ 0.09‡ 0.10‡ 0.13‡ 0.13‡
ONLINE-W -0.03 - 0.02 0.03 0.05 0.06 0.07† 0.07⋆ 0.10‡ 0.10‡

JDEXPLOREACADEMY -0.04 -0.02 - 0.02 0.03 0.05 0.05† 0.05⋆ 0.09‡ 0.09†
ONLINE-G -0.06 -0.03 -0.02 - 0.01 0.03 0.03⋆ 0.03 0.07† 0.07⋆
ONLINE-A -0.07 -0.05 -0.03 -0.01 - 0.02 0.02 0.02 0.06† 0.06
HUMAN- -0.09 -0.06 -0.05 -0.03 -0.02 - 0.00 0.01 0.04† 0.04⋆
ONLINE-Y -0.09 -0.07 -0.05 -0.03 -0.02 0.00 - 0.00 0.04 0.04
ONLINE-B -0.10 -0.07 -0.05 -0.03 -0.02 -0.01 0.00 - 0.03⋆ 0.04

LT22 -0.13 -0.10 -0.09 -0.07 -0.06 -0.04 -0.04 -0.03 - 0.00
PROMT -0.13 -0.10 -0.09 -0.07 -0.06 -0.04 -0.04 -0.04 0.00 -

score 0.00 -0.02 -0.04 -0.06 -0.07 -0.09 -0.09 -0.09 -0.13 -0.13
rank 1 2–6 2–6 2–7 2–9 2–8 5–10 4–9 8–10 6–10

Table 23: Head to head comparison for German→English systems
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JDEXPLOREACADEMY - 0.01 0.02 0.05⋆ 0.05⋆ 0.06⋆ 0.07† 0.08† 0.09‡ 0.29‡
HUAWEITSC -0.01 - 0.01 0.03⋆ 0.04⋆ 0.04⋆ 0.05† 0.06† 0.08‡ 0.28‡

ONLINE-G -0.02 -0.01 - 0.02 0.03 0.04 0.04 0.05 0.07⋆ 0.27‡
LAN-BRIDGE -0.05 -0.03 -0.02 - 0.00 0.01 0.02 0.03 0.05⋆ 0.25‡

ONLINE-Y -0.05 -0.04 -0.03 0.00 - 0.01 0.02 0.03 0.04 0.24‡
SRPOL -0.06 -0.04 -0.04 -0.01 -0.01 - 0.01 0.02 0.04 0.23‡

ONLINE-B -0.07 -0.05 -0.04 -0.02 -0.02 -0.01 - 0.01 0.03 0.23‡
ONLINE-A -0.08 -0.06 -0.05 -0.03 -0.03 -0.02 -0.01 - 0.02 0.22‡
ONLINE-W -0.09 -0.08 -0.07 -0.05 -0.04 -0.04 -0.03 -0.02 - 0.20‡

ALMANACH-INRIA -0.29 -0.28 -0.27 -0.25 -0.24 -0.23 -0.23 -0.22 -0.20 -

score 0.06 0.04 0.03 0.01 0.01 -0.00 -0.01 -0.02 -0.04 -0.24
rank 1–3 1–3 1–8 3–8 3–9 3–9 3–9 3–9 5–9 10

Table 24: Head to head comparison for Russian→English systems
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DLUT - 0.00 0.01 0.02 0.02 0.02 0.05⋆ 0.06† 0.06† 0.09‡ 0.09‡ 0.10‡ 0.13‡ 1.35‡
NT5 0.00 - 0.01 0.01 0.02 0.02 0.05⋆ 0.06⋆ 0.06⋆ 0.09‡ 0.09† 0.10† 0.12‡ 1.35‡

JDEXPLOREACADEMY -0.01 -0.01 - 0.00 0.01 0.01 0.04 0.05 0.05 0.08† 0.08⋆ 0.09† 0.11‡ 1.34‡
LANGUAGEX -0.02 -0.01 0.00 - 0.01 0.01 0.04 0.05 0.05 0.07† 0.07⋆ 0.09† 0.11‡ 1.34‡

ONLINE-B -0.02 -0.02 -0.01 -0.01 - 0.00 0.03 0.04⋆ 0.04⋆ 0.07† 0.07⋆ 0.08† 0.10‡ 1.33‡
ONLINE-W -0.02 -0.02 -0.01 -0.01 0.00 - 0.03 0.04 0.04 0.06† 0.07⋆ 0.08† 0.10‡ 1.33‡

LAN-BRIDGE -0.05 -0.05 -0.04 -0.04 -0.03 -0.03 - 0.01 0.01 0.03 0.04 0.05 0.07† 1.30‡
ONLINE-G -0.06 -0.06 -0.05 -0.05 -0.04 -0.04 -0.01 - 0.00 0.02 0.03 0.04 0.06† 1.29‡
ONLINE-A -0.06 -0.06 -0.05 -0.05 -0.04 -0.04 -0.01 0.00 - 0.02 0.03 0.04 0.06† 1.29‡

AISP-SJTU -0.09 -0.09 -0.08 -0.07 -0.07 -0.06 -0.03 -0.02 -0.02 - 0.00 0.02 0.04 1.27‡
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ONLINE-Y -0.10 -0.10 -0.09 -0.09 -0.08 -0.08 -0.05 -0.04 -0.04 -0.02 -0.01 - 0.02 1.25‡
KYB -0.13 -0.12 -0.11 -0.11 -0.10 -0.10 -0.07 -0.06 -0.06 -0.04 -0.04 -0.02 - 1.23‡
AIST -1.35 -1.35 -1.34 -1.34 -1.33 -1.33 -1.30 -1.29 -1.29 -1.27 -1.26 -1.25 -1.23 -

score 0.07 0.07 0.06 0.05 0.05 0.05 0.02 0.01 0.01 -0.02 -0.02 -0.04 -0.06 -1.28
rank 1–6 1–6 1–9 1–9 1–7 1–9 3–12 4–12 4–12 7–13 7–12 7–13 11–13 14

Table 25: Head to head comparison for Japanese→English systems
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TARTUNLP - 0.04 0.06⋆ 0.10† 0.37‡
TAL-SJTU -0.04 - 0.02 0.07 0.33‡

HUAWEITSC -0.06 -0.02 - 0.04 0.31‡
LIV4EVER -0.10 -0.07 -0.04 - 0.27‡

NIUTRANS -0.37 -0.33 -0.31 -0.27 -

score 0.02 -0.01 -0.04 -0.08 -0.35
rank 1–2 1–4 2–4 2–4 5

Table 26: Head to head comparison for Livonian→English systems
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LAN-BRIDGE - 0.00 0.01⋆ 0.04⋆ 0.06† 0.07† 0.12‡ 0.13‡ 0.29‡
ONLINE-B 0.00 - 0.01† 0.04⋆ 0.06‡ 0.07‡ 0.12‡ 0.13‡ 0.29‡

HUAWEITSC -0.01 -0.01 - 0.03 0.05 0.06 0.11† 0.12† 0.28‡
ONLINE-A -0.04 -0.04 -0.03 - 0.02 0.03 0.08† 0.09† 0.25‡

PROMT -0.06 -0.06 -0.05 -0.02 - 0.01 0.06⋆ 0.07⋆ 0.24‡
ONLINE-G -0.07 -0.07 -0.06 -0.03 -0.01 - 0.05⋆ 0.06⋆ 0.22‡
ONLINE-Y -0.12 -0.12 -0.11 -0.08 -0.06 -0.05 - 0.01 0.17‡

ARC-NKUA -0.13 -0.13 -0.12 -0.09 -0.07 -0.06 -0.01 - 0.16‡
ALMANACH-INRIA -0.29 -0.29 -0.28 -0.25 -0.24 -0.22 -0.17 -0.16 -

score 0.05 0.05 0.04 0.01 -0.01 -0.02 -0.07 -0.08 -0.25
rank 1–2 1–2 3–6 3–6 3–6 3–6 7–8 7–8 9

Table 27: Head to head comparison for Ukrainian→English systems



C Preprocessing cleanup brief for linguists

In this task, we wish to check the data to remove all inappropriate content, remove repetitive content, or
correct minor problems with the text.

The data is automatically broken down into individual sentences, which may be wrong sentence splitting.
Each document is separated by empty lines. Keep the document-separators intact, split long documents
into several by adding empty lines if necessary based on the context (some documents may be merged).
In general, documents should be under 30 sentences long.

In the first step, check if a document shouldn’t be removed (delete sentences from document) based on
the following conditions, be on the save side, rather remove documents where you are uncertain. The
conditions for removal of documents are as follows:

• Remove inappropriate content (such as sexually explicit, vulgar, or otherwise inappropriate)

• Remove controversial content (propagandist, controversial political topics, etc.)

• Remove content that is too noisy or doesn’t resemble natural text (such as documents badly for-
matted, hard to understand, containing unusual language, lists or other structured data generated
automatically)

• Remove repeated/similar content already part of previous documents

For documents that are not removed, do minor corrections (do not try reformulating the content). The
main goal is to make sure each line contains a single sentence (or is empty line which represent document
boundaries). The result should be documents that are fluent when reading. Here is a non-complete list of
phenomena to pay attention to:

• Each line must be a single sentence, remove anything that dangles around or doesn’t fit the context.
Also reconnect sentences that have been accidentally split (for example trailing words or punctuation
should be appended to the previous line).

• You may do small corrections to make the text cleaner (adding punctuation, correcting small typos,
etc.). If text would need more correction, remove whole document. Also, do not polish everything.

• Sentences containing a short phrase or single words that are not necessary for the context (like
"Description:" or emoticons like ":)") can be removed.



D Translator Brief for General MT

Translator Brief  

In this project we wish to translate online news articles for use in evaluation of Machine 

Translation (MT). The translations produced by you will be compared against the translations 

produced by a variety of different MT systems.  They will be released to the research 

community to provide a benchmark, or “gold-standard” measure for translation quality. The 

translation therefore needs to be a high-quality rendering of the source text into the target 

language, as if it was news written directly in the target language. However, there are some 

constraints imposed by the intended usage:  

● All translations should be “from scratch”, without post-editing from MT. Using 

post-editing would bias the evaluation, so we need to avoid it. We can detect post-

editing so will reject translations that are post-edited.   

● Translation should preserve the sentence boundaries. The source texts are  

provided with exactly one sentence per line, and the translations should be the 

same, one sentence per line. Blank lines should be preserved in the translation.  

● Translators should avoid inserting parenthetical explanations into the translated 

text and obviously avoid losing any pieces of information from the source text.  

We will check a sample of the translations for quality, and we will check the entire set 

for evidence of post-editing.   

● Please do not translate the anonymization tags (e.g. #NAME#), but use the same 

form as in the source text. These tags are used to de-identify names and various 

other sensitive data. In other words, translation must contain given tag #NAME# on a 

position where it would naturally be placed before anonymization. 

  

The source files will be delivered as text files (sometimes known as “notepad” files), with one 
sentence per line. We need the translations to be returned in the same format. If you prefer 

to receive the text in a different format, then please let us know as we may be able to 

accommodate it.   



E Additional statistics of the test sets

Table 28 shows the type-token ratios for the source and target side of each of the test sets, shown for each
available domain. As mentioned previously, texts are tokenised using the language-specific Spacy models
(Honnibal and Montani, 2017) where available. For Czech, Livonian and Yakut, for which Spacy models
are not available, we took as a rough approximation models for Croatian, Finnish and Russian respectively.
The type-token ratio is calculated as the number of unique tokens divided by the total number of tokens.
The absolute value depends not only on the lexical diversity of the text but also on the morphological
complexity of the language in question.

Type-token ratio (source) Type-token ratio (target)
conversation ecommerce news social other conversation ecommerce news social other

cs-en - - 0.40 0.38 - - - 0.21 0.22 -
cs-uk - - - - 0.34 - - - - 0.32
de-en 0.25 0.36 0.35 0.29 - 0.18 0.24 0.26 0.21 -
de-fr 0.25 0.36 0.35 0.29 - 0.20 0.24 0.26 0.23 -
en-cs 0.15 0.24 0.26 0.23 - 0.23 0.36 0.41 0.36 -
en-de 0.15 0.24 0.26 0.23 - 0.15 0.27 0.3 0.26 -
en-hr - 0.20 0.24 - - - 0.31 0.36 - -
en-ja 0.15 0.24 0.26 0.23 - 0.10 0.17 0.18 0.18 -
en-liv - - - - 0.25 - - - - 0.34
en-ru 0.15 0.24 0.26 0.23 - 0.21 0.35 0.39 0.33 -
en-uk 0.15 0.24 0.26 0.23 - 0.20 0.34 0.37 0.34 -
en-zh 0.15 0.24 0.26 0.23 - 0.13 0.22 0.26 0.25 -
fr-de 0.19 0.26 0.27 0.26 - 0.18 0.30 0.31 0.28 -
ja-en 0.24 0.20 0.23 0.24 - 0.24 0.24 0.26 0.24 -
liv-en - - - - 0.34 - - - - 0.25
ru-en - 0.44 0.35 - 0.43 - 0.26 0.20 - 0.27
ru-sah - - - - 0.34 - - - - 0.38
sah-ru - - - - 0.38 - - - - 0.34
uk-cs - - - - 0.28 - - - - 0.26
uk-en - - - - 0.28 - - - - 0.13
zh-en 0.24 0.30 0.25 0.27 - 0.17 0.21 0.17 0.20 -

Table 28: Type-token ratio for individual source languages used in the general translation test sets.

F News Task System Submission Summaries

F.1 AISP-SJTU (Liu et al., 2022)

This paper describes AISP-SJTU’s participation in WMT 2022 shared general mt task on English-
>Chinese, Chinese->English, English->Japanese and Japanese->English with constrained training data.
Our systems are based on the Transformer architecture with several novel and effective variants, including
network depth and internal structure. In our experiments, we employ data filtering, large-scale back-
translation, knowledge distillation, forward-translation, iterative in-domain knowledge finetune and model
ensemble.

F.2 AIST (no associated paper)

The model was trained similarly to Optimus (Li et al., 2020) with the difference of using BERT (Devlin
et al., 2019) for both encoding and decoding instead of BERT for encoding and GPT-2 for decoding as in
Optimus, therefore enabling non-autoregressive sequence-to-sequence modeling. We used the pre-trained
"bert-base-cased" configuration for English and the "bert-base-japanese" from CL Tohoku for Japanese.

F.3 ALMAnaCH-Inria (Alabi et al., 2022)

ALMAnaCH-Inria’s primary submissions are multilingual transformer models between English, Russian,
Ukrainian and Russian. The models exploit a dedicated Latin-script transcription convention designed
to represent the Slavic languages in a way that maximises character- and word-level correspondences
between them as well as with English. For directions where the target language is not English, this
involves a final translation step into the original script. Our hypothesis was that bringing the languages



closer together could boost vocabulary sharing and have a positive impact on machine translation results.
Initial results indicate that the transcription strategy was not successful, resulting in lower results than
baselines. We nevertheless submit these models as our primary systems.

F.4 AMU (Nowakowski et al., 2022)

AMU submission is a weighted ensemble of 4 models based on the transformer-big architecture. Models
use source factors to utilize the information about named entities present in the input. Each of the
models in the ensemble was trained using only the data provided by the shared task organizers. A noisy
back-translation technique was used to augment the training corpora. One of the models in the ensemble
is a document-level model, trained on parallel and synthetic longer sequences. During the sentence-level
decoding process, the ensemble generated the n-best list (n=200). The n-best list was merged with the
n-best list (n=50) generated by a single document-level model which translated multiple sentences at a
time. Finally, existing quality estimation models and minimum Bayes risk decoding were used to rerank
the n-best list so that the best hypothesis is chosen according to the COMET evaluation metric.

F.5 ARC-NKUA (Roussis and Papavassiliou, 2022)

The ARC-NKUA submission to the WMT22 General Machine Translation shared task concerns the
unconstrained tracks of the English-Ukrainian and Ukrainian-English translation directions. The 2
Neural Machine Translation systems are based on Transformer models and our primary submissions were
determined through experimentation with (a) checkpoint averaging, (b) ensemble decoding, (c) continued
training with a subset of the training data, (d) data augmentation with back-translated monolingual data,
and (e) post-processing of the translation outputs. We used various techniques to clean and filter the data
provided by the organizers, as well as the additional parallel and monolingual data which we acquired
from various sources.

F.6 CUNI-Bergamot (Jon et al., 2022)

CUNI-Bergamot submission is based on block-backtranslation method and MBR decoding using neural
metrics. Block-BT is a method which switches between blocks of authentic parallel and backtranslated
data during training based on a predefined pattern. The paper compares various parameters of the block-
BT method: block size, checkpoint averaging methods, using only BT or also forward translation. The
authors also show that MBR decoding can profit from more diverse checkpoints created by this method,
as opposed to traditional mixed data training.

F.7 CUNI-DocTransformer (Jon et al., 2022)

Exactly the same as submitted in WMT20 (Popel, 2020), document-level Transformer trained with Block
Backtranslation.

F.8 CUNI-Transformer (Jon et al., 2022)

The English↔Czech sentence-level models are exactly the same as submitted in WMT20 (Popel,
2020). The Ukrainian↔Czech models are very similar, also trained with Block Backtranslation. The
Czech→Ukrainian system uses in addition special preprocessing (romanization of the Ukrainian side and
a novel vocabulary-based inline casing on both sides).

F.9 CharlesTranslator (Popel et al., 2022)

Charles Translator for Ukraine is a free Czech-Ukrainian online translation service available for the public
at https://translator.cuni.cz and as an Android app. It was developed at Charles University in
March 2022 to help refugees from Ukraine by narrowing the communication gap between them and other
people in the Czech Republic. It is based on Transformer and Block Backtranslation (Popel et al., 2020a).

F.10 DLUT (no associated paper)

We participate in the WMT 2022 general translation task in 2 language pairs and four language directions,
English-Chinese and English-Japanese. Our submission use standard Transformer bilingual models.

https://translator.cuni.cz


We mainly improve performance by data filtering, large-scale data generation (i.e., back-translation,
forward-translation, knowledge distillation, R2L training), domain finetuning, model ensemble and
post-editing.

F.11 GTCOM (Zong and Bei, 2022)

This submission is based on Transformer architecture and involves data augmentation techniques.

F.12 HuaweiTSC (Wei et al., 2022)

This paper describes the submission of huawei translation services center (HW-TSC) to WMT22 general
MT translation task.

F.13 JDExploreAcademy (Zan et al., 2022)

We push the limit of our previous work – bidirectional training (Ding et al., 2021) for machine translation
by scaling up two main factors, i.e. language pairs and model sizes, namely the Vega-MT system.
As for language pairs, we scale the “bidirectional” up to the “multidirectional” settings, covering all
competitive high-resource languages, including en-de, en-cs, en-ru, en-zh, and en-ja, to exploit the
common knowledge across languages, and transfer them to the downstream bilingual tasks. As for model
size, we scale the transformer-big up to the extremely large model that owns nearly 4.7 Billion parameters,
to fully enhance the model capacity for our Vega-MT. Also, we adopt the widely-used data augmentation
strategies, e.g. back translation, knowledge distillation, cycle translation, and bidirectional self-training
to comprehensively exploit the bilingual and monolingual data. To adapt our Vega-MT to the general
domain test set, the noisy channel reranking and generalization tuning are employed.

F.14 KYB (Kalkar et al., 2022)

KYB team participated in the WMT22 general machine translation task on English-to-Japanese and
Japanese-to-English directions. Our submissions are based on the transformer model with base setting.
We employed several techniques to improve system’s performance, such as data cleaning and selection,
model ensembling/averaging, beam search, fine-tuning, and post-processing.

F.15 LT22 (Malli and Tambouratzis, 2022)

Our submission consists of translations produced from a series of NMT models of the following two
language pairs: german-to-english and german-to-french. All the models are trained using only the
parallel training data specified by WMT22. The models follow the transformer architecture employing
eight attention heads and six layers in both the encoder and decoder. It is also worth mentioning that, in
order to limit the computational resources that we would use during the training process, we decided to
train the majority of models by limiting the training to 21 epochs. Moreover, the translations submitted at
WMT22 have been produced using the test data released by the WMT22. The aim of our experiments has
been to evaluate methods for cleaning-up a parallel corpus to determine if this will lead to a translation
model producing more accurate translations. For each language pair, the base NMT models have been
trained from raw parallel training corpora, while the additional NMT models have been trained with
corpora subjected to a special cleaning process with the following tools: Bifixer and Bicleaner. It should
be mentioned that the Bicleaner repository doesn’t provide pre-trained classifiers for the above language
pairs, consequently we trained probabilistic dictionaries in order to produce new models. The fundamental
differences between these NMT models produced are mainly related to the quality and the quantity of the
training data, while there are very few differences in the training parameters. To complete this work, we
used the following three tools:(i) MARIAN NMT (Version: v1.11.5), which was used for the training of
the NMT models and (ii) Bifixer and (iii) Bicleaner, which were used in order to correct and clean the
parallel training data. Concerning the Bifixer and Bicleaner tools, we followed all the steps as described
meticulously in the relevant article.



F.16 Lan-Bridge (Han et al., 2022)

Team Lan-Bridge’s submission are transformer base models. For non-Chinese language pairs, we trained
some multilingual models. For Chinese-English and English-Chinese, we train seperated models for each
direction.

F.17 LanguageX (Zeng, 2022)

LanguageX submission is an ensemble model equipped with our recent technique of fast domain adaptation
and data selection.

F.18 Liv4ever (Rikters et al., 2022)

The submitted translations were generated by an ensemble of three different iterations of multi-lingual
transformer models trained on Latvian, Estonian, English and Livonian data from the constrained track.
All parallel data were filtered (Rikters, 2018) before training. After initial training the models were further
improved by performing iterative back-translation of batches of 200,000 sentences from each language
to the other languages (Livonian monolingual data was upscaled) for four iterations. The ensemble was
composed of the single best checkpoint from the last three iterations of the back-translation process.

F.19 NAIST-NICT-TIT (Deguchi et al., 2022)

This paper describes the NAIST-NICT-TIT submission to the WMT22 general machine translation task.
We participated in this task in the English-Japanese language pair. Our system is built on an ensemble of
Transformer big models, k-nearest-neighbor machine translation (kNN-MT) (Khandelwal et al., 2021),
and reranking.

Our base translation system is a combination of kNN-MT and an ensemble of four Transformer big
models. Each of the Transformer model instances is trained using a different random seed, and we reuse
one of the models for kNN-MT. A notable point of our system is that we construct the datastore for
kNN-MT from back-translated monolingual data. We find that using the back-translated data improves
translation performance when compared to using a parallel training corpus for the datastore.

We designed a reranking system to select a sentence from among the n-best sentences generated by
the base translation system. For each translation hypothesis, the reranker computes a weighted sum
of multiple model scores. It then selects the hypothesis with the highest score. We used k-best batch
MIRA (Cherry and Foster, 2012) to select the weights for the model scores that maximize the BLEU score
of the development set. We use context-aware model scores to improve the document-level consistency of
the translation.

F.20 NT5 (Morishita et al., 2022)

The NT5 team submission is standard ensemble Transformer models equipped with several extensions,
including our recent techniques, followed by a reranking module based on source-to-target, target-to-
source, and masked language models. We also applied data augmentation and selection techniques to
training data of the Transformer models.

F.21 NiuTrans (Shan et al., 2022)

This paper describes NiuTrans neural machine translation systems of the WMT22 General MT task with
constrained data sets. We participated in Chinese to English, English to Croatian, and Livonian-English
total of three tasks. We mainly utilized iterative back-translation, iterative knowledge distillation, and
iterative fine-tuning. We also use various Transformer variants to improve the model’s performance further,
e.g., ODE-Transformer, UMST. Moreover, we tried some multi-domain methods, such as multi-domain
model structure and multi-domain data clustering method, to adapt to this year’s multi-domain test set.
We also tried some methods to build a machine translation system using pre-trained language models.

F.22 OpenNMT (no associated paper)

In this paper, we first benchmark the mainstream translators on the English-to-German task by making sure
we take into account: - The changes that occurred in the WMT test sets starting 2019 - The post-processing



differences between systems - The recent research in automatic metrics beyond BLEU Over the past 3
years, WMT has shown that both OnlineW and FacebookAI have a clear lead in the human evaluations.
When looking at various metrics, we make the assumptions that one reason comes from the very good
fluency which exposes a low perplexity when measuring with a GPT-2 language model.

We will therefore try 3 types of experiments: 1) filter various datasets with a GPT-2 model to retain
only sentences under a given threshold. 2) Use a noisy channel decoding reranking method (used by
FacebookAI) and maybe by OnlineW since their API is way slower then G/M/A. 3) Use a GPT-2 large
model distillation during NMT training.

Given the training time of the last experiment we were not able to submit this system, however we will
continue and report results in the paper.

F.23 PROMT (Molchanov et al., 2022)

The PROMT systems are trained with the MarianNMT toolkit. All systems use the transformer-big
configuration. We use BPE for text encoding, the vocabulary sizes vary from 24k to 32k for different
language pairs. All systems are unconstrained. We use all data provided by the WMT organizers, all
publicly available data and some private data.

F.24 SRPOL (Dobrowolski et al., 2022)

We present the work of Samsung R&D Institute Poland in WMT 2022 General MT solution for medium
to low resource languages: Russian and Croatian. Our approach combines iterative back-translation with
noise and iterative distillation. We investigated different monolingual resources and compared their effects
on the final translation. We used available BERT-like models to classify texts and to distinguish text
domains. We attempted to predict ensemble weight vectors based on BERT-like domain classification for
individual sentences. The final models achieved quality comparable to the best online translators using
only limited resources during training.

F.25 TAL-SJTU (He et al., 2022)

TAL-SJTU submission is based on M2M100 (Fan et al., 2021a) with novel techniques that adapt it to the
target language pair: (1) We propose a cross-model word embedding alignment method that transfers a
pre-trained word embedding to M2M100, enabling it to support Livonian. (2) We also utilize Estonian
and Latvian languages as auxiliary languages for training and pivot languages for data augmentation.
(3) Finally, the best result was achieved after fine-tuning the model using the validation set and online
back-translation. In model evaluation: (1) We find that previous work (Rikters et al., 2022) underestimated
the translation performance of Livonian due to inconsistency in Unicode normalization, which may cause
a discrepancy of up to 19 BLEU score. (2) In addition to the standard validation set, we also employ
round-trip BLEU to evaluate the models, which we find a more appropriate way for this task.

F.26 TartuNLP (Tars et al., 2022)

TartuNLP’s submission is a model based on Transformers. Our main approach was utilizing large pre-
trained multilingual neural machine translation models, specifically the M2M-100 model (Fan et al.,
2021b). In our systems we used the 1.2 billion parameter model. We fine-tuned the pre-trained model
(more specifically we performed cross-lingual transfer learning) to our data, which consisted of WMT22
liv-en, en-liv data and other data from the Finno-Ugric language family for support. The main pipeline
was the following: fine-tuning with original parallel data, then two iterations of back-translation and
finally fine-tuning on original parallel data again.

F.27 eTranslation (Oravecz et al., 2022)

eTranslations’s Fr-De system is an ensemble of 4 big transformers, trained from all available parallel
data and with additional tagged, back-translated data generated from a 30M subset of various German
monolingual corpora. The monolingual and original parallel data is cleaned up and filtered with heuristic
rules. In the model trainings, the original parallel data is upsampled to a 1:1 ratio. Each transformer
model is then fine tuned for 3 epochs on the original parallel data. The models use a 32k SentencePiece



vocabulary. The SentencePiece module as built in the Marian toolkit is used for end-to-end text processing,
without the standard pre- and postprocessing steps of truecasing, or (de)tokenization.

The En-Uk system is an ensemble of 4 multilingual (En -> Uk, Ru) big transformers, trained from all
available parallel data. Each transformer model is then fine tuned only on the En-Uk data for about 50
epochs and the best checkpoint is used in the ensemble. Vocabulary and pre/postprocessing settings are
the same as the Fr-De system. The En-Ru system is built with the same setup as the En-Uk, except it is an
ensemble of 3 models.

F.28 manifold (Jin et al., 2022)

Manifold’s English-Chinese System at WMT22 is an ensemble of 4 models, each trained by one of four
different configurations and fine-tuned by applying scheduled-sampling. The four configurations are
DeepBig (Xenc), DeepLarger (Xenc), DeepBigTalkingHeads (Xenc) and DeepBig (LaBSE). DeepBig is
an extension to TransformerBig, the only difference is the former has 24 encoder layers. DeepLarger has
20 encoder layers and its FFN dimension is 8192. *TalkingHead applies talking-heads trick. For Xenc
configs, we selected monolingual and parallel data that is similar to the past newstest datasets using Xenc,
and for LaBSE, we cleaned the officially provided parallel data using LaBSE pretrained model.

F.29 shopline-pl

The model we submitted is based on the query results of the transformer and its variants, which includes
the integration effect of different models and incorporates the reserved word mechanism.



G Automatic scores

This section contains automatic metric scores. While human judgement is the official ranking of systems
and their performance, we share automatic scores to show expected system performance for various
testsets.

We use COMET (Rei et al., 2020) as the primary metric and ChrF (Popović, 2015) as the sec-
ondary metric, following recommendation by (Kocmi et al., 2021). We present BLEU (Papineni et al.,
2002) scores as it is still widely used metric. The COMET scores are calculated with the default
model wmt20-comet-da. The ChrF and BLEU scores are calculated using SacreBLEU with signature
(Post, 2018) is chrF2|nrefs:all|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.0.0.
Scores are multiplied by 100.

The different suffix represents the name of reference used for calculation (A, B, C, stud), references has
been translated by different translators but with the same sponsor. A notable difference is Czech-English,
where we are missing reference "A" for it’s low quality, which was partly corrected and placed under
"C". The second exception is Croatian reference "stud" which was created by students in contrast to
"A" prepared by professionals. Lastly, testsets liv-en and ru-sah are reverse testsets to their opposite
counterparts (i. e. "en" and "sah" are original sources)

Table 29: Automatic metric scores for en-cs.

System COMETB ↑ COMETC ChrFB ChrFC BLEUB BLEUC

Online-W 97.8 79.3 68.2 51.8 45.8 25.0
Online-B 97.5 76.6 69.0 52.7 48.2 27.0
CUNI-Bergamot 96.0 79.0 63.2 50.3 38.6 24.4
JDExploreAcademy 95.3 77.8 65.1 51.8 41.4 25.5
Lan-Bridge 94.7 73.8 68.2 52.3 45.6 25.9
Online-A 92.2 71.1 65.8 50.8 41.8 24.5
CUNI-DocTransformer 91.7 72.2 63.9 50.8 39.8 25.2
CUNI-Transformer 86.6 68.6 62.1 50.1 37.7 24.5
Online-Y 83.7 62.3 62.9 49.0 37.8 22.8
Online-G 82.3 61.5 62.8 49.0 38.1 22.7

Table 30: Automatic metric scores for en-de.

System COMETA ↑ COMETB ChrFA ChrFB BLEUA BLEUB

Online-W 65.5 64.4 64.1 62.7 36.6 35.3
JDExploreAcademy 63.2 62.5 64.3 63.8 37.8 38.2
Online-B 62.3 61.9 64.6 64.1 38.4 38.3
Online-Y 61.1 60.9 63.7 63.5 37.0 37.2
Online-A 60.6 60.0 63.9 63.6 36.5 37.2
Online-G 60.2 59.3 63.4 63.1 36.4 36.6
Lan-Bridge 58.8 58.3 64.1 63.7 36.1 36.5
OpenNMT 57.2 57.0 62.1 61.5 35.7 35.7
PROMT 55.8 55.3 62.8 62.2 36.1 36.0

Table 31: Automatic metric scores for en-hr.

System COMETA ↑ COMETstud ChrFA ChrFstud BLEUA BLEUstud

Online-B 80.4 77.6 58.5 57.6 31.5 29.8
Lan-Bridge 79.6 76.7 58.5 57.4 31.5 29.7
GTCOM 77.4 74.7 58.1 57.0 30.7 28.6
Online-A 69.5 67.1 56.5 55.9 29.1 28.1
SRPOL 69.4 67.6 56.3 55.6 29.1 27.8
HuaweiTSC 67.6 66.3 56.8 56.1 29.9 28.6
NiuTrans 65.5 63.4 56.3 55.6 29.3 28.1
Online-G 64.2 63.0 53.2 52.5 25.7 24.3
Online-Y 56.7 55.1 54.3 53.6 26.6 25.1



Table 32: Automatic metric scores for en-ja.

System COMETA ↑ ChrFA BLEUA

JDExploreAcademy 65.1 36.1 41.5
NT5 64.1 36.8 42.5
LanguageX 62.1 36.1 41.7
Online-B 60.8 35.5 41.2
DLUT 60.5 36.1 41.8
Online-W 59.8 35.2 40.8
Online-Y 56.8 34.4 39.9
Lan-Bridge 56.5 34.1 39.4
Online-A 53.6 34.1 38.8
NAIST-NICT-TIT 53.3 33.8 39.2
AISP-SJTU 52.4 33.9 39.3
KYB 31.8 28.6 33.1
Online-G 24.9 28.0 32.1

Table 33: Automatic metric scores for en-liv.

System COMETA ↑ ChrFA BLEUA

TAL-SJTU -29.5 43.8 17.0
TartuNLP -36.8 39.2 15.0
HuaweiTSC -38.9 37.7 12.8
Liv4ever -39.4 39.6 14.7
NiuTrans -81.9 30.5 12.3

Table 34: Automatic metric scores for en-ru.

System COMETA ↑ ChrFA BLEUA

Online-W 75.1 58.3 32.4
Online-G 73.1 59.5 32.8
Online-B 72.9 59.7 34.9
Online-Y 69.8 58.3 33.2
JDExploreAcademy 69.6 58.4 32.7
Lan-Bridge 67.3 59.0 32.6
Online-A 67.3 58.1 33.1
PROMT 60.3 56.1 30.6
SRPOL 59.7 56.4 30.4
HuaweiTSC 59.2 56.1 30.8
eTranslation 57.9 55.8 29.8

Table 35: Automatic metric scores for en-uk.

System COMETA ↑ ChrFA BLEUA

Online-B 73.2 59.3 32.5
GTCOM 72.0 59.0 30.8
Online-G 69.9 57.2 27.2
Lan-Bridge 65.7 58.8 29.5
Online-A 60.9 56.0 28.0
eTranslation 54.5 54.8 26.2
HuaweiTSC 54.4 54.8 26.5
Online-Y 51.9 54.9 26.9
ARC-NKUA 49.2 54.0 25.2



Table 36: Automatic metric scores for en-zh.

System COMETA ↑ COMETB ChrFA ChrFB BLEUA BLEUB

GTCOM 64.7 69.4 44.1 45.7 47.7 50.5
LanguageX 63.8 71.5 49.1 53.1 54.3 59.8
Online-B 61.8 80.4 44.4 68.6 49.1 73.7
JDExploreAcademy 61.7 70.6 44.6 51.1 49.7 57.6
Lan-Bridge 61.4 69.4 42.8 49.2 48.3 56.0
Online-W 61.0 69.5 41.1 47.7 44.8 52.6
Manifold 60.1 71.2 44.2 54.3 48.7 59.6
Online-Y 59.7 71.7 42.3 54.0 46.8 59.9
HuaweiTSC 59.5 73.1 44.5 58.1 49.7 64.4
Online-A 57.3 70.1 42.5 55.5 46.4 60.7
AISP-SJTU 56.5 66.6 43.9 50.9 48.8 57.3
DLUT 52.1 63.0 41.3 50.1 45.2 55.4
Online-G 51.2 62.5 39.4 49.8 43.9 55.2

Table 37: Automatic metric scores for cs-en.

System COMETB ↑ COMETC ChrFB ChrFC BLEUB BLEUC

Online-W 77.5 45.6 79.3 52.0 64.2 23.8
JDExploreAcademy 74.7 49.0 74.4 53.7 54.9 25.1
Lan-Bridge 71.8 47.2 74.0 54.0 54.5 25.5
Online-B 71.8 47.4 73.8 54.0 54.3 25.5
CUNI-DocTransformer 70.6 45.3 72.2 53.0 51.9 24.8
Online-A 69.8 44.3 73.4 53.4 53.3 25.0
CUNI-Transformer 69.2 43.2 71.7 52.0 51.6 23.9
Online-G 63.0 38.8 70.3 52.1 48.5 23.0
SHOPLINE-PL 61.1 39.6 69.2 53.2 46.8 24.6
Online-Y 58.6 35.2 67.9 51.5 44.6 23.1
ALMAnaCH-Inria 19.3 4.9 56.9 48.3 29.9 19.7

Table 38: Automatic metric scores for de-en.

System COMETA ↑ COMETB ChrFA ChrFB BLEUA BLEUB

JDExploreAcademy 58.0 63.5 58.5 61.8 33.7 35.8
Online-B 56.9 63.6 58.3 61.9 33.3 36.6
Lan-Bridge 56.5 63.6 58.5 62.3 33.4 37.0
Online-G 55.2 61.7 58.7 62.5 33.7 36.5
Online-Y 54.6 61.4 58.0 61.9 32.9 36.3
Online-A 54.5 62.2 58.4 62.7 33.3 37.2
Online-W 54.3 61.7 57.7 61.7 32.6 36.0
PROMT 51.8 59.4 57.8 62.1 32.5 36.6
LT22 25.6 33.3 51.3 55.7 26.0 30.9

Table 39: Automatic metric scores for ja-en.

System COMETA ↑ ChrFA BLEUA

NT5 42.0 51.3 26.6
Online-W 41.2 51.7 27.8
JDExploreAcademy 40.6 50.1 25.6
Online-B 39.6 49.9 24.7
DLUT 37.2 49.8 24.8
NAIST-NICT-TIT 33.4 48.3 22.7
Online-A 32.9 48.4 22.8
LanguageX 32.9 49.1 22.4
Online-Y 32.3 48.2 21.5
Lan-Bridge 31.9 48.7 22.8
AISP-SJTU 30.1 48.0 22.0
Online-G 22.3 45.7 19.7
KYB 17.3 43.4 18.1
AIST -152.7 11.4 0.1



Table 40: Automatic metric scores for liv-en.

System COMETA ↑ ChrFA BLEUA

TartuNLP -5.8 53.5 29.9
TAL-SJTU -8.4 53.2 30.4
HuaweiTSC -27.3 48.4 23.4
Liv4ever -44.0 46.7 23.3
NiuTrans -88.3 35.6 13.0

Table 41: Automatic metric scores for ru-en.

System COMETA ↑ ChrFA BLEUA

Online-G 65.1 70.0 46.7
JDExploreAcademy 64.9 68.9 45.1
Online-Y 64.1 68.2 43.8
Lan-Bridge 63.1 68.5 45.2
Online-B 63.1 68.3 45.0
Online-A 62.2 68.3 43.9
Online-W 61.6 66.3 42.6
HuaweiTSC 60.9 68.5 45.1
SRPOL 59.5 67.2 43.6
ALMAnaCH-Inria 26.8 57.9 30.3

Table 42: Automatic metric scores for uk-en.

System COMETA ↑ ChrFA BLEUA

Online-B 62.5 67.2 44.4
Lan-Bridge 62.4 67.3 44.6
GTCOM 61.9 67.1 43.9
Online-G 57.4 66.0 43.2
Online-A 52.1 65.2 42.3
HuaweiTSC 50.1 63.9 41.6
Online-Y 49.8 64.6 41.8
PROMT 49.6 64.7 42.1
ARC-NKUA 49.6 64.6 41.9
ALMAnaCH-Inria 21.8 55.6 30.0

Table 43: Automatic metric scores for zh-en.

System COMETA ↑ COMETB ChrFA ChrFB BLEUA BLEUB

Online-G 45.6 36.2 59.7 54.1 29.6 21.7
JDExploreAcademy 45.1 35.2 61.1 54.1 33.5 22.3
LanguageX 44.9 35.3 60.5 54.2 31.9 22.1
Lan-Bridge 43.0 34.0 57.8 52.7 28.1 20.9
HuaweiTSC 42.8 33.5 58.5 52.8 29.8 21.7
Online-B 42.1 32.8 58.2 52.9 28.8 21.1
AISP-SJTU 41.6 32.8 59.2 53.8 29.7 21.4
Online-Y 40.8 31.0 57.6 52.1 27.1 19.8
Online-A 35.2 26.0 57.3 52.1 27.3 19.9
Online-W 31.6 23.1 54.5 49.9 24.0 18.0
NiuTrans 31.3 22.3 56.0 51.2 26.2 19.5
DLUT 30.6 22.0 55.2 50.5 25.0 18.6



Table 44: Automatic metric scores for cs-uk.

System COMETA ↑ ChrFA BLEUA

AMU 99.4 61.5 34.7
Online-B 94.3 64.0 38.3
GTCOM 93.4 63.9 36.8
Lan-Bridge 91.8 64.0 38.3
CharlesTranslator 90.8 61.5 34.3
HuaweiTSC 90.7 62.6 36.0
CUNI-JL-JH 90.0 61.6 34.8
Online-G 88.3 60.8 32.5
Online-A 87.8 62.2 35.9
CUNI-Transformer 87.3 61.6 35.0
Online-Y 78.4 59.6 32.1
ALMAnaCH-Inria 61.3 54.5 26.8

Table 45: Automatic metric scores for de-fr.

System COMETA ↑ ChrFA BLEUA

Online-B 70.5 74.6 58.4
Online-W 63.6 65.5 43.6
Online-Y 57.8 66.8 46.2
Online-A 52.2 64.5 41.3
Online-G 44.8 62.7 39.0
LT22 10.4 54.4 28.3

Table 46: Automatic metric scores for fr-de.

System COMETA ↑ ChrFA BLEUA

Online-W 77.9 81.2 64.8
Online-B 63.7 68.7 46.6
Online-Y 61.6 67.5 45.0
Online-A 59.2 67.2 44.4
eTranslation 55.4 68.4 46.5
Lan-Bridge 51.1 65.0 41.8
Online-G 48.2 66.0 41.1

Table 47: Automatic metric scores for ru-sah.

System COMETA ↑ ChrFA BLEUA

Online-G -17.1 47.0 14.7
Lan-Bridge -124.3 11.3 0.0

Table 48: Automatic metric scores for sah-ru.

System COMETA ↑ ChrFA BLEUA

Online-G 31.1 55.5 29.6
Lan-Bridge -75.9 28.3 7.1

Table 49: Automatic metric scores for uk-cs.

System COMETA ↑ ChrFA BLEUA

AMU 104.8 60.7 37.0
Online-B 96.5 60.3 36.4
Lan-Bridge 94.5 60.4 36.5
HuaweiTSC 91.4 59.6 36.0
CharlesTranslator 90.2 59.0 35.9
CUNI-JL-JH 89.0 58.7 35.1
CUNI-Transformer 88.5 59.0 35.8
Online-A 85.4 57.5 33.3
Online-G 84.2 56.3 31.5
GTCOM 80.2 55.8 31.3
Online-Y 78.6 55.3 29.6
ALMAnaCH-Inria 62.4 50.7 25.3


