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Abstract—In this paper, we propose the first verification
method for attention robustness, i.e., the local robustness of the
changes in the saliency-map against combinations of semantic
perturbations. Specifically, our method determines the range
of the perturbation parameters (e.g., the amount of brightness
change) that maintains the difference between the actual saliency-
map change and the expected saliency-map change below a given
threshold value. Our method is based on linear activation region
traversals, focusing on the outermost boundary of attention
robustness for scalability on larger deep neural networks.

I. BACKGROUND

Classification Robustness. Deep neural networks (DNN) are
dominant solutions in image classification; however, quality
assurance is essential when DNNs are used in safety-critical
systems [1]. Reference [2] reported that despite input images
can be perturbed in the real world by various mechanisms,
such as brightness change and translation; such semantic
perturbations can unexpectedly change the classification labels
for DNNs. Therefore, it is essential to verify classification
robustness (CR) against semantic perturbations to be tolerable
from an assurance point of view. Several methods have already
been proposed to compute the range of perturbation parameters
(e.g., the amount of brightness change and translation) that
do not change classification labels [3], [4]. They defined the
property of CR by the following predicate:

CR(x; Θ) def= ∀θ ∈ Θ.F
(
g(θ, x)

)
= F (x) (1)

where x ∈ X ⊆ RdX is an dX -dimensional real vector of
an input image, Θ ⊂ RdΘ is the range of dΘ-dimensional
perturbation parameters to be tolerable, g : Θ×X → X is the
image perturbation function, and F (x) def= arg max

1≤j≤dO
fj(x) is the

classification function to map an image into the classification
label (i.e., the dimension) that corresponds to the maximum
output value of DNN f : X → RdO . Namely, the property
CR(x; Θ) is satisfied iff the classification label remains the
same no matter how image x is perturbed within the range Θ.
Saliency-map. It is known that DNNs classify an input image
by paying particular attention to certain specific pixels in the
image; a graphical representation of the magnitude of attention
to each pixel, like a heatmap, is called saliency-map [5]. A
saliency-map of each classification label can be obtained from
the gradients of each DNN output for an input image [5];
it is defined by the image-to-heatmap function mapj(x) def=

〈
∂fj(x)
∂x1

, . . . ,
∂fj(x)
∂xdX

〉
, where xi is the i-th pixel value of image

x. That is, pixels with higher values of mapj(x) can contribute
more to the classification of image x to label j.
Classification Validity. Saliency-maps are used to check the
validity of the classification decision basis. For instance, if
a DNN classifies the subject type by paying attention to
a background rather than the subject to be classified in an
input image, it is not a valid basis for classification. We
believe such low-validity classification should not be accepted
in safety-critical situations, even if the correct classification
labels. Semantic perturbations can significantly change the
saliency-maps [6], [7]. For example, Fig. 1 shows the changes
in MNIST image “8” and the actual saliency-map when the
brightness is gradually changed; the collapsed saliency-maps
indicate that the DNN does not pay proper attention to text
“8” in each image. However, existing robustness verification
methods only target changes in the classification labels, not
the saliency-maps [8], [9].

II. OUR ON-GOING WORK

Attention Robustness. We define the new property of atten-
tion robustness (AR) — the local robustness of the changes in
the saliency-map against combinations of semantic perturba-
tion — by the following predicate:

AR(x; Θ, δ) def= ∀θ ∈ Θ.ai(x; θ) ≤ δ (2)

ai(x; θ) def=
∑
j∈Y

∥∥mapj(g(θ, x)
)
− g̃
(
θ,mapj(x)

)∥∥
2

where δ ∈ R is a given threshold value, ‖·‖2 denotes L2-
norm, and g̃ : Θ × RdX → RdX is the heatmap perturbation
function that corresponds to the image perturbation function
g. Namely, the property AR(x; Θ, δ) is satisfied iff ai(x; θ)
remains less than or equal to threshold δ no matter how
image x is perturbed within the range Θ. ai(x; θ) represents
attention inconsistency, i.e., the difference between (a) the ac-
tual saliency-map change mapj

(
g(θ, x)

)
and (b) the expected

saliency-map change g̃
(
θ,mapj(x)

)
. Regarding the latter (b),

brightness change keeps the saliency-map unchanged, whereas
translation moves one along with the image; cf. columns (B)
and (T) in Fig. 2. Although the concept of such difference is
the same as saliency-map consistency used in semi-supervised



learning [7], for the sake of verification, it is necessary to
calculate the maximum value of ai within Θ.
Verifying AR. Therefore, we propose the first verification
method for the property AR. We focus on feed-forward
DNNs with rectified linear units (ReLU-FNN) and two facts;
(i) ReLU-FNN output is linear for its input within each
activation region where the activation statuses of all ReLUs
are fixed [10] and (ii) when x is fixed at ẋ, many semantic
perturbation functions g(θ, ẋ) can be interpreted as a ReLU-
FNN gẋ(θ) [4], similarly for g̃. That is, within each activa-
tion region η ⊆ Θ of synthesized DNN f(gẋ(θ)), (a) the
actual saliency-map change mapj

(
gẋ(θ)

)
is constant because

∂fj(x)
∂xi

=
∑dΘ

s=1
∂fj(gẋ(θ))/∂θs
∂gẋi (θ)/∂θs

and (b) the expected saliency-

map change g̃mapj(ẋ)(θ) is a linear function; thus we can ef-
ficiently compute ai

ẋ
η

def= max
θ∈η

ai(ẋ; θ) by convex optimization

and then determine AR(ẋ; η, δ) by whether ai
ẋ
η ≤ δ.

Traversing Outermost Boundary By traversing all activation
regions η ⊆ Θ following the existing method [11], we
can finally determine AR(ẋ; Θ, δ) for small ReLU-FNNs.
In practice, to represent the trend of the weakness against
semantic perturbations for larger ReLU-FNNs, we propose
the method to traverse activation regions near the outermost
boundary of AR. More formally, the outermost boundary is
the connected-space that (1) lays on both AR,¬AR and (2)
contains the farthest point from the origin ~0 ∈ Θ through
only regions that satisfy AR. The results of traversing the
outermost boundaries of CR and AR (cf. Fig. 3); the shapes
of the boundaries indicate the existence of regions that satisfy
CR but not AR, and the DNN can misclassify the perturbed
image with a thin patch and middle brightness in ¬AR regions.
Preliminary Evaluation We implemented our method in a
python tool for evaluation. The ReLU-FNN with 200 neurons
had a 58% probability of complete verification within 2 hours
in the case of traversing all activation regions, and the ReLU-
FNN with 800 (2,028) neurons had a 51% (100%) probability
of complete verification within 2 hours in the case of traversing
outermost boundaries of AR (CR). For further details of our
work, please refer to https://arxiv.org/abs/2207.05902.

Fig. 1. Perturbation-induced changes in images (first row), the actual saliency-
map changes for label 8 (second row), and the values of attention consistency
(third row). For threshold δ = 3, the perturbation range up to the third column
from the left satisfies attention robustness.
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