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Abstract

We present a non-intrusive model order reduction (NIMOR) method with an offline-online
decoupling for the solution of parameterized time-domain Maxwell’s equations. During the
offline stage, the training parameters are chosen by using Smolyak sparse grid method with an
approximation level L (L ≥ 1) over a target parameterized space. This method can deal with
the so-called curse of dimensionality in high dimensional space. For each selected parameter,
the snapshot vectors are first produced by a high order discontinuous Galerkin time-domain
(DGTD) solver formulated on an unstructured simplicial mesh. In order to minimize the overall
computational cost in the offline stage and to improve the accuracy of the NIMOR method,
a radial basis function (RBF) interpolation method is then used to construct more snapshot
vectors at the sparse grid with approximation level L + 1, which includes the sparse grids
from approximation level L. A nested proper orthogonal decomposition (POD) method is
employed to extract time- and parameter-independent POD basis functions. By using the
singular value decomposition (SVD) method, the principal components of the reduced coefficient
matrices of the high-fidelity solutions onto the reduced-order subspace spaned by the POD basis
functions are extracted. Moreover, a Gaussian process regression (GPR) method is proposed
to approximate the dominating time- and parameter-modes of the reduced coefficient matrices.
During the online stage, the reduced-order solutions for new time and parameter values can be
rapidly recovered via outputs from the regression models without using the DGTD method. The
performance of this NIMOR method is illustrated numerically by considering two classical test
cases: the scattering of a plane wave by a 2-D dielectric disk and the scattering of a plane wave
by a multi-layer heterogeneous medium. The prediction capabilities of the NIMOR method
are evaluated by varying the relative permittivity. Numerical results indicate that the NIMOR
method is a promising approach for simulating accurately and in fast way parameterized time-
domain electromagnetic problems.
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1. Introduction

In computational electromagnetics, the discontinuous Galerkin time-domain (DGTD) method,
which can be regarded as a combination of the finite element (FE) and finite volume (FV) meth-
ods [1], has become a popular high fidelity method during the last ten years because of its salient
features, e.g., high order accuracy, local approximation order strategy [2], isoparametric curvi-
linear meshes [3], and natural parallelism [4]. However, it suffers from a drawback that the
number of degrees of freedom (DoFs) is usually much larger than that of a conforming FE
method . This problem becomes more troublesome when one needs to repeatedly solve the high
dimensional model (HDM) over a large number of parameter values, like in multi-query analysis
including design, control, optimization, and uncertainty quantification (UQ) [5, 6, 7]. In this
context, when the incident directions, boundary conditions, geometric features, or the material
properties vary a little, we are expecting that the solutions are closely related. Based on this
idea, one could construct a reduced-order model (ROM) by using efficient model order reduc-
tion (MOR) methods dramatically reducing the number of DoFs. The overall goal of the MOR
method is to reduce the computational cost by several orders of magnitude while maintaining
an acceptable level of accuracy [8, 9].

The reduced basis (RB) method with an offline-online framework is a well-known and widely
used MOR method [10, 11, 12]. The starting point of the MOR method during the offline
stage is a sampling of high fidelity snapshots at some time/parameter locations from numerical
simulations or experiments. The simplest sampling method is the uniform sampling manner [11,
12], which leads to the so-called curse of dimensionality in high dimensional parameter space.
Another similar approach is the random sampling method, e.g., latin hyper-cube sampling
(LHS) [13]. In order to deal with this problem, the Smolyak sparse grid technique is used
to generate the parameter points in high dimensional space [14, 15]. Its key idea is that it
selects a relatively small number of nodes on the full tensor-product grid of parameter values in
terms of potential importance of the nodes, thus resulting in improved computational efficiency.
The above three sampling strategies are the priori methods [16], and the selection of sampling
points only depends on the information contained in the parameter space itself. Another type
of sampling approach is the posterior method, in which the sampling of snapshots relies on
the error information of the ROM [10, 17, 18]. However, it should be noted that the posterior
method is not feasible for problems without a natural criterion for the selection of snapshots.

In a second step, a set of RB functions are extracted from the collection of high fidelity
snapshots. The proper orthogonal decomposition (POD) method, also known as Karhunen-
Loeve expansion, principal component analysis, or singular value decomposition, is a popular
RB function generation approach [7, 19, 20, 21]. This method is applicable to a wide range of
problems, including time-dependent and nonlinear problems. The reduced space is spanned by
the RB functions (also termed as POD basis functions), which captures the dominant features
of the original full-order system. Then the reduced-order approximations are expressed as linear
combinations of these basis functions.

To determine the reduced-order coefficients or the expansion coefficients of the POD ba-
sis functions during the online stage, MOR methods are generally grouped into two families:
intrusive MOR (IMOR) and non-intrusive MOR (NIMOR) methods. In IMOR method, the
POD method combined with projection techniques are usually used to reduce the complexity
of classical numerical methods, such as the finite difference (FD) [22, 23, 24], FE [25, 26, 27],
FV [28, 29, 30], hybridizable discontinuous Galerkin (HDG) [8], and DGTD [31, 32] methods,
where the Galerkin procedure is the most popular choice for the projection [11]. Besides, in
order to avoid the unrewarding repeated computations in the IMOR methods, some reduced-
order extrapolated schemes have successively been established by Luo’s research team since 2013
[33, 34, 35, 36, 37, 38, 39, 40]. The IMOR method is very straightforward to apply to linear
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PDEs, but it poses severe challenges to PDEs that have nonlinear terms and complex parameter
dependencies (such as geometric shape or size parameters). For these problems, it is necessary
to take additional steps commonly referred to as hyper-reduction to effectively approximate the
nonlinear term or the projection of the non-affine transformation, such as the empirical inter-
polation method (EIM) [41] and its corresponding discrete method (DEIM) [42]. Moreover, the
IMOR method requires access to the original HDM, leading to some expertise requirements for
users in terms of numerical calculations and analysis capabilities [14].

Different from the IMOR method, the NIMOR method only uses the approximation map-
pings obtained by some data-driven methods [43], such as interpolation, regression, and ar-
tificial neural networks (ANN) methods, to calculate the reduced-order coefficients for new
time/parameter values. There has been lot of work [9, 10, 11, 17, 14, 18, 44, 45, 46, 47, 48, 49]
on the NIMOR method in the very recent years. Audouze et al. in [44] present a NIMOR
method for nonlinear parametric time dependent PDEs using POD and radial basis function
(RBF) approximation. In [10], Gaussian process regression (GPR) is utilized as the regression
model for nonlinear structural analysis, and three numerical examples are employed to demon-
strate the effectiveness of the proposed NIMOR method. Hesthaven and Ubbiali in [12] employ
an ANN to compute the reduced-order coefficients of the ROM, where the nonlinear Poisson
and steady-state incompressible Navier-Stokes equations are tested. In [48], the polynomial
chaos expansion (PCE) method is used in the NIMOR method for stochastic representations in
UQ analysis. The GPR method is a machine learning regression method based on Bayesian and
statistical theories, which is suitable for dealing with complex problems such as high dimensions,
small samples and nonlinearity. Compared with the ANN, it comes with advantages such as
easy implementation, adaptive acquisition of hyperparameters, and probabilistic output.

However, the drawback of the NIMOR method is the high cost of the offline stage, since
a large number of high-fidelity simulations are needed to generate a sufficiently large data set
to train an accurate regression model [50]. Therefore, we consider a NIMOR method based
on the Smolyak sparse grid, RBF and GPR methods for parameterized time-domain Maxwell’s
equations in this study, which is different from our previous work [9], in which the training
parameter samples are generated via uniform sampling and the cubic spline interpolation-based
approach is proposed to approximate the dominating time- and parameter-modes of the reduced
coefficient matrices. In current work, a small size snapshot set is firstly generated from a
high fidelity DGTD solver at the Smolyak sparse grid with approximation level L (L ≥ 1),
and the RBF method is then used to produce more snapshot vectors at the sparse grid with
approximation level L + 1 to minimize the overall computational offline cost and improve the
accuracy of the NIMOR method. A nested POD method is applied for the parameterized time-
domain problem, where the POD method is implemented separately for time and parameter
spaces. Moreover, the GPR method is proposed to approximate the dominating time- and
parameter-modes of the reduced coefficient matrices. The main outcome of our study lies in the
numerical demonstration of the effectiveness of the proposed NIMOR method for the simulation
of parametrized time-domain electromagnetic wave propagation in homogeneous media and
heterogeneous media as well.

The remainder of this paper is organized as follows. We briefly introduce the DGTD formu-
lation of the time-domain Maxwell’s equations in Section 2. Section 3 describes the computation
of the POD basis function. Section 4 presents the NIMOR method. Section 5 presents and dis-
cusses some numerical results for the scattering of a plane wave by a 2-D dielectric disk and a
multi-layer heterogeneous medium. Section 6 concludes this study.
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2. Mathematical modeling

We consider the fullwave model governed by the parameterized time-domain Maxwell’s equa-
tions augnented with the Silver-Müller absorbing boundary condition (ABC) and the initial
conditions 

µr
∂H(x, t)

∂t
+ curl(E(x, t)) = 0, ∀(x, t) ∈ Ω× T ,

εr
∂E(x, t)

∂t
− curl(H(x, t)) = 0, ∀(x, t) ∈ Ω× T ,

L(E(x, t),H(x, t)) = L(Einc(x, t),Hinc(x, t)), ∀(x, t) ∈ ∂Ω× T ,

E(x, 0) = E0(x), H(x, 0) = H0(x), ∀x ∈ Ω,

(1)

where T = [0, Tf ] is the target time window, Ω is the spatial domain with a boundary ∂Ω,
E and H respectively denote the electric and magnetic fields; εr and µr represent the relative
permittivity and permeability, L is defined as L(E(x, t),H(x, t)) = n × E(x, t) + Zn × (n ×
H(x, t)), with Z =

√
µr/εr, Einc and Hinc describing the incident fields, and n standing for

the outer unit normal vector on ∂Ω; E0 and H0 are some predefined functions. In this study,
we only consider θ = (εr,1, εr,2, · · · , εr,p) ∈ P ⊂ Rp as the problem’s parameters with εr,i
(i = 1, 2, · · · , p) being the relative permittivity in the i-th domain of Ω, P being the parameter
domain, and p being the number of parameters.

To obtain high fidelity solutions of system (1), we resort to a high order in space discon-
tinuous Galerkin (DG) method with the second order leap-frog (LF2) time stepping schem.
The resulting method is referred as the disconntinuous Galerkin time-domain (DGTD) method.
Based on the time partition 0 = t(0) < t(1) < · · · < t(Nt) = Tf with t(n) = n∆t (n = 0, 1, · · · ,Nt)
and ∆t denoting the time step size, the DGTD fully discrete scheme is defined as

Mεr
E

(n+1)
h −E

(n)
h

∆t
= (K− Si)H(n+ 1

2
)

h − ShĤ
(n+ 1

2
)

h −Bh(n∆t),

Mµr
H

(n+ 3
2
)

h −H
(n+ 1

2
h )

∆t
= (−K+ Si)E(n+1)

h + SeÊ
(n+1)

h +Be((n+
1

2
)∆t),

(2)

in which Eh and Hh are Nd× 1 vector solutions with Nd being the corresponding spatial DoFs;
Mεr and Mµr are the symmetric positive definite mass matrices, K is the symmetric stiffness
matrix, Si is the symmetric surface matrix for the interior faces, and Sh and Se are the skew-
symmetric boundary face matrices; Be and Bh are the Nd×1 vectors account for the boundary
condition. Detailed derivation and definition of these matrices can be found in [32].

3. Computation of the POD basis functions

3.1. Choice of the parameter points using Smolyak sparse grid
The Smolyak sparse grid is often used for the integration or interpolation of multivariate

functions, which can deal with the so-called curse of dimensionality problem in high dimen-
sional space. The core idea of the Smolyak sparse grid is that it selects relatively few nodes
on the full tensor product grid according to the potential importance of the nodes, thereby
improving computational efficiency under the interpolation error as close as possible to the full
grid method. For a more detailed introduction of this technnique, see [51, 52]. In the following,
the process of sampling the parameter interpolation points over the parameter space P will is
briefly introduced.
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Let Qik be an interpolation operator in the kth-direction. The interpolation operator of
Smolyak algorithm in whole p-dimensional space can be expressed as

Q(L, p) =
∑

L−p+1≤|i|≤L

(−1)L−|i|
(
p− 1

L− |i|

)
(Qi1 ⊗Qi2 ⊗ · · · ⊗Qip), (3)

where ⊗ is the tensor product operator, ik (k = 1, 2, · · · , p) denotes the approximation level
of the sparse grid in the kth-direction, L is the entire approximation level of the sparse grid,
and |i| = i1 + i2 + · · · + ip. According to (3), we only need to know the function values of the
desired function on the sparse grid, but not the function values on the full grid. The set of
sparse sampling points in (3) can then be expressed as

Θ(L, p) =
⋃

L−p+1≤|i|≤L

(Θi1
1 ⊗Θi2

1 ⊗ · · · ⊗Θ
ip
p ), (4)

with
Θl

k = {α(1)
k , α

(2)
k , · · · , α(M l

k)

k },

where Θl
k is the vector of sampling points with the approximation level l in the kth-direction,

and M l
k denotes the corresponding number of sampling points. As the approximation level

is increased, a larger number of nodes will be used and higher approximation quality will
be obtained. If the sampling points in each dimension are nested, i.e., Θl

k ⊂ Θj
k, l < j,

k = 1, 2, · · · , p, then the total number of sampling points in the Smolyak sparse grid can be
minimized. In particular, the finally constructed high dimensional sparse points also inherit
this nesting feature. For example, one can choose the following Clenshaw-Curtis points [53] as
the sampling points on each dimension

α
(j)
k =

0, if l = 0,

− cos
(j − 1)π

M l
k − 1

, j = 1, 2, · · · ,M l
k, if l > 0,

(5)

and

M l
k =

{
1, if l = 0,

2l + 1, if l > 0.
(6)

In one-dimensional cases, the Smolyak sparse grids with the approximation levels 0, 1, 2, 3
are shown in Figure 1. It is evident that the set of sparse sampling points are nested, i.e.,
Θl

1 ⊂ Θl+1
1 . In two-dimensional cases, the Smolyak sparse grid with the approximation level 3

and the corresponding full tensor grid are illustrated in Figure 2. One can find that the full
tensor product grid has 9× 9 = 81 points, while the Smolyak sparse grid only has 29 points. A
comparison of the number of sampling points using Smolyak sparse gird and full tensor product
grid with the approximation levels 2, 3, and 5 in 2, 5, and 10-dimensional parameter space is
shown in Table 1, respectively. With the increase of dimension size p, although the number of
sampling points in the Smolyak sparse grids also increases notably, the curse of dimensionality
is significantly suppressed compared with the full tensor product grids. In our case, the Smolyak
sparse grid will be used to select the training parameter sets.

3.2. Interpolation of snapshots using RBF method
Let Ptr(L, p) = Θ(L, p) = {θ(1); θ(2); · · · ; θ(NL

p )} ⊂ P be the traning parameter set chosen by
the Smolyak sparse grid technnique, where NL

p is the number of sampling points with the entire
approximation level L in the p-dimension parameter space, and θ(i) ∈ Rp (i = 1, 2, · · · ,NL

p ).

5



-1 0 1

-1 0 1

-1 0 1

-1 0 1

Figure 1: 1-D Smolyak sparse grids with approximation level 0, 1, 2, 3.
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Figure 2: 2-D Smolyak sparse grid with approximation level 3 and full tensor product grid.

Table 1: Comparison of the number of sampling points using Smolyak sparse gird and full tensor product grid.
Here M1 is the number of sampling points using Smolyak sparse gird, and M2 is the number of sampling points
using full tensor product grid.

Dimension size p Approximation level l M1 M2
M2

M1

2 13 25 1.923
2 3 29 81 2.793

5 145 1089 7.510
2 61 3125 51.230

5 3 241 59049 2.450× 102

5 2433 3.914× 107 1.609× 104

2 221 9.766× 106 4.419× 104

10 3 1581 3.487× 109 2.206× 106

5 41265 1.532× 1015 3.713× 1010
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For the training parameters θ(i) ∈ Ptr(L, p), the corresponding high fidelity solutions can be
obtained by using the DGTD method. The time trajectory matrix, for example, Ai

E, at the
time steps t(ni) ∈ Ttr = {t(n1), t(n2), · · · , t(nNt )} ⊂ T is expressed as

Ai
E =


E

(n1)
h,1 (θ(i)) E

(n2)
h,1 (θ(i)) · · · E

(nNt )

h,1 (θ(i))

E
(n1)
h,2 (θ(i)) E

(n2)
h,2 (θ(i)) · · · E

(nNt )

h,2 (θ(i))
...

... . . . ...
E

(n1)
h,Nd

(θ(i)) E
(n2)
h,Nd

(θ(i)) · · · E
(nNt )

h,Nd
(θ(i))

 ∈ RNd×Nt , i = 1, 2, · · · ,NL
p , (7)

and then the snapshot matrix for all parameters in Ptr(L, p) is

AE =
[
A1
E A2

E · · · ANL
p

E

]
∈ RNd×NL

tp , (8)

where Nd is the number of DoF of the DGTD method, and NL
tp = Nt×NL

p is the number of all
snapshots. Similarly, one can obtain the snapshot matrix AH ∈ RNd×NL

tp for the magnetic field
of the training parameter set Ptr(L, p). In particular, one should obtain as many snapshots as
possible to improve the accuracy of the NIMOR method over the target parameterized space P,
which is time-consuming, especially for many 2-D and 3-D problems. In order to minimize the
overall computational offline cost and improve the accuracy of the NIMOR method, a radial
basis function (RBF) interpolation method is used to construct the snapshot vectors at higher
approximation level of the Smolyak sparse grid.

Let Fu(θ) denotes the interpolation function representing uh(· , · , θ) (u ∈ {E,H}), and
having the following form

Fu(θ) =

NL
p∑

i=1

ωu,iφ(||θ − θ(i)||), (9)

where ωu,i is the weight associated with the parameter θ(i), ||· || denotes the norm of a vector,
usually chosen as Euclidean distance, and φ(· ) is the RBF. The frequently used RBFs can be
either multi-quadric, inverse quadratic, Gaussian, plate spline or inverse multi-quadric. In this
study, we choose the Gaussian RBF, which has a form of φ(r) = e−( r

σ
)2 with r being the radius

and σ being the shape parameter. The weights ωu(k, j) = [ωu,1(k, j), ωu,2(k, j), · · · , ωu,NL
p
(k, j)]T

at kth space point and njth time point can be obtained by solving the following linear equation
Aωu(k, j) = Bu(k, j), (10)

where Bu(k, j) = [u
(nj)
h,k (θ(1)),u

(nj)
h,k (θ(2)), · · · ,u(nj)

h,k (θ(N
L
p ))]T , and

A =


φ(||θ(1) − θ(1)||) φ(||θ(1) − θ(2)||) · · · φ(||θ(1) − θ(N

L
p )||)

φ(||θ(2) − θ(1)||) φ(||θ(2) − θ(2)||) · · · φ(||θ(2) − θ(N
L
p )||)

...
... . . . ...

φ(||θ(NL
p ) − θ(1)||) φ(||θ(NL

p ) − θ(2)||) · · · φ(||θ(NL
p ) − θ(N

L
p )||)

 .

For a new arbitrary parameter point θnew ∈ Rp within the parameter set Ptr(L+ 1, p) (L ⩾ 1)
with the entire approximation level L + 1 in the p-dimension parameter space, the snapshot
vector E

(nj)
h,k (θnew) at kth space point and njth time point can be calculated as

E
(nj)
h,k (θnew) =

NL
p∑

i=1

ωu,i(k, j)φ(||θnew − θ(i)||), k = 1, 2, · · · ,Nd, j = 1, 2, · · · ,Nt. (11)

The construction of the snapshots over the training parameter set Ptr(L + 1, p) (L ⩾ 1) is
summarized in Agorithm 1.
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Algorithm 1 Construction of the snapshots over the training parameter set Ptr(L+1, p) (L ⩾ 1)
Input: Training parameter sets Ptr(L, p) and Ptr(L+ 1, p) (L ⩾ 1), and shape parameter σ
Output: Snapshot matrix Au (u ∈ {E,H}) in Ptr(L+ 1, p)

1: Compute the high fidelity solutions u
(nj)
h,k (θi) via the DGTD method in the domain Ω× T ,

θi ∈ Ptr(L, p), u ∈ {E,H};
2: Compute the weights ωu(k, j) for the kth space point and the njth time point via (10);
3: Obtain the snapshot u

(nj)
h,k (θ(q)) for new arbitrary parameter point θq ∈ Ptr(L +

1, p)\Ptr(L, p) via (11);
4: Construct the snapshot matrix Au similar to (7) and (8).

3.3. Nested proper orthogonal decomposition
The singular value decomposition (SVD) of the snapshot matrix Au is performed as

Au = UuΣuVT
u =

ru∑
i=1

σu,iϕu,iψ
T
u,i, u ∈ {E,H}, (12)

where Σu = diag(σu,1, σu,2, · · · , σu,ru , 0, · · · , 0) with σu,1 ≥ σu,2 ≥ · · · ≥ σu,ru > 0 be-
ing the singular values of Au and ru ⩽ min{Nd,NL+1

tp } being the rank of Au, and Uu =
[ϕu,1, ϕu,2, · · · , ϕu,Nd

] and Vu = [ψu,1, ψu,2, · · · , ψu,NL+1
tp

] are orthogonal matrices with ϕu,i and
ψu,i beging the left and right singular vectors of Au. For numerical stability and/or to reduce the
computattion cost, one may also first construct the correlation matrix Cu = AT

uAu of snapshot
matrix Au and compute the corresponding eigenvalue decomposition, especially when the num-
ber of snapshots NL+1

tp is much smaller than the number of DoF Nd. Given any ku (ku ≪ ru),
the POD basis function is defined to be the set {ϕu,i}kui=1 in model order redution, which can
be used to construct the reduced basis subspace Vrb,u = span{ϕu,1, ϕu,2, · · · , ϕu,ku}. According
to Schmidt-Eckart-Young (S-E-Y) theorem, the POD basis functions of rank ku minimize the
projection error, i.e.,

NL+1
p∑
j=1

Nt∑
i=1

∥Aj
u(:, i)−PuPT

uAj
u(:, i)∥2RNd

= min
Wu∈

∏
ku

NL+1
p∑
j=1

Nt∑
i=1

∥Aj
u(:, i)−WuWT

uAj
u(:, i)∥2RNd

=

ru∑
i=ku+1

σ2u,i, u ∈ {E,H},

(13)

where Pu = [ϕu,1, ϕu,2, · · · , ϕu,ku ] is the basis matrix comprising the first ku left singular vectors
of Au, Aj

u(:, i) is the i-th column of Aj
u (j = 1, 2, · · · ,NL+1

p ), and
∏

ku
= {Wu ∈ RNd×ku :

WT
uWu = Iku} is the set of all ku-dimensional orthogonal basis functions. The dimension ku of

the POD basis is then determined by the criterion

ku = argmin{E(ku) : E(ku) ≥ 1− ρ}, u ∈ {E,H}, (14)

with E(ku) =
∑ku

i=1 σ
2
u,i/

∑ru
i=1 σ

2
u,i being the relative information content and ρ being the trun-

cation tolerance used to control the accuracy of NIMOR.
However, since time is being added as an input parameter, the snapshot matrix Au (u ∈

{E,H}) has a considerable width making it very difficult and time-consuming to manipulate.
So a nested POD method is employed to extract the time- and parameter-independent POD
basis functions, in which the POD method is implemented separately for time and parameter
spaces. The workflow of the nested POD algorithm is as follows:
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(1) With a truncation tolerance ρt, the kiu POD basis {ϕiu,j}
kiu
j=1 are obtained by using

the POD method for each time-trajectory Ai
u (i = 1, 2, · · · ,NL+1

p , u ∈ {E,H}), i.e., Pi
u =

[ϕiu,1, ϕ
i
u,2, · · · , ϕiu,kiu ].

(2) Each POD basis Pi
u is collected in a new time-compressed matrix Âu. With a truncation

tolerance ρθ, the final Lu POD basis {χu,j}Ku
j=1 are obtained via the POD method for the

time-compressed matrix Âu, i.e., Pu = [χu,1, χu,2, · · · , χu,Lu ] (u ∈ {E,H}).
The pseudo-code implementation of the nested POD method is shown in Algorithm 2.

Algorithm 2 Nested POD method
Input: Time trajectory matrices Ai

u (i = 1, 2, · · · ,NL+1
p , u ∈ {E,H}), and truncation toler-

ances ρt and ρθ
Output: POD basis matrix Pu (u ∈ {E,H})

1: for i = 1 to NL+1
p do

2: Pi
u = POD(Ai

u, ρt)
3: end for
4: Âu = [P1

u,P2
u, · · · ,P

NL+1
p

u ]

5: Pu = POD(Âu, ρθ)

6: function P = POD(A, ρ) do
7: [U,Σ,V] = svd(A)
8: k = argmin{E(k) : E(k) ≥ 1− ρ} with E(k) being the relative information content
9: P = U(:, 1 : k)

10: end function

4. Non-intrusive reduced-order modeling

In this section, we will briefly introduce the Gaussian process regression (GPR) method and
give the approximation of the reduced-order coefficients via GPR method.

4.1. Gaussian process regression
Regression is a machine learning method pertaining to the learning of a mapping function

from a labeled observation set, which associates the input data with their correct continuous
prediction, to its output. Unlike other parametric regression methods that only have a limited
function paradigm, GPR [54, 55] is a non-parametric model based on Bayesian inference, which
can not only learn any form of functions, but also directly measure the uncertainty of the
prediction.

Given a set of observations D = {(xi, yi) : i = 1, 2, · · · , n}, where each p-dimensional input
xi ∈ I ⊂ Rp lies in the input domain I and yi ∈ R represents scalar output corresponding to
xi (with a Gaussian noise ϵ ∼ N (0, σ2y)), GPR assumes that all the output values obey a prior
n-dimensional joint normal distribution

y|X ∼ N (0,K+ σ2yIn), (15)

with X = [x1,x2, · · · ,xn], y = [y1, y2, · · · , yn], in which In is the n × n identity matrix and
K is the covariance matrix with its element Kij

.
= κ(xi,xj) (i, j = 1, 2, · · · , n) measuring the

similarity between inputs xi and xj . There is a variety of covariance functions κ : I×I → R can

9



be adopted to characterize K, and in this work we will use the automatic relevance determination
squared exponential function

κ(x,x′) = σ2f exp(−
1

2

p∑
m=1

(xm − x′m)2

ℓ2m
), x,x′ ∈ I, (16)

where σf and ℓm are the signal variance and individual correlated length scale, respectively.
When considering an unseen new input x∗, its noise-free prediction value y∗, along with the
observed outputs y, will belong to another (n+ 1)-dimensional joint normal distribution[

y
y∗

]
∼ N

([
0
0

]
,

[
K+ σ2yIn K∗

KT
∗ K∗∗

])
,K∗ = [K∗1,K∗2, · · · ,K∗n]

T , (17)

based on which, the posterior probability distribution for y∗ can be directly inferred using Bayes’
theorem as

y∗|x∗,X,y ∼ N (µ∗, σ∗),

µ∗ = KT
∗ (K+ σ2y)

−1y,

σ∗ = K∗∗ −KT
∗ (K+ σ2y)

−1K∗.

(18)

As a non-parametric model, the GPR model is uniquely determined by the covariance function
and the given observation data. However, as shown in (16), the covariance function possesses hy-
perparameters µ = {ℓ1, · · · , ℓp, σf , σy}, whose values have a great significance on the predictive
performance. Since the optimal hyperparameters µopt should maximize the conditional proba-
bility p(y|X,µopt), we will estimate µopt by maximizing the following marginal log-likelihood
function

µopt = argmax
µ

(p(y|X,µopt))

= argmax
µ

{−1

2
(yT (K+ σ2y)

−1y − 1

2
log |K+ σ2y | −

n

2
log(2π)}.

(19)

4.2. Regression of the reduced-order coefficients
In an MOR method, the reduced-order solution ur

h (u ∈ {E,H}) for a certain time and
parameter values (t, θ)∈ T × P can be understood as the projection of the high fidelity uh

solution on the RB subspace Vrb,u, i.e.,

ur
h(t, θ) = Puαu(t, θ) ∈ Vrb,u, u ∈ {E,H}, (20)

where αu(t, θ) = PT
uuh(t, θ) ∈ RLu is the reduced-order or projection coefficient vector, which

is usually determined by the Galerkin or Petrov-Galerkin projection method. However, the
MOR method often suffers from some issues such as numerical instability and low efficiency
for complex nonlinear problems [11, 14]. So, we introduce the NIROM method, in which a
regression model ϖu from an input vector (t, θ) of dimension dim(P) + 1 = p+ 1 to an output
vector αu(t, θ) of dimension Lu is built in order to predict the reduced-order coefficient αu(t

∗, θ∗)
for any non-trained time/parameter values (t∗, θ∗) ∈ T × P

ϖu : (t, θ) → αu(t, θ), u ∈ {E,H}. (21)

In this study, we use the GPR method to construct the regression model, acting as an approx-
imation map ϖ̂u of the ideal map ϖu with the following training set

Du,tr = {{(t, θ), αu(t, θ)} : t ∈ Ttr, θ ∈ Ptr(L+ 1, p)}, u ∈ {E,H}. (22)
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Then, the reduced-order coefficients for any non-trained time and material parameter (t∗, θ∗) ∈
T × P can be rapidly recovered without having to access to the original high-dimensional
dynamical system

α̂u(t
∗, θ∗) = ϖ̂u(t

∗, θ∗), u ∈ {E,H}, (23)

and the corresponding reduced-order solution can be written as

ur
h(t

∗, θ∗) ≈ Puα̂u(t
∗, θ∗), u ∈ {E,H}. (24)

In general, the reduced-order coefficients αu(t, θ) vary more drastically with the material pa-
rameter than with time for parameterized electromagnetic scattering problems, which usually
leads to a difficult global GPR model. Therefore, to ensure the reliability and effectiveness of
the NIMOR method, we use the SVD method to extract the principal components of the train-
ing dataset, and then use the GPR method to approximate the dominating discrete time and
material parameter modes. For the l-th component αu,l(t, θ) (u ∈ {E,H}) of the reduced-order
coefficient vector αu(t, θ), the training set can be written in the following matrix form

Ql
u =


αu,l(t

(n1), θ(1)) αu,l(t
(n1), θ(2)) · · · αu,l(t

(n1), θ(N
L+1
p ))

αu,l(t
(n2), θ(1)) αu,l(t

(n2), θ(2)) · · · αu,l(t
(n2), θ(N

L+1
p ))

...
... · · ·

...
αu,l(t

(nNt ), θ(1)) αu,l(t
(nNt ), θ(2)) · · · αu,l(t

(nNt ), θ(N
L+1
p ))

 , l = 1, 2, · · · , Lu.

By using SVD for Qu,l, one can obtain several discrete time- and material parameter-modes

Ql
u ≈ Q̃l

u =

qlu∑
j=1

τ lu,jη
l
u,j(ζ

l
u,j)

T , u ∈ {E,H}, (25)

where ηlu,j and ζ lu,j respectively are the j-th discrete time- and material parameter-modes for
the l-th component of reduced-order coefficient, τ lu,1 ≥ τ lu,2 · · · ≥ τ l

u,qlu
are the first qlu singular

values of matrix Ql
u, and qlu is the truncation rank obtained by (14) with the truncation tolerance

ρltol. By using GPR method, one can then get the corresponding continuous time- and material
parameter-modes{

{(t(ni), (ηlu,j)i) : i = 1, 2, · · · ,Nt}
GPR method−−−−−−−−→ ηlu,j(t),

{(θ(i), (ζ lu,j)i) : i = 1, 2, · · · ,NL+1
p } GPR method−−−−−−−−→ ζ

l
u,j(t),

(26)

where ηlu,j and ζ lu,j respectively are the j-th continuous time- and parameter-modes for the l-th
component of reduced-order coefficient. For the new time and material parameter (t∗, θ∗) ∈
T × P, the l-th component αu,l(t, θ) can be rapidly recovered as

αu,l(t
∗, θ∗) ≈ α̂u,l(t

∗, θ∗)

≈ αu,l(t
∗, θ∗)

=

qlu∑
j=1

τ lu,jη
l
u,j(t

∗)(ζ
l
u,j(θ

∗))T , l = 1, 2, · · · , Lu, u ∈ {E,H}.
(27)

Finally, one can obtain the reduced-order solution ur
h(t

∗, θ∗) via (20). The process of NIMOR
with the offline/online stages proposed in this paper is shown in Algorithm 3, in which the
offline and online stages of the GPR-based NIMOR are decoupled.

11



Algorithm 3 GPR-based NIMOR for parameterized time-domain Maxwell’s equations
Offline stage

a) Construction of POD basis functions
1. Choice of training sets Ptr(L, p) and Ptr(L+1, p) with Ptr(L, p) ⊂ Ptr(L+1, p) (L ≥ 1)
2. Obtain snapshot vectors in Ptr(L, p) via DGTD method
3. Interpolation of snapshot vector in Ptr(L+ 1, p) via Algorithm 1
4. Compute POD basis function Pu (u ∈ {E,H}) via Algorithm 2

b) Construction of surrogate model
1. Compute the reduced-order coefficients αu(t, θ) = PT

uuh(t, θ), t ∈ Ttr, θ ∈ Ptr(L+ 1, p)
2. Obtain discrete time- and material parameter-modes ηlu,j and ζ lu,j by performing SVD

for Ql
u

3. Obtain continuous time- and parameter-models ηlu,j and ζ
l
u,j by using GPR method

4. Construct surrogate model via (27)
Online stage

1. Recover output αu,l(t
∗, θ∗) for new time and parameter value (t∗, θ∗) ∈ T × P

2. Compute the reduced-order solution via (24) and (27)

5. Numerical results

In this section, some numerical results for scattering of a plane wave by a dielectric disk
and by a multi-layer heterogeneous medium are presented to validate the effiectiveness and the
accuracy of the proposed NIMOR method. We adopt the transverse magnetic (TM) formulation
of the time-domain Maxwell’s equations, i.e., E = (0, 0, Ez)

T and H = (Hx,Hy, 0)
T . The

excitation in all scattering scenarios is a plane wave such that Einc
z = cos(ωt− kx) and H inc

y =
−cos(ωt − kx) with ω = 2πf being the angular frequency of the incident wave frequency
f = 300 MHz, and k being the wave number in vacuum. To evaluate the accuracy of the
numerical results, the following relative projection and NIMOR errors are defined

Relative projection error : eu,Pro(t, θ) =
∥ uh(t, θ)− PuPT

uuh(t, θ) ∥RNd

∥ uh(t, θ) ∥RNd

,

Relative NIMOR error : eu,NIMOR(t, θ) =
∥ uh(t, θ)− Puαu(t, θ) ∥RNd

∥ uh(t, θ) ∥RNd

,

u ∈ {E,H},

and the corresponding average relative errors are also defined on a testing time/parameter
sampling Tte × Pte of size Nte

eu,Pro =

∑
(t,θ)∈Tte×Pte

eu,Pro(t, θ)

Nte
, eu,NIMOR =

∑
(t,θ)∈Tte×Pte

eu,NIMOR(t, θ)

Nte
, u ∈ {E,H},

where the testing parameter set Pte is generated via randomized latin-hypercube-sampling
(LHS) method, and the testing time set Tte is randomly chosen within the last period of the
physical simulation. The GPR-based approximation of reduced-order coefficient matrices are
constructed via the MATLAB function fitrgp. The DGTD and NIMOR methods are imple-
mented in MATLAB and simulations are run on a workstation equipped with an Intel Core
i7-10700F CPU running at 2.90 GHz, and with 16 GB of RAM memory.

5.1. Scattering of plane wave by a dielectric disk
As a benchmark test, the electromagnetic scattering of a plane wave by a dielectric disk

with a varying relative permittivity is considered. The radius of the disk is set to 0.6 m, and
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the computational domain is the square Ω2 = [−2.6 m, 2.6 m]× [−2.6 m, 2.6 m], on which the
first order Silver-Müller ABC is imposed artificially truncate the infinite domain. The interest
relative permittivity of the disk ranges εr ∈ [1, 5], and the relative permeability is set to µr = 1
(nonmagnetic material), i.e., P = {θ : θ = εr ∈ [1, 5]} ⊂ R. The medium exterior to the
dielectric disk is assumed to be vacuum.

The high-fidelity simulations in the dataset Ptr(5, 1) are performed by using a second-order
DGTD solver on a triangular mesh with 2575 nodes, and 5044 elements of which 1092 elements
are located inside the disk. The total simulation time is set to 50 periods (which corresponds
to 50 m in normalized unit), and the time step is ∆t = 3.678 × 10−3 s. For each selected
training parameter, the snapshot vectors are chosen every time step within the last period, i.e.,
Ttr = {49.0024, 49.006, · · · , 49.9623, 49.966}, and the number of time points is Nt = 263.

In order to assess the numerical accuracy of the NIMOR method proposed here (termed as
NIMOR(1) method, where the snapshot vectors in the training set Ptr(6, 1) are constructed via
Algorithm 1 whose time cost is very low), a traditional NIMOR method (termed as NIMOR(2)

method, where the snapshot vectors in the training set Ptr(6, 1) are directly constructed via
DGTD method, which is very time consuming) is also implemented.

Figure 3 shows the numerical convergence of the NIMOR(1) and NIMOR(2) methods on the
testing set Tte × Pte in which the truncation tolerance ρt = 1 × 10−1, the size of the testing
parameter set Pte is 40, and the testing time set Tte = Ttr. The details for the training and
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Figure 3: Scattering of plane wave by a dielectric disk: the convergence histories of eE,Pro(i) , and eE,NIMOR(i) (a),
eH,Pro(i) , and eH,NIMOR(i) (b) (i = 1, 2) on the testing set Tte × Pte with vary truncation tolerances ρθ, where
eu,Pro(i) is the average projection error of NIMOR(i) method for u.

testing datasets are listed in Table 2. It can be seen from Figure 3 that the NIMOR(1) method

Table 2: Scattering of plane wave by a dielectric disk: settings for the training, and testing datasets.

Data set Training set Testing set

Parameter sample points 65, uneven (Smolyak mehod) 40, random (LHS method)
Time sample points 263, uniform 263, uniform

Size 17095 10520

has almost the same accuracy as the NIMOR(2) method, i.e., NIMOR(1) can still achieve high
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accuracy with a small number high-fidelity simulations. From Figure 3, we select the error
bounds ρt = 1×10−1 and ρθ = 1×10−5 in the NIMOR(1) and NIMOR(2) methods, which results
in a set of LEz = 23, LHx = 91, LHy = 22, and LEz = 22, LHx = 75, LHy = 21 POD basis
functions, respectively. The corresponding projection and NIMOR(i) (i = 1, 2) errors are shown
in Table 3. Some of the exact reduced-order cofficients of Ez and Hy, and the corresponding

Table 3: Scattering of plane wave by a dielectric disk: the average projection and NIMOR errors on the testing
set.

Average relative errors eE,Pro eE,NIMOR eH,Pro eH,NIMOR

NIMOR(1) method 1.170× 10−2 1.500× 10−2 1.065× 10−2 1.447× 10−2

NIMOR(2) method 1.173× 10−2 1.279× 10−2 1.069× 10−2 1.198× 10−2

approximation reduced-order cofficients based on NIMOR(1) method are shown in Figures 4
and Figures 5. The SVD truncation criterions for all reduced-order coefficient matrices are set
to ρl,tol = 1 × 10−4 for 1 ≤ l ≤ 5, ρl,tol = 5 × 10−4 for 6 ≤ l ≤ 10, ρl,tol = 1 × 10−3 for
11 ≤ l ≤ 20, and ρl,tol = 5× 10−3 for 21 ≤ l ≤ Lu (u = E,H). Smaller values of the truncation
criterions are defined for the above coefficients since they play a dominant role in the accuracy
of the reduced-order solutions. In particular, the GPR-based approximation models αu,l(t, θ)
(l = 1, 2, · · · , Lu) can be stored in the offline stage, and for new time and parameter, one can
directly call these models to compute the electromagnetic fields in the online stage. After the

Figure 4: Scattering of plane wave by a dielectric disk: the 5-th, 10-th, 15-th, and 20-th exact and approximation
reduced-order cofficients of Ez based on NIMOR(1).

offline stage, in order to verify the performance of NIMOR method built here, the online tests
are performed on the solutions for testing parameters, and chosen as θ(1) = 1.215, θ(2) = 2.215,
θ(3) = 3.215 and θ(4) = 4.215. The 1-D x-wise distribution of the real part of Ez and Hy in
the Fourier domain over the last period of simulation along y = 0 is displayed in Figure 6. The
time evolution of relative projection and NIMOR errors for the testing parameters are shown
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Figure 5: Scattering of plane wave by a dielectric disk: the 5-th, 10-th, 15-th, and 20-th exact and approximation
reduced-order cofficients of Hy based on NIMOR(1).

in Figure 7. Finally, the computational times of NIMOR(i) (i = 1, 2) and DGTD methods
are reported in Table 4, where we record the offline computing time of NIMOR(i) (i = 1, 2)
method including the generation of snapshot vectors, the construction of POD basis functions
and the approximation of reduced coefficient matrices based on the GPR method, as well as
the computing time of DGTD solver and NIMOR(i) (i = 1, 2) online for new parameter. The
results in Table 4 indicate that the offline computing time of the NIMOR(1) method based the
RBF method is smaller than that of NIMOR(2) method, in which most of the offline cost is
due to the generation of snapshot vectors. Moreover, the online time of NIMOR(i) (i = 1, 2) is
greatly shortened compared with the DGTD method for a new parameter, which demonstrates
the efficiency of NIMOR method. For this problem, we can conclude that the NIMOR method
proposed in this study is effective for the parameterized time-domain Maxwell’s equations.

Table 4: Scattering of plane wave by a dielectric disk: computational times of NIMOR(i) (i = 1, 2) and DGTD
methods in terms of CPU time. The unit of time cost is second.

Method Offlin stage (Snapshots, Nested POD, GRP training) Online stage (one run for new paramter)

DGTD - 4.254× 102

NIMOR(1) 1.444× 104 3.8
NIMOR(2) 2.793× 104 3.1

5.2. Scattering of plane wave by a multi-layer heterogeneous medium
Next, we consider a multivariate problem, which is induced by a multilayer heterogeneous

medium, as shown in Figure 8. This multilayer heterogeneous medium is again illuminated
by an incident plane wave. Table 5 summarizes the radius of each medium layer and the
corresponding relative permittivity range. The computational domain is artificially truncated
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Figure 6: Scattering of plane wave by a dielectric disk: comparison of the 1-D x-wise distribution along y = 0
of the real part of Hy (left) and Ez (right) of four test points: θ(1) = 1.215 (1-th row), θ(2) = 2.215 (2-th row),
θ(3) = 3.215 (3-th row) and θ(4) = 4.215 (4-th row).
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Figure 7: Scattering of plane wave by a dielectric disk: comparison of relative projection and NIMOR errors for
E (left) and H (right) four the testing parameters.

by a square with 6.4 m side length, on which the Silver-Müller ABC condition be enforced on
its boundary. The external domain of the multilayer medium is vacuum, i.e., εr,5 = µr,5 = 1.
So, the material parameters can be cast in a 4-dimensional vector θ = (εr,1, εr,2, εr,3, εr,4) ∈ P =
P(1) × P(2) × P(3) × P(4). In the offline stage, the high-fidelity simulations in the training

(𝜀𝑟,3, 𝜇𝑟,3)

(𝜀𝑟,4, 𝜇𝑟,4)
(𝜀𝑟,5, 𝜇𝑟,5) 

(𝜀𝑟,2, 𝜇𝑟,2)

(𝜀𝑟,1, 𝜇𝑟,1) 

r1 

r2 

r3 r4 

X 

Y 

Figure 8: Scattering of a plane wave by a multi-layer heterogeneous medium: geometry of the multi-layer medium.

dataset Ptr(2, 4) chosen using the Smolyak grid method are performed using the DGTD solver
with a second order polynomial approximation on a triangular mesh with 2049 nodes and
4016 elements until Tf = 50 m. The time step is ∆ = 3.800 × 10−3 m. Nt = 253 snaphot
vectors are obtained at regularly spaced time intervals during the last period from the high
fidelity solutions for each selected parameter point θ ∈ Ptr(2, 4). All of the snaphot vectors
in the training dataset Ptr(3, 4)\Ptr(2, 4) are then constructed via Algorithm 1 (termed as
NIMOR(1) method). Similar to 5.1 section, the NIMOR(2) method is also implemented to
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Table 5: Scattering of a plane wave by a multi-layer heterogeneous medium: the distribution and range of material
parameters.

Layer i P(i) µr,i ri

1 εr,1 ∈ [5.0, 5.6] 1 0.15
2 εr,2 ∈ [3.25, 3.75] 1 0.3
3 εr,3 ∈ [2.0, 2.5] 1 0.45
4 εr,4 ∈ [1.25, 1.75] 1 0.6

evaluate the accuracy of the NIMOR method proposed in this study.
As with the previous problem, the numerical convergence of the NIMOR(1) and NIMOR(2)

methods on the testing set Tte × Pte is shown in Figure 9, where the truncation tolerance
ρt = 1× 10−1, the size of the testing parameter set Pte is 40, and the testing time set Tte = Ttr.
The corresponding training and testing parameter sets are listed in Table 6. We can obtain
a conclusion similar to Figure 3 from Figure 9. In this test, the truncation errors for the
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Figure 9: Scattering of a plane wave by a multi-layer heterogeneous medium: the convergence histories of eE,Pro(i) ,
and eE,NIMOR(i) (a), eH,Pro(i) , and eH,NIMOR(i) (b) (i = 1, 2) on the testing set Tte × Pte with vary truncation
tolerances ρθ, where eu,Pro(i) is the average projection error of NIMOR(i) method for u.

Table 6: Scattering of plane wave by a multi-layer heterogeneous medium: settings for the training, and testing
datasets.

Data set Training set Testing set

Parameter sample points 137, uneven (Smolyak mehod) 40, random (LHS method)
Time sample points 253, uniform 253, uniform

Size 34661 10120

nested POD method are ρt = 1 × 10−1 and ρθ = 1 × 10−5, which results in a set of LEz = 15,
LHx = 16, and LHy = 15 reduced basis functions. The corresponding projection and NIMOR(i)

(i = 1, 2) errors are presented in Table 7. Once the SVD of all projection coefficients matrices
is computed, the global approximation reduced-order cofficients for new time/parameter values
are constructed as the combination of time- and parameter-modes obtained by GPR method,
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Table 7: Scattering of plane wave by a multi-layer heterogeneous medium: the average projection and NIMOR
errors on the testing set.

Average relative errors eE,Pro eE,NIMOR eH,Pro eH,NIMOR

NIMOR(1) method 3.668× 10−3 6.011× 10−3 4.419× 10−3 6.695× 10−3

NIMOR(2) method 3.665× 10−3 4.744× 10−3 4.405× 10−3 5.229× 10−3

and some of the approximation time-models for Ez and Hy are shown in Figure 10, where
the corresponding exact time-models are also shown. Similarly, the SVD truncation tolerances
are set to ρl,tol = 5 × 10−5 for 1 ≤ l ≤ 5, ρl,tol = 1 × 10−4 for 6 ≤ l ≤ 10, ρl,tol = 5 ×
10−4 for 11 ≤ l ≤ 20 and ρl,tol = 1 × 10−3 for 21 ≤ l ≤ Lu (u = E,H) for the training
of GPR models. After the offline training, online tests are performed for four non-trained
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Figure 10: Scattering of plane wave by a multi-layer heterogeneous medium: the 3th, 6th, 9th, and 12th exact
(−) and approximation (∗) time-modes for Ez (left) and Hy (right) (the 1th mode: black, the 3th mode: red,
the 5th mode: brown; the 7th mode: blue; the 9th mode: green).

parameters θ chosen as θ(1) = {(5.125, 3.375, 2.125, 1.375)}, θ(2) = {(5.425, 3.625, 2.425, 1.625)},
θ(3) = {(5.125, 3.625, 2.125, 1.625)}, and θ(4) = {(5.425, 3.375, 2.425, 1.375)}. An illustration
of the efficiency of the NIMOR(1) method is given in Figure 11, which presents the 1-D x-
wise distributions of the real part of Hy and Ez in the Fourier domain over the last period of
simulation along y = 0 based on the NIMOR(1), NIMOR(2), and DGTD method, demonstrating
a fine matching between DGTD solutions and reduced-order solutions. Moreover, the time
evolution of the relative projection and total errors between NIMOR(i) (i = 1, 2) and DGTD
are exhibited in Figure 12. Finally, the performance results obtained by the NIMOR(i) (i =
1, 2) and DGTD methods with second order polynomial approximation are summarized in
Table 8. We find that the NIMOR(2) method spends 4.221×104 s on the offline stage, while the
NIMOR(2) method with RBF method only spends 1.912× 104 s on the offline stage. Moreover,
the NIMOR(1) and NIMOR(2) methods only spend 3.9 s and 3.3 s on the online stage for new
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Figure 11: Scattering of plane wave by a multi-layer heterogeneous medium: comparison of the 1-
D x-wise distribution along y = 0 of the real part of Hy (left) and Ez (right) of four test points:
θ(1) = {(5.125, 3.375, 2.125, 1.375)} (1-th row), θ(2) = {(5.425, 3.625, 2.425, 1.625)} (2-th row), θ(3) =
{(5.125, 3.625, 2.125, 1.625)} (3-th row) and θ(4) = {(5.425, 3.375, 2.425, 1.375)} (4-th row).
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Figure 12: Scattering of plane wave by a multi-layer heterogeneous medium: comparison of relative projection
and NIMOR errors for E (left) and H (right) four the testing parameters.

time/parameter, respectively. So, the NIMOR(1) method proposed here is effective for the
parameterized time-domain Maxwell’s equations.

Table 8: Scattering of plane wave by a multi-layer heterogeneous medium: computational times of NIMOR(i)

(i = 1, 2) and DGTD methods in terms of CPU time. The unit of time cost is second.

Method Offlin stage (Snapshots, Nested POD, GRP training) Online stage (one run for new paramter)

DGTD - 4.513× 102

NIMOR(1) 1.912× 104 3.9
NIMOR(2) 4.221× 104 3.3

6. Conclusion

In this paper, we have proposed and studied a non-intrusive model order reduction method
for the parameterized time-domain Maxwell’s equations. Few snapshot vectors are first gener-
ated from the high-fidelity DGTD solver at the Smolyak sparse grid with approximation level
L (L ≥ 1), and then more snapshot vectors at the Smolyak sparse grid with approximation
level L + 1 are constructed to improve the accuracy of the NIMOR method. The reduced ba-
sis functions are extracted from the chosen snapshot vectors via a nested proper orthogonal
decomposition method, and the reduced coefficients are approximated by a Gaussian process
regression method, in which the dominating time- and parameter modes of the reduced coeffi-
cient matrices are approximated to ensure the reliability and effectiveness of NIMOR method.
The offline stage consists of the computation of the POD basis functions and the regression of
the reduced coefficients, while the online stage only performs evaluation of the GPR method
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and linear combination of the POD basis functions. Numerical experiments for the scattering
of a plane wave by a 2-D dielectric cylinder and a multi-layer heterogeneous medium nicely
illustrate the performance of the proposed NIMOR method. In the near future, we will consider
more complex 3-D realistic applications and the reduction of parameterized geometry.
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