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RESEARCH ARTICLE

A Methodology for Assessing Computation/Communication
Overlap of MPI Nonblocking Collectives
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present or not, adequate or perfectible, they may have an impact on communication

point of view, assessing and understanding the behavior of an MPI library concern-
ing computation/communication overlap is difficult.

In this paper, we propose a methodology to assess the computation/communication
overlap of NBC. We propose new metrics to measure how much communication and
computation do overlap, and to evaluate how they interfere with each other. We inte-
grate these metrics into a complete methodology. We compare our methodology with
state of the art metrics and benchmarks, and show that ours provides more meaning-
ful informations. We perform experiments on a large panel of MPI implementations
and network hardware and show when and why overlap is efficient, nonexistent or

even degrades performance.
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1 | INTRODUCTION

In order to execute parallel applications on large-scale supercomputers efficiently, applications are often programmed using the
Message Passing Interface (MPI) standard!. MPI uses the SPMD (Single Program Multiple Data) model to describe how each
process composing the applications are communicating. MPI features diverse primitives such as point-to-point communications
or collective operations. Collective operations are a set of abstract routines enabling a group of processes to execute in an efficient
and concise way communications on a group with an arbitrary number of processes. Since the version 3.0 of the MPI standard,
all the collective operations of MPI have a nonblocking Versionﬂvefsiefh

Using nonblocking collectives allows the application to execute independent computations between the collective initiation
call and the completion call (e.g., MPI_Wait). Thanks to this, it should be possible to hide the communication behind com-
putation and to save time through computation/communication overlap. However, for such overlap to effectively happen, it is
required that the communication progresses in the background while the application continues to execute its computation. With-
out this background progress, the MPI library is not able to execute the chosen collective algorithm and the data transfer can
only happen when the application explicitly calls other MPI routines.

'In this paper, we use the spelling nonblocking, without hyphen, as in the MPI specification.
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Implementing a progression engine for collective operations is much more difficult than for point-to-point communication as
such collective may require to implement a complex algorithm? (e.g., diffusion tree) involving computation (e.g., for reducing
values). Hence, MPI library developers are struggling to implement such efficient progress engines. Therefore, in the literature,
up to now, few applications have been reported to use MPI nonblocking collective.

The goal of this paper is to provide a methodology to assess the quality of the progression engines of different MPI imple-
mentations, and to understand the cause of bad performance when such case occurs. To perform this experimental study, we
first detail a set of metrics and procedures to measure computation/communication overlap in the case of collective routines.
The goal of these metrics is not only to measure if such overlap actually takes place but also what is the impact of the progress
engine on the computation as well as the interaction between the MPI runtime system and the application. Based on this set of
metrics, we evaluate our methodology on different nonblocking collective routines and on several popular MPI implementations
to assess how the communication/computation overlap behaves. We also compare our metrics with existing ones, to outline the
limitation of the state of the art.

This paper is organized as follows. In Section[2]we describe the related work. The different metrics for measuring overlap and
its impact on performance are presented in Section[3] Our methodology to measure the performance of a nonblocking collective
communication is detailed in Sectionfd] The implementation of the benchmark used for the experiments is described in Section[5]
Section[6]details two representative cases of our methodology and compares it with other benchmarks. Section 7| offers a survey
of results on a variety of MPI implementations and networks. Last, we conclude and give our final remarks in Section [§]

2 | RELATED WORKS

Nonblocking communications have been available in MPI for point-to-point communication since the first version of the stan-
dard* for more than two decades. While the progress of point-to-point communication is not straightforward?, the advent of
nonblocking collectives has pushed asynchronous progression to its limit. It has been demonstrated that progress threads are a
valid solution for a good overlap®”®. Since a progress thread will generate communications”, work on progression meets work
on multi-threaded MPTHOIIZSIA,

In this paper, we want to assess how these principles are effectively utilized in current MPI implementations to improve pro-
gression of MPI nonblocking communications. Several benchmarks already exist. The Intel MPI Benchmarks (IMB) use a
combination of an overlap ratio and the pure communication duration to evaluate MPI nonblocking collective performance.
OSU microbenchmarks® propose a similar approach with the addition of possible GPU computation. NBCBench® uses a sim-
ilar overlap measurement, but it focuses on the measurement of one issued collective at a time, instead of pipe-lining multiple
collectives. It also divides the communication time in two parts: an overlappable time and a non-overlappable time, which allows
measuring the overlap efficiency only on the overlappable time. The benchmark was later updated to also check the CPU over-
head'”, based on lessons learned from the SkaMPI benchmarks® which does not handle nonblocking collectives. However,
these overlap metrics are not precise enough. For example, the OSU benchmarks give an overlap ratio based on the mean of
all ranks involved in the collective. This can be flawed as tree-based algorithms may induce very different workloads on each
rank, and the mean will not be representative. Moreover, the use of MPI_Barrier to synchronize the MPI processes does not
imply that each rank will start the measured collective at the same time, as the MPI processes may not leave the MPI_Barrier
simultaneously. MadMPI benchmark® relies on an overhead ratio to measure the overlap of point-to-point communications.
This overhead ratio is a more flexible metric than the overlap ratio used in other benchmarks, as it is usable even when com-
munication and computation do not take the same time, and it highlights cases where the overlap slows down computations or
communications.

Clock synchronization!® is a common issue that is encountered when designing an MPI benchmark. It has been demon-
strated 2?2l that correcting clock offsets is not sufficient to keep a good synchronization: the time of the CPU clocks may diverge
between nodes, and skewness needs to be taken into account. Timing issues can also come from the benchmark configuration. If
multiple MPI processes are located on the same core through virtualisation, using traditional MPI timer calls (e,g,. MPI_Wtime)
will not measure the time on the caller MPI process as expected, but may measure the cumulative time of the co-located MPI
processes?2. Hence, measurement method should be carefully chosen, and compatible with the benchmarks design.

While several benchmarks exist for evaluating nonblocking collective communication, none of them gather all the neces-
sary data to interpret bad overlap. In our benchmark, we propose our own metrics so as to be able to evaluate nonblocking
communications and diagnose cases of bad overlap.
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A
Foverhead =
Ameasured
tserialized-tideal
1.0 'y
Ameasured =
[Emeasured - tideal
time|o.0
ideal = tserialized =
max(tcomm_refr tcomm_ref +
tcomp_ref ) tcomp_ref
Foverhead tcomm_ref  tcomp ref tcomm_ref + tcomp_ref

FIGURE 1 Definition of the overhead ratio

3 | METRICS FOR OVERLAP AND ITS IMPACT ON PERFORMANCE

In this section, we define our metrics to assess communication / computation overlap, and to measure the impact of overlap on
both communication and computation performance.

3.1 | Measuring Overlap

To measure overlap, we use the overhead ratio metric already defined® for point-to-point communication. This metric shows
the overhead of the actual performance when overlapping, compared to the ideal case with perfect overlap. This ratio is actually
not specific to point-to-point communication and can be extended for nonblocking collectives too. We will see in Section [A-1]
how we measure time for operations that involve more than two nodes.

The overhead ratio is defined as follows and as depicted in Figure(I| Consider ! om the reference time of computation and
. the reference time of communication, without overlap. Then, in case of overlap, the ideal total time assuming perfect

comm_re! .
overlap is:

t. = max(t

t .
ideal comp_ref’ " comm_ref

The overhead of the actual measured performance is then:

measured measured ideal

=t — max(t

t .
measured comp_ref”’  comm_ref

This value is an absolute time, hard to interpret since it depends on network speed and computation time. We normalize it
relative to the serialized case, i.e., the case where computation and communication are run in sequence without overlap. The
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overhead for the serialized time is defined as:
o=t =T
serialized serialized ideal

=t +t — max(t

t
comm_ref comp_ref comp_ref’  comm_ref

= min(t Lt A
comp_ref”  comm_ref

We thus define the overhead ratio as:

p _ measured
overhead
serialized
and thus we get:
measured - max(tcomp_ref’ tcomm_ref) (1)
r = - .
overhead mm(t N )
comp_ref’  comm_ref
In case no overlap happens and computation and communication have been done sequentially, we have ! asured = tcomp ot
and thus r = 1. In the case of perfect overlap, we have ¢ = max(t Jt ), and thus r =0
comm_ref overhead measured comp_ref”  comm_ref overhead

A ratio greater than 1 means that ! sured is slower than sequential execution, which may happen in case of interference between
computation and communication. Finally, in some cases, we get a negative ratio, which happens if the measured time is faster than
expected for perfect overlap; it is mostly observed when there are imprecisions in the measure of reference time for computation

and/or communication.

3.2 | Interference between Computation and Communication

Low performance when overlapping computation and communication is not always a sign of bad communication progression
in the background. It may be caused by performance degradation of either computation or communication (or both!) because of
contention or interferences. It may be especially the case when the mechanisms used for communication progression steal CPU
cycles from computation.

While all cases of bad overlap performance will be captured by the overhead ratio defined in the previous section, this ratio
cannot show whether the degradation is caused by lack of communication progression or by computation or communication
slowdown. Thus, we propose an additional metric that will help diagnose the cause of low overlap performance.

3.2.1 | Impact of Inactive MPI Runtime on Computation

First, the MPI runtime system itself may have an impact on computation even without any communication, by the sole effect
of the network polling mechanisms running in the background. It may be especially the case with MPI libraries that rely on
an asynchronous progress thread for communication progression. Such a thread will use CPU time, which may slow down
computation or cause load imbalance.

To quantify the slowdown of the application caused by background MPI execution, we propose a metric called the MPI impact
ratio. We define it as the ratio between the computation time with and without the MPI library loaded and initialized.

To measure it, we first measure the reference computation time without MPI b o Then, we run the exact same computation
code with the addition of enclosing MPI_Init and MPI_Finalize, and compile({3 and linked with the mpicc wrapper provided
by the tested MPI implementation. We then get tcomp_Passive_mpi , the computation time with the MPI runtime. The time is computed
by running the largest square matrix multiplication in a given time on one core. Each core determines its own time by running
one OpenMP thread. We define the MPI impact ratio as follows:

comp_passive_mpi

2

r =
MPI_impact
comp_ref

If the presence of the MPI runtime causes no performance penalty, the ratio is 1. Otherwise, a ratio higher than 1 indicates
that the active MPI runtime impacts the computation.

3.2.2 | Impact of Active Progression and Computation Concurrency

Actual background progression of communication is likely to have more impact on computation than only polling. Running
nonblocking collective operations involve more than data transfer that can be offloaded to the Network Interface Card (NIC): it
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executes the collective algorithm. If the NIC does not directly support the offload of collective communications??, the algorithm
will take CPU time to execute, and it must be periodically scheduled to trigger all the transfers at the right time. Thus, it is
expected to actually consume more CPU time than progression of point-to-point nonblocking communication.

To assess this phenomenon, we propose a metric to measure the slowdown caused on computation by the progression of
communication in the background. Not all applications are expected to suffer from the same impact, we can nonetheless evaluate
the runtime tendency to disturb the application, and conversely the communication disturbed by computation.

We suppose we have a fixed amount of computation between a nonblocking MPI call and the related MPI_Wait, and measure
the time spent in each part of the execution, as depicted in Figure 2}

LI the time taken by the nonblocking MPI call itself,
® 7 omp the time of the compute function with communication running in the background,

LI the time spent in MPI_Wait after computation. It must be noted that if communication did not progress in the
background at the same time as computation, this time may be significantly high.

MPI_Icall  Compute MPI_Wait

tcall comp wait

FIGURE 2 Definition of times with overlap

To evaluate the slowdown of computation and communication caused by overlap, we compare these times with the refer-
ence time of computation and communication without overlap. We use the same reference values as defined in Section [3.1]
namely ! omm ref the collective communication time without overlapping computation, and tcomp ot the computation time without
overlapping communication, as depicted in Figure[3] -

MPI_Icall ~ MPI_Wait Compute
- tcomm_ref - tcomp_ref -

FIGURE 3 Definition of reference times

To measure the slowdown of computation in the presence of overlapping communication, we define the computation slowdown
ratio as:

t
comp

rcomp_slowdown - (3)
comp_ref

This ratio measures the time taken by the computation to complete while the communication is running. It does not tell
whether the computation is actually slower (because of contention, etc.) or whether CPU cycles have been stolen by the MPI
library to make communication progress hence delaying the end of the computation. A slowdown in the computation will not
necessarily lead to worst performance than without using nonblocking operations, since it may be counterbalanced by the time
gained thanks to an efficient overlap, i.e., less time spent in the MPI_Wait function to finish the communication.

We couple this computation slowdown ratio with another metric used to evaluate the time spent in communication primitives
compared to the reference situation. We use the exact same principle as for computation slowdown: we compare the time spent in

MPI primitives ¢t 4+t _ in the overlap case, with the communication time without overlap ¢ . Thus, we define r as:
call wait comm_ref comm

tcall + Iwait
= call )

comm_ref

r
comm
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It is expected that, in the case of overlap, most of the communication is done in the background at the same time as computa-
tion. Thus, the time taken by MPI primitives should be shorter. Since this ratio measures the time spent in the MPI primitives,
in case of good overlap, r is expected to be significantly lower than 1 thanks to a much lower ! it A ratio greater than 1 is
always the sign that communication is slower than without overlap.

Finally, a ratio around 1 can have two explanations. The first reason to have such ratio is that no communication overlap
happened, hence the time for the communication ! o ref is directly split between the initiation call time - and the completion
call L ouit” It must also be noted that a ratio around 1 may reveal that communication is slower than without overlap, caused by
interference with computation. In this case, the extra time taken by the communication is hidden in the computation time due

to actual overlap, hence it is not included in¢t +7 .
call wait

3.3 | Using these Metrics to Diagnose Bad Overlap

In this section, we will show how the metrics we just defined may be used to diagnose cases of bad computation/communication
overlap. Bad overlap is defined by an overhead ratio, as given by Equation (), greater than 0. With good overlap, we expect

r ~ landr ~ 0.
comp_slowdown comm

3.3.1 | No pProgression

The most common case of bad overlap happens when the MPI library does not have any progression mechanism to make com-
munication actually progress in the background. The same behavior may happen with an MPI library that features a progression
thread for communications, but because of thread placement, the progression thread was not scheduled at the right time and thus
did not have the opportunity to make communication progress.

Without any communication progression running alongside the computation function, the whole communication is ultimately
done in the MPTI_Wait call, which results in an execution as depicted in FigureE} Inthiscase,r,  ~ 1 asdefinedinEquation (EI)
which is roughly the same situation as in the serialized case, despite the use of nonblocking communications. In this scenario,

nothing disturbs computation and thus r ~ 1
comp_slowdown

MPI_Icall  Compute MPI_Wait
tcall tcomp wait I
< >< >
tcomm_ref tcomp_ref

FIGURE 4 Protocol execution with no overlap

In some cases, even without progression mechanisms, some overlap happens thanks to DMA: the first step of the collective
algorithm is started in the MPI call and is executed by the NIC in the background. However, the following steps in the algorithm
need the CPU to be performed, and they will be started only once the communication is done, hence once the CPU is free, if
there is no progression. In this case, r___is a little bit lower than 1, but converges to 1 for large number of nodes, while overlap
becomes negligible.

3.3.2 | Computation sSlowdown

Another cause of inefficient overlap is when the progression mechanism actually does overlap, but hinders the computation to
a point where the overall time is higher than serialized computation and communication. The main clue to detect this problem
is looking up the impact on the computation overhead: since the progression takes CPU time, it slows down the computation,
which results in r
) comp_slowdown . o o

Since communication progresses alongside the computation, in this case communication is already over when we reach
MPI_Wait and thus we have r ~ 0. This case is depicted in Figure

The bottom line is: in the presence of communication progression mechanisms, computation is slower, and thus overlap may

not be worth it.
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MPI_Icall  Compute MPI_Wait

tcall comp wait

< -
- <

tcomm_ref tcomp_ref

Y

FIGURE 5 Protocol execution with communication significantly hindering computation

3.3.3 | Contention without eOverlap

The last possible case is both 7 comp_ slowdown >landr > 1. A possiblescenario for this case is communication was serialized,
without any overlap, but at the same time computation was slowed down. MPI process imbalance with an aggressive progress
thread can lead to such a result. If the progression thread is scheduled very often, it will greatly delay the completion of the
computation. However, it is possible that while being scheduled, the progress thread has nothing to progress. If the mandatory
first operation of the algorithm on the local rank is to receive data, the progress thread may wait for these data each time it
is scheduled. In case of MPI process imbalance, the data might be sent very late by the other MPI rank. If the expected data
arrive once the computation is done on the local MPI process, then the whole collective communication will happen without
any overlap, and the computation time would have been hindered by the progress thread.

4 | OUR METHODOLOGY FOR ASSESSING COMPUTATION/COMMUNICATION
OVERLAP OF NBC

In this section, we discuss some technical aspects of our methodology to measure performance and overlap on nonblocking
collectives.

4.1 | Multiple MPI Processes Time Variation

By design, collective operations usually involve more than two MPI processes. Depending on the algorithm used for the collective
operations, all MPI processes do not have necessarily the same amount of work. Some collectives will be very unbalanced such
as MPI_Gather or MPI_Bcast when they use tree-based algorithms. In a gather implemented with a tree-based algorithm, the
root will be receiving data on each step of the algorithm, while the leaves will only send data at operation start. These different
workload will lead to different completion times on each MPI process.

Since many MPI applications are loosely based on the BSP model, or at least rely on collective communications to synchronize
MPI processes, any late MPI process will delay the other ones. Thus, the overall performance depends on the slowest MPI
process. We thus define the completion time of a collective as the time the last MPI process involved in this collective completes
it locally.

Conversely, the start time of a collective is defined as the time where the first MPI process enters the MPI initiation call.

Hence, we define the collective global time as max(end_times) — min(start_times).

4.2 | Clock Synchronization and Barriers

To really measure the performance of the collective operations themselves, and not the drift between MPI processes, all MPI
processes need to start the collective at the same time. Failing to do that leads to a phenomenon known as process skew''’. Yet,
synchronizing MPI processes can be tricky.

Barriers

A classical solution to synchronize the start of a benchmark is to have a barrier at the beginning of each benchmark. However,
the MPI_Barrier itself is not unlike the other collective operations: as seen in Section[d.1] all nodes may not exit the barrier at
the same time, and we cannot know how much the last rank exiting the barrier lags behind the first rank“!, It makes the regular
MPI barrier unsuitable to precisely synchronize the start of our benchmark.

Thus we implement our own barrier specifically designed to unlock all MPI processes simultaneously, using a window-based
approach. The idea of such an approach is to rely on a global clock, shared between processes.
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For a synchronizing window-based barrier that unlocks all process at the same time, the MPI processes do not to exit the
barrier as soon as they are notified that all processes have joined; instead, they agree on a deadline in the future, in global clock,
and do busy-waiting until the given deadline. This way, they all exit the barrier at the same timestamp using the global clock.

Synchronized clocks

To measure the time taken by the collective on each node, and to implement the aforementioned synchronized barrier, we need
a global clock, i.e., a clock that gives the same time across nodes, as much as possible. In practice, each node has its own clock.
Local clocks of each node may be set to different times, and even if they are set to the same time, they may drift (the time flows
at a different speed) like any clock even though they are quartz-based. This problem is usually solved at the system level using
NTP2% to synchronize clocks. However, the synchronization provided by NTP is not precise enough to measure communication
times in the microsecond range. To effectively be able to synchronize all MPI processes across the multiple nodes used by the
application, one must use a global clock synchronized between nodes.

We implement a global synchronized clock, taking into account both clock offset and drift using a method similar to the state
of the art??2l, Our method uses the clock of node #0 as reference clock and computes offset and skew for the clock of each
other node. At initialization time, each node go through a calibration phase where it exchange its local time with node #0 with
thousands of roundtrips. We are then able to compute the offset between the local clock and the reference clock, as well as the
network latency to compensate for latency in clock exchanges.

Then, to compute global clocks, we use two different methods depending on the context:

o for timestamps used only in post-mortem analysis, like the duration of collectives, we perform another calibration phase
at exit, to precisely determine the offset of clocks at the end of the benchmark in addition to offsets at the beginning. Then
we are able to inferpolate each date in local time, by knowing its offset with the reference clock at the beginning and at
the end, if we assume that the drift is constant.

o for timestamps that we need to translate to global clock in real time, as used for synchronizing barriers, we perform a
calibration phase at the beginning of the barrier, then we extrapolate each local time, by knowing its offset relative to
reference clock at initialization and at the beginning of the barrier, and assuming the time on each node will continue to
flow at the same speed in the next seconds. To get a result precise enough, we ensure that the time between the barrier
and initialization is large enough so that extrapolation does not amplify errors. We insert sleep phases if needed.

With this mechanism, we are able to synchronize all nodes with node #0. It uses a plain loop for now, but could be extended
to be hierarchical®” in future works.

4.3 | Fixed Computation and Communication Time

To thoroughly study nonblocking communications overhead ratio defined in Section [3.1] it is better to perform experiments
with varying computation amount and communication data size, hence communication time. However, it can be very hard just
looking at computation and communication sizes to assess their time, and which pair of sizes actually offer a fair matching. The
time of communication depends on the number of nodes, the considered collective operation, the network hardware, just to name
a few parameters. It is even worse when studying multiple MPI implementations. Each of them can use different algorithms,
protocols or network interface. It can render a valid comparison point for a specific MPI implementation completely useless for
another one.

Since it is not relevant to assess overlap in the case of computation time and communications time that are different by several
orders of magnitude, we propose to have both scales, for computation and communication, use times rather than the number of
operations for computation, and data size for communication. That way, we ensure the explored parameter space is relevant and
it makes the results easier to interpret since we always know whether computation is shorter or longer than communication.

In our benchmark described in the next section, the size of data in computation and the exchanged data size in the collective
are calibrated so as to reach the wanted duration.

S | PRESENTATION OF THE BenchNBC BENCHMARK

In this section, we present BenchNBC29, the implementation of our NBC overlap benchmark, to measure the metrics defined in
Section [3|and following the methodology presented in Section[d] We also describe how each metric is presented.
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5.1 | Benchmark Implementation

Estimation of Reference Times

We measure the reference communication time Lo rof first. It is defined as the duration of an MPI NBC call directly followed
by an MPI_Wait. The wait ensures that the communication has completed. We use an NBC followed by a wait and not its
blocking counterpart to be sure the same collective algorithm is used for the calibration and for the overlap benchmark, since
it is not guaranteed that the MPI library uses the same algorithm for blocking and nonblocking operations. Then, as described
in Section[4.3] we automatically find the data size to give to the collective so that it takes a given target time, using an iterative
method and quadratic interpolation. We execute multiple runs and keep the median of all runs. Using the size and the time
obtained this way, we approach the target time iteratively. We consider that this step has converged as soon as the error is below
10 %, as a compromise between precision and estimation time. It is important to note that to compute all the metrics defined
in Section [3| we take for tcomm ot the actual measured communication time, not the target time. In some very rare cases, this
algorithm does not converge and we are unable to find a message size for the target time; in this case, the algorithm sticks to 0
bytes, and measures should actually be considered as invalid.

The second reference time needed for this benchmark is the reference computation time 1 o ef” The computation in the
benchmark is supposed to be representative of a typical HPC application. We use a multi- threaded workload, with one OpenMP
thread per core. Each thread executes a sequential GeMM (matrix multiply). We measure the time on each thread. Then, as for
communication, we automatically find the matrix size so that the matrix multiplication of two square matrices takes the target
time (as reference we use the time on the slowest core). Then, for twm we take the actual measured computation time, not
the target time.

In all of our benchmark, we did not use hyperthreading and kept one thread per physical core.

_ref

Overlap Benchmark

The overlap benchmark itself is a combination of the same code used to measure communication and computation reference
times except they are now interleaved. The goal is to have both communication and computation running concurrently.

Algorithm 1: Measurement setup for overlap benchmark

Input: S, // collective data size
Input: S, // computation data size
1, < get_Time();
MPI_Icollective(S));

t, < get_Time();

Compute (.S,);

t; < get_Time();

MPI_Wait();

ty < get_Time();

The actual implementation is shown in Algorithm I] Using the data and matrix size estimated with the technique described
above, we first call the MPI collective function and the compute function just after. Finally, we call the MPI_Wait at the end of
the last one.

The purpose of this test is to evaluate the ability of the runtime to make background progression. Thus, there is no call to
explicit progression functions such as MPI_Test.

Then, using the time measured in the overlap benchmark shown in Algorithm[I} we are able to compute the inputs for our
metric: £ =l =1, Toomp =13 T2ty =t =1, 1 =1, — 1.

The benchmark is designed to run with 1 MPI process per node, with all cores occupied with OpenMP threads. It is possible
to reduce the number of OpenMP threads to leave one (or several) cores free for any MPI progress thread.

5.2 | Metrics Display

We display the metrics described in Section [3] with different methods.
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Overhead ratio display

The main metric we show is the overhead ratio I erhead 35 defined in Section E} We represent it using a 2-D heat-map, with
communication time as X-axis and computation time as Y-axis. The color map ranges from green (F ermead = 0, perfect overlap)
to yellow (roVerheal 0= 1, serialized execution), and further to red (ro Mg 1, slowdown). Blue means F o verhead < 0 (faster than
reference time), which usually indicates measure imprecisiony: E]

X-axis and Y-axis follow the same scale, hence the bottom left to top right diagonal represents cases where computation and
communication times are equal. In the opposite corners, the two timings differ from several orders of magnitude (500 us v.s.
1 5). Hence, the measures and their ratios are very sensible to execution noise, which leads to less meaningful observations. We

did not crop them on the figures for completeness, but they may be safely ignored when looking at the 2-D heat-maps.

verhea erh

Impact on computation display

The impact on computation, r

MPL impact is shown as a histogram, as in FigureEI; the red line highlights a ratio of 1 (no impact).

Concurrency ratios display

Concurrency ratios,r__ andr are also presented as 2-D heat-maps, with the same axes as for the overhead ratio.

comp_slowdown’ o ) . .
The color map ranges from blue for the best case (for communication ratio, perfect overlap with r = 0%; for computation
ratio, no impact with r = 100%) to red for the worst case (communication slowdown with Foomm > 100%; impact
on computation with 7 comp. slowdown > 100%). We show these ratios in pairs, with communication ratio heat-map on the left, and

computation ratio heat-map on the right, as in Figure[7]

comp_slowdown

5.3 | Experimental sSetups

We present here our experimental setups for the tests with our benchmark. We run experiments on various MPI implementations
and network hardware. Our test platforms are:

o inti/skylake: 32 nodes, with dual-socket Intel Xeon Platinum 8168, each with 24 cores at 2.7 GHz, equipped with Mellanox
MT27700 (Connect-IB) InfiniBand boards;

o inti/haswell: 8 nodes, with dual-socket Intel Xeon E5-2698, each with 16 cores at 2.3 GHz, equipped with Mellanox
MT27600 (Connect-IB) InfiniBand boards;

e inti/sandy: 64 nodes with dual-socket Intel Xeon E5-2680, each with 8 cores at 2.7 GHz, equipped with Mellanox
MT25400 (ConnectX-2) InfiniBand boards;

o irene/bxi: 64 nodes, with Intel Xeon Phi 7250 with 68 cores at 1.4 GHz, equipped with Bull BXI v1.2 network adapters;

o bora/omnipath: 8 nodes with dual-socket Xeon Gold 6240 each with 18 cores at 2.60 GHz, equipped with Omni-Path HFI
Silicon 100 Series network adapters.

We run one MPI process per node, one thread per physical core, without hyperthreading. We tested four different collectives for
each configuration: MPI_Ibcast, MPI_Ireduce, MPI_Iallgather and MPI_Ialltoall.

6 | BENCHMARK CASES STUDY

In this section, we present some benchmark results in two typical cases: OpenMPI/InfiniBand in basic configuration and MPICH
with async progress; and detail how to use our metrics to diagnose pathological behaviors. We then compare these results and
the approach of our benchmark with state-of-the-art benchmarks IMB'> and OSU'¢ by applying these benchmarks to the same
cases.
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FIGURE 6 OpenMPI 4.0.2 overlap results on InfiniBand for MPI_Ibcast and MPI_Ireduce on 8 nodes (left) and 64 nodes
(right)

6.1 | Case sStudy: OpenMPV/InfiniBand

We present here results for the specific case of OpenMPI 4.0.2 on the two machines inti/haswell (using 8 nodes) and inti/sandy
(using 64 nodes), both with an InfiniBand network.

Figure[f]shows overhead ratio results for MPI_Ibcast and MPI_Ireduce. In most cases, we observe no overlap at all (yellow
areas), with T erhead verhead > 1. This poor performance may be
surprising for some users, but it gets easily explained: OpenMPI does not feature mechanisms for asynchronous progression. It
is expected to observe no overlap in case there is no background progression mechanisms in the MPI library, like described in
Section 3311

To explain the lack of overlap, Figure|/|shows concurrency ratios r_ - and 7 comp_slowdown for OpenMPI on MPI_Ibcast and
MPI_Ireduce. MPI_Ibcast on 8 inti/haswell nodes exhibits an r_ typical of a purely sequential behavior: MPI calls are
as long as without overlap, which shows it was not executed in background; the computation is unaffected. For MPI_Ireduce,
romm (eft) is red, indicating that the communication is slowed down by the computation, while the computation (right) is not

com
impacted. The difference between MPI_Ireduce and MPI_Ibcast is that MPI_Ireduce needs to execute the reduction operation

~ 1, and even slowdown in some cases (red areas, with r

2Warning to Mac users. The Apple Quartz engine tends to blur the figures displayed in this section, even for printing. To correctly view and print the figures, use a
non-Quartz PDF renderer (e.g., Adobe or Chrome).
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FIGURE 7 OpenMPI concurrency ratios T omm (left) and r (right), on 8 nodes (top) and 64 nodes (bottom)

comp_slowdown

on the CPU; these results show that the reduction speed actually suffers from being run alongside computation. MPI_Ireduce
on 64 nodes is the case where the communication time is the most impacted.

Moreover, we observe some green areas with Foemhend < 1 (or even blue) for MPI_Ireduce on inti/haswell on Figure
which indicates successful overlap in this part of the parameters space. The green area is located below the diagonal, thus with
computation time larger than communication time. We can guess that a single step of the collective algorithm actually overlaps
communications with computation, thanks to hardware progression for point-to-point operations, then the remainder of the
collective does not have the opportunity to be scheduled on the CPU while the computation is running and is scheduled only at
the end. Such mechanism only works when the computation is shorter than a single step of the collective algorithm, so much
shorter than the full collective time (computation 4 times shorter than communication, which corresponds to a single level in a
reduction tree on 8 nodes). Obviously, the more nodes, the more insignificant this phenomenon becomes.

As a conclusion, in most cases no overlap is observed with OpenMPI, which is not surprising given that it does not implement
asynchronous progression mechanisms. We have shown that there is overlap in some anecdotal cases with very short computation
and a low nodes count. We have exhibited pathological cases (e.g., MPI_Ireduce) where the communication is slower than if
no overlap would have been attempted. In the general case, the observed performance is roughly the same as if computation and
communication would have been run sequentially.
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FIGURE 8 MPICH overlap results with async progress thread on 8 nodes

MPI library | madmpi | madmpilDED | mpich | mpichASYNC
1.01 1.00 1.00 1.27

r .
MPI_impact

FIGURE 9 Runtime impact comparison on 512 ms computation time, for MadMPI (left 2 columns - dedicated core and no
dedicated core) and MPICH (right 2 columns - async progress enabled and disabled)

6.2 | Case sStudy: MPICH with MPICH_ASYNC_PROGRESS=1

MPICH features an optional progress thread that can be activated through the MPICH_ASYNC_PROGRESS environment variable.
Results for the overhead ratio are shown on Figure[8] As expected, we observe successful overlap in some cases. However, it only
works for large compute sizes and large communication sizes. With smaller sizes, there is a significant slowdown, worse than
without the progress threads. We observe intermixed zones with T erhead > 1 and zones with T verhead < 0. This is due to huge
variability of performance, with standard deviation between 4 ms and 11 ms. When looking at the message sizes found by our
calibration method for each collective time, we can see that it is non-monotonic. Actually, the behavior looks like it is chaotic.
For larger sizes and compute times long enough, these variations become negligible and overlap can be seen. For small sizes,
these variations prevent from having meaningful times and observations. We assume that the high variability of performance
comes from perturbations from the MPI runtime with its progression thread.

To confirm this hypothesis, we measured the impact of the MPI implementation on the computation, using the "MPL impact
introduced in Section [3.2.1] The ratio is shown in Figure 9] for estimated compute times of 512 ms, on the right two bars for
MPICH with asynchronous progression and without progression. Overall, for all estimated compute times, MPICH with an
asynchronous progress thread has a huge impact on the computation, even without actually doing any MPI communications.
It causes a computation slowdown up to 50 % in the worst case. This is explained by the progress thread being scheduled by
the kernel on cores performing computation, stealing CPU cycles and thus delaying computation. This behavior has not been
observed with MadMPI nor with MPICH without asynchronous progression, which gets T MPL impact 1.

To understand the impact of MPICH progress thread in the case of overlap, we take a look at the concurrency ratios r
and rcomrLSlOW down® 35 introduced in Section for the MPI_TIbcast case, in Figure We observe that the bad overhead
ratio observed for small compute sizes and short collective communication times comes from two different reasons. For small
compute times, the overhead comes from the impact on computation. It confirms that the MPICH runtime in this configuration
has a huge impact on the computation. Hence, the slowdown induced on the computation jeopardizes the global performance,
even with perfect overlap. For communications, above a 32 ms threshold, we observe that the larger the times, the smaller the
communication time spent in the MPI_Wait function, until the communication time is completely overlapped by the computation.
For small communication sizes, the observed overhead comes from communication slowdown. In these cases, the extra cost
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0SU MPI Non-Blocking Broadcast Latency Test vb5.7

# Size Overall (us) Compute (us) Pure Comm. (us) Overlap (%)
1048576 665.10 424.78 412.18 41.70
# Size Overall (us) Compute (us) Pure Comm. (us) Overlap (%)
1048576 1226 .44 706.79 681.85 23.79

FIGURE 11 OSU benchmark results for IMB MPI_Ibcast and MPI_Ireduce with OpenMPI on inti/haswell (using 8 nodes)

necessary to use a progress thread is too high to be hidden by the communication overlap gain when CPU computations are
required.

6.3 | Comparison with sState-of-the-aArt

We compare here our metrics and benchmark with state-of-the-art benchmarks for nonblocking collectives: IMB™3 and OMB
(OSU microbenchmark). To do so, we compare the results on both cases studied in Sections and

General idea.

The general principle of both OMB and IMB is the use of an overlap ratio, defined as the ratio of time spent in the MPI primitives
with overlap, relative to the same time with blocking MPI calls. Overlap is done with a computation running approximately
the same time as the reference communication time. This way, they evaluate how much time spent in the MPI primitives has
decreased. In essence, this is very similar to our  eomm metric.

In contrast, the overhead ratio, our main metric, compares what we get on the overall time with what we expected if perfect
overlap would happen. As a consequence, our benchmark captures behaviors where the progression mechanisms interfere with
computations and make them less efficient.

Comparison of benchmarks using OpenMPI/InfiniBand.

The first case for our comparison is OpenMPI as described in Section [6.1} The results obtained with OSU benchmark v5.7 for
IMB MPI_Ibcast and MPI_Ireduce are depicted in Figure[TT} It shows a 41.70% overlap ratio for the broadcast and 23.79% for
the reduction. In comparison, our results for the same reduction case shown in Figure[6|are in 2-D, with computation time tmmp_re .
and communication time ! omm o ROt DECESSATY equal. We observe on our graphs that results are non-uniform, thus it is valuable
to measure overlap for a computation time different than the communication time. In practice, an application programmer tries
to overlap communications with computation, but he/she has no guarantee their duration will be equal, depending on the CPU
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0SU MPI Non-Blocking Broadcast Latency Test vb5.7

# Size Overall (us) Compute (us) Pure Comm. (us) Overlap (%)
1048576 2098.49 1888.42 1832.79 88.54
# Size Overall (us) Compute (us) Pure Comm. (us) Overlap (%)

1048576 851.56 663.64 643.58 70.80

FIGURE 12 OSU benchmark results for IMB MPI_TIalltoall and MPI_Ireduce with MPICH with asynchronous progression
on inti‘haswell (using 8 nodes)

# Intel(R) MPI Benchmarks 2018, MPI-NBC part

#bytes #repet. t_ovrl[usec]  t_purelusec] t_CPU[usec] overlapl[%]
1048576 40 2281.20 1888.82 2052.86 80.89

#bytes #repet. t_ovrl[usec]  t_purelusec] t_CPU[usec] overlap[%]
1048576 40 981.55 790.55 803.90 76.24

FIGURE 13 IMB benchmark results for IMB MPI_Talltoall and MPI_Ireduce with MPICH with asynchronous progression
on inti/haswell (using 8 nodes)

speed, network speed, and number of nodes, performance is hard to predict. Our results cover a wider range of values, though
the conclusion is not radically different: overlap is not very good in this case.

Because we display various computation time and communication time, we can observe that a better overhead ratio is available
for the reduction case (middle left 2-D heat-map in Figure [6] labeled openmpi ireduce 8 haswell). If the communication time
is greater than the computation, then we have a greener diagonal, indicating a better overlap. This is easily explained thanks
to the two concurrency ratios,  eomm and r , as described in Section In the bottom 2-D heat-maps of Figure /]

. T comp_slowdown . . . . .
r (left) is red, indicating that the communication is slowed down by the computation, while the computation (right) is not

irclggarlncted. Hence, to have a perfect overlap, the slowed communication should not take more time than the computation. Because
the slowed communication takes twice (or more) the amount of time of the communication without computation, having an
initial communication time smaller than the computation time will bring a better overlap. If a user can influence the nonblocking
communication/computation time ratio in its program, having such information can help leverage better performance.

Such information cannot be deduced from the IMB or OSU measurements, but only with our extended metrics.

Comparison of benchmarks using MPICH + asynchronous progression.

The second case is MPICH with asynchronous progress thread. We consider MPI_Ialltoall and MPI_Ireduce, with IMB of
data, on 8 nodes of the inti/skylake platform. Our results are described in Section[6.2] (Figure[8), and OSU benchmark and IMB
results are shown in Figure 2] and Figure [I3]respectively.

We can see that there is a huge difference between OSU/IMB-NBC and our benchmark: our benchmark shows that overlap
causes an overall 10X slow down (roverhea i = 10.96 for MPI_Talltoall and 13.07 for MPI_Ireduce, on the considered data
size), while other benchmarks tend to show it overlaps successfully (overlap = 70.80% to 88.54%). It is explained by multiple

factors:

e nature of metric: our metric, which is an overhead relative to perfect overlap, is an open scale; it can express the fact that
an overlap leads to worse performance than if no overlap would have been attempted.

e realistic computation: the computation method in our benchmark uses OpenMP, and thus exploits all cores, compared to
the single-threaded computation in other benchmarks. We believe our approach is closer to real applications, and is able
to show thread interaction (applications threads and MPI progress threads) that other benchmarks would overlook.

e computation fixed time v.s. fixed amount: our benchmark runs a predefined amount of work, so as to be able to compare
the duration of computation with and without overlap, and thus be able to detect the impact of overlap on computation
speed. For computation, the other benchmarks use a loop that runs for a given time, without being able to tell whether the
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amount of computation was hindered by communication progression mechanisms. Our metric r is designed

to pinpoint this issue.

comp_slowdown

e timing issues: other benchmarks take the average of time between nodes as the collective time, while we take the time
of the last rank to complete the collective. It is important especially for collectives implemented as trees, with a huge
load-imbalance between nodes. Moreover, thanks to our synchronized clocks, we take the median time of a number of
iterations, while others use simply the average.

Our interpretation on this MPICH + progression case, as explained in Section is that activating the progress thread
makes it collide with OpenMP application threads, causing a huge overhead: the progress thread needs to be woken up, then
it competes with application threads, leading to slow computation, and slow communication. We observe that this slowed-
down communication is actually overlapped, even though this is probably not what the user wants. All these phenomenons are
overlooked by other benchmarks that simply conclude that there is overlap.

Main differences.

More generally, IMB and OSU benchmarks try to measure whether there is overlap or not in the case of perfectly matching
computation and communication time. Our benchmark consider more realistic cases:

e it uses parallel computation with OpenMP, closer to nowadays applications;
e it assess not only the speedup, but also the slowdown on the communication time, if any;
e it tests various computation and communication times, allowing to find the best combination for overlap.

Our benchmark tries not only to assess overlapping but to diagnose pathological behaviors. It may be useful for MPI library
developers, but for end-users too, to diagnose thread conflicts between the MPI library and the application.

7 | SURVEY OF OVERLAP BENCHMARK RESULTS WITH VARIOUS MPI
IMPLEMENTATIONS AND NETWORKS

We present here a survey of the results obtained with our benchmarks on a large set of configurations and MPI libraries described
in Section|5.3] See?® for more complete results.
We distinguish three different deployment configurations:

e basic with computation on all cores, and default configuration of MPI library;
e progress with computation on all cores, and asynchronous progression mechanisms enabled if available;

e dedicated with computation on n — 1 cores, with progress thread enabled and bound to the free core if possible.

7.1 | Results with bBasic eConfiguration

We present here results for the overhead ratio we get with widespread MPI implementations and their default configuration.
Due to space constraints, we cannot include results for all MPI implementations, on all machines, for all collective operations.
The selected results are typical of what we obtained.

These results are obtained on InfiniBand network, on machines inti/haswell and inti/sandy. Figure [14]shows results for Open-
MPI 4.0.2, in addition to Figure[6]already studied in Section [6.1] Figure[I5]|for MVAPICH 3.2.1, Figure [16]for MPICH 3.3, and
Figure [T7]for MPC.

We also present results obtained for OpenMPI with TCP-Ethernet on inti/sandy on Figure [I8] and with Omni-Path on
bora/omnipath on Figure

Since we are in the basic configuration here, the MPI implementations do not feature mechanisms for asynchronous progres-
sion. Most of these results are similar to the case studied in Section [6.T} no progression is observed and communication and
computations are serialized (yellow areas), or they are contending with each other so the overall performance is slower then
serialized (red areas). We get the same green areas with Foverhend < 1, which is a sign of successful overlap, in the bottom right
portion of graphs, where computation is much shorter than communication.



Alexandre Denis, Julien Jaeger, Emmanuel Jeannot and Florian Reynier

openmpi ialltoall 8 haswell openmpi ialltoall 64 sandy

(0]
! £128ms i

£ 128ms overhead S overhead
2 - ratio 5 | ratio

>
2 g 220 g - g 220
5 ! 10 8 i L0
S | I 0.0 X I 0.0
s L <-1.0 g <-10
= =

‘
0 P W o R N O
9 3 3 3 3 2N~ © % o » 3 3 3 @ 2 b
S %5 » » » 3 3 3 @ 9N tT2222 % 35 3 3 3
Fsone222333 230 eTese222
~—~ o~ o~ P P ~_~ o~ o~
W2 IEERBsan 832528 oRET
NS ZERNESSG S50 SBTI-dZEEFAND
3] © [S1 TN <z £ Z
ngwmgggzgg 5 CRCECEE-
N AN
~ T o m Z = - T T T
= = = o T x =
Collective time Collective time

FIGURE 14 OpenMPI 4.0.2 overlap results on InfiniBand for MPI_Talltoall on 8 nodes (left) and 64 nodes (right)
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FIGURE 15 MVAPICH 3.2.1 overlap results on InfiniBand for MPI_Ibcast on 8 nodes (left) and 64 nodes (right)
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FIGURE 16 MPICH 3.3 overlap results on InfiniBand for MPI_Ibcast on 8 nodes (left) and 64 nodes (right)
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FIGURE 17 MPC overlap results on InfiniBand for MPI_Talltoall and MPI_Ibcast on 8 nodes (left) and 64 nodes (right)
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FIGURE 20 OpenMPI concurrency ratios F omm (left) and r (right) on Omni-Path on 8 nodes

comp_slowdown

We observe another green area for OpenMPI on small communication and short computation for MPI_Talltoall on
sandy (Figure [T4), probably because without rendezvous and without dependency between messages as in MPI_Ialltoall,
progression is performed fully by the hardware as independent point-to-point operations.

The overlap results for Omni-Path are worse than the other OpenMPI results. The corresponding concurrency ratios in
Figure[20]show that both communication and computation are impacted on this machine, jeopardizing any chance of performance
improvement through overlap.

As a conclusion, with basic configuration, for a large set of MPI libraries (OpenMPI, MVAPICH, MPICH, MPC), on various
networks (InfiniBand, TCP-Ethernet, Omni-Path), no overlap is observed except in some insignificant cases. We even observe
performance degradation in some cases.

7.2 | Results with aAsynchronous pProgression eEnabled

We present here results with asynchronous progression enabled.

7.2.1 | MPICH with MPICH_ASYNC_PROGRESS=1

MPICH with MPICH_ASYNC_PROGRESS=1 has been detailed previously in Section [6.2] In some cases, overlap is successful; in
other cases, it causes contention between the progress thread and computation, which causes a huge performance drop.
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FIGURE 21 MadMPI overlap results with default parameters on InfiniBand on 8 nodes (left) and 64 nodes (right)

7.2.2 | MVAPICH on InfiniBand

MVAPICH also provides a version supporting progress threads: MVAPICH2-X. Unfortunately, it is distributed as binary-only
and we were unable to correctly install and use MVAPICH2-X 3.2 on our test machines, thus we cannot provide any result with
it.

7.2.3 | MPC

Recently, MPC exhibited good performances when activating its progress thread®. However, this support appears to be broken
in the tested version, thus no results can be provided.

7.2.4 | MadMPI with dDefault pProgression

MadMPI enables progression mechanisms? by default. Figure [21] shows its overhead ratio for MPI_Ibcast. We can observe
successful overlap on 8 nodes, but no overlap or even slowdown on 64 nodes.

Figure[9](in Section[6.2)) shows that MadMPI progression mechanism has nearly no impact on computation when no communi-
cations occur, since its background progression mechanisms are designed to have more gentle polling strategy than busy-waiting.
Progression mechanisms in MadMPI were initially designed to handle nonblocking point-to-point. The workload of collective
being heavier, sometimes its progression mechanisms are not enough to achieve good overlap.

Figure 22] displays the concurrency ratios for MPI_Ibcast on 64 nodes. We observe on these figures that the reason for the
bad overhead ratio for this case is twofold. First, with a F eomm around 100% for the most part, it seems communications are not
overlapped at all. For the cases where communications are overlapped, the purplish spots for 7 comp. slowdown indicates computation
is impacted. Since on this part of the figure, computation time is larger than communication times, no performance gain is visible.

This behavior may be explained by the fact that in this configuration, progression is performed by a thread with uncontrolled
placement, thus colliding with computation threads.

7.3 | Results with dDedicated eCore for pProgression

We present here results with a core dedicated to communication progression in the libraries that are able to do so. In this case,
computation uses all cores but one. The workload per core is the same as without a dedicated core.

7.3.1 | MPICH on InfiniBand with dDedicated eCore

We tried to dedicate a core to MPI progression with MPICH, by running computation on all cores except one, and enabling
MPICH_ASYNC_PROGRESS=1. Unfortunately, we found no mechanism to bind the progress thread to the dedicated core, so its
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FIGURE 23 MPICH overlap results with dedicated core on InfiniBand on 8 nodes

placement was handled by the kernel thread scheduler. The observed overhead ratios are shown in Figure They are very
similar to the ones depicted in Figure[8| without the dedicated core.

7.3.2 | MadMPI with dDedicated ¢Core

We enabled the dedicated core configuration in MadMPI and reduced the number of OpenMP threads by one. Overhead ratio
of this configuration is shown in Figure We observe that MadMPI with a dedicated core manages to overlap perfectly
communications with computation, for any computation/communication sizes. The efficient overlap also scales up to the tested
64 nodes, though the computation and communication times need to be closer than on 8 nodes.

Figure [9| shows r PI impact” the impact of MadMPI on computation (left 2 bars), with the dedicated core and without the
dedicated core. The default has little impact on computation but the configuration with dedicated core reduces this impact, which
is not surprising considering that the default uses the same cores as computation, whereas having a dedicated core should avoid
any interaction.
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FIGURE 24 MadMPI overlap with dedicated core on InfiniBand on 8 nodes (except top right: 64 nodes)

7.4 | Results with hHardware-bBased pProgression

Bull BXI2¥ network is designed to handle progression in hardware. Overhead ratios for Bull BXI v1.2 interconnect with
OpenMPI 2.0.4.5-bull on machine irene/bxi are shown on Figure 23]
We observe mostly a sequential behavior on MPI_Ialltoall and other collectives. The worst case happens with MPI_Ibcast,
where the ratios show a slowdown compared to sequential execution. This strange behavior was observed only for this collective.
BXT is designed to handle collective offload to the network card. Unfortunately BXI v1.2 cards do not properly support this
feature. BXI v2 cards have been announced, and should fix support for hardware-assisted progression for collectives, so as to
reach better overlap in the future.

8 | CONCLUSION

Collective communications are one of the most important features of MPI. Since version 3.0 of the standard, all collective
operations have a nonblocking version. One of the goals of nonblocking communication is to enable computation/communication
overlap. However, overlapping communication with computation requires a progress engine within the MPI library and its
runtime system. As state-of-the-art metrics show incomplete and sometimes misleading information about the behavior of MPI
runtime systems when performing nonblocking collectives, the goal of this paper is to propose a thorough methodology to study
and assess the computation/communication overlap of nonblocking collectives with several new metrics. Results show that, by
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FIGURE 25 OpenMPI overlap results on BXI on 64 nodes

default, MPI implementations do not exhibit effective overlap in most cases and sometimes the use of nonblocking operations
degrades the performance. The situation improves when a thread is used for progression within the MPI runtime system. In the
end, acceptable performances are visible only with a progress thread bound on a dedicated core.

Such experimental finding leads to a very interesting question: if it is required to dedicate a core for nonblocking collective
progression, how to design a trade-off for efficient progression and efficient computation? Maybe, with the advent of processors
featuring many cores, deciding when dedicating a core for communication progression will lead to the right solution. We will
investigate this option in our future work.

All results and benchmark source code have been publicly released20.
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