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Abstract

We show that an intuitionistic version of counting proposi-
tional logic corresponds, in the sense of Curry and Howard,
to an expressive type system for the probabilistic event _-
calculus, a vehicle calculus in which both call-by-name and
call-by-value evaluation of discrete randomized functional
programs can be simulated. Remarkably, proofs (respectively,
types) do not only guarantee that validity (respectively, ter-
mination) holds, but also reveal the underlying probability.
We finally show that by endowing the type system with an
intersection operator, one obtains a system precisely captur-
ing the probabilistic behavior of _-terms.

1 Introduction

Among the many ways in which mathematical logic influ-
enced programming language theory, the so-called Curry-
Howard correspondence is certainly among themost intrigu-
ing and meaningful ones. Traditionally, the correspondence
identified byCurry [13] and formalized byHoward [32] (CHC
in the following) relates propositional intuitionistic logic and
the simply-typed _-calculus. As is well-known, though, this
correspondence holds in other contexts, too. Indeed, in the
last fifty years more sophisticated type systems have been
put in relationwith logical formalisms: frompolymorphism [25,
26] to various forms of session typing [11, 52], from control
operators [45] to dependent types [38, 50].
Nevertheless, there is a class of programming languages

and type systems for which a correspondence in the style of
the CHC has not yet been found. We are talking about lan-
guages with probabilistic effects, for which type-theoretic
accounts have recently been put forward in various ways,
e.g. type systems based on sized types [15], intersection types [9]
or type systems in the style of so-called amortized analy-
sis [56]. In all the aforementioned cases, a type system was
built bymodifying well-known type systems for determinis-
tic languages without being guided by logic, and instead in-
cepting inherently quantitative concepts directly from prob-
ability theory. So, one could naturally wonder if there is any
logical system behind all this, or what kind of logic could
possibly play the role of propositional logic in suggesting
meaningful and expressive type systems for a _-calculus en-
dowed with probabilistic choice effects.
A tempting answer is to start from modal logic, which is

known to correspond in the Curry-Howard sense to staged
computation and to algebraic effects [12, 18, 60]. Neverthe-
less, there is one aspect of randomized computation that

modal logic fails to capture1, namely the probability of cer-
tain notable events, typically termination. Indeed, several
other properties like reachability and safety can be reduced
to the termination property (see, e.g., the discussion in [35]).
In many of the probabilistic type systems mentioned above,
for example, a term C receives a type that captures the fact
that C has a certain probability @, perhaps strictly smaller
than 1, of reducing to a value. This probability is an essen-
tial part of what we want to observe about the dynamics of
C and, as such, has to be captured by its type, at least if one
wants the type system to be expressive.

Recently, the authors have proposed to use counting quan-
tifiers [2, 3] as a means to express probabilities within a log-
ical language. These quantifiers, unlike standard ones, de-
termine not only the existence of an assignment of values to
variables with certain characteristics, but rather count how
many of those assignments exist. Recent works show that
classical propositional logic enriched with counting quanti-
fiers corresponds to Wagner’s hierarchy of counting com-
plexity classes [55] (itself intimately linked to probabilis-
tic complexity), and that Peano Arithmetics enriched with
similar quantitative quantifiers yields a system capable of
speaking of randomized computation in the same sense in
which standard PA models deterministic computation [3].
One may now wonder whether all this scale to something
like a proper CHC.
The aim of this work is precisely to give a positive answer

to the aforementioned question, at the same time highlight-
ing a few remarkable consequences of our study of proba-
bilistic computation through the lens of logic. More specifi-
cally, the contributions of this paper are threefold:
• First of all, we introduce an intuitionistic version of An-
tonelli et al.’s counting propositional logic [2], together
with a Kripke-style semantics based on the Borelf-algebra
of the Cantor space and a sound and complete proof-
theory. Then, we identify a “computational fragment” of
this logic and we design for it a natural deduction sys-
tem inwhich proof normalization simulates well-known
evaluation strategies for probabilistic programs. This is
in Section 3.

• We then show that derivations can be decorated with
terms of the probabilistic event _-calculus, a _-calculus
for randomized computation introduced by Dal Lago et

al. in [16]. This gives rise to a type-system called C_
{}
→ .

1With a few notable exceptions, e.g. [23].
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Remarkably, the correspondence scales to the underly-
ing dynamics, i.e. proof normalization relates to reduc-
tion in the probabilistic event _-calculus. This is in Sec-
tion 4 and Section 5.

• We complete the picture by giving an intersection type

assignment system, derived fromC_
{}
→ , and proving that

it precisely captures the normalization probability of terms
of the quoted _-calculus. This is in Section 6.

Space limits prevent us from being comprehensive, meaning
that many technical details will be unfortunately confined
to the Appendix.

2 From Logic to Counting and Probability:
a Roadmap

In this section we provide a first overview of our probabilis-
tic CHC, at the same time sketching the route we will follow
in the rest of the paper.

2.1 Randomized Programs and Counting
Quantifiers

Thefirst questionwe should ask ourselves concerns the kind
of programs we are dealing with. What is a probabilistic
functional program?Actually, it is a functional programwith
the additional ability of sampling from some distributions,
or to proceed by performing some form of discrete proba-
bilistic choice.2 This has a couple of crucial consequences:
program evaluation becomes an essentially stochastic pro-
cess, and programs satisfy a given specification up to a cer-
tain probability. As an example, consider the _-term,

Ξhalf := _G._~.G ⊕ ~

where ⊕ is a binary infix operator for fair probabilistic choice.
When applied to two arguments C and D, the evaluation on
Ξhalf results in either C , with probability one half, or in D,
again with probability one half.
But now, if we try to take Ξhalf as a proof of some logi-

cal formula, we see that standard propositional logic is sim-
ply not rich enough to capture the behavior above. Indeed,
given that Ξhalf is a function of two arguments, it is natural
to see it as a proof of an implication � → � → � , namely
(following the BHK interpretation) as a function turning a
proof of� and a proof of� into a proof of� . What is� , then?
Should it be � or should it be �? Actually, it could be both,
with some degree of uncertainty, but propositional logic is
not able to express all this. At this point, the recent work on
counting quantifiers in propositional logic [2] comes to the
rescue.
Another way to look at discrete probabilistic programs

is as programs which are allowed to sample an element l
from the Cantor space 2N. For example, a probabilistic Tur-
ing machine" can be described as a 2-tape machine where

2Here we are not at all concerned with sampling from continuous distribu-

tions, nor with capturing any form of conditioning.

the second tape is read-only and sampled from the Cantor
space at each run. Similarly, the execution of Ξhalf applied
to programs C and D can be described as the result of sam-
pling l and returning either C or D depending on some read
value, e.g. l (0). Crucially, for each input G and each pos-
sible output ~ of a probabilistic program 5 , the set (G,~ of

elements in 2N, making 5 (G) produce ~, is a Borel set, so it
makes sense to say that the probability that 5 (G) yields ~
coincides with the measure of (G,~ (more on Borel sets and
measures below).
Yet, what has all this to do with logic and counting? The

fundamental observation is that formulas of classical propo-
sitional logic provide ways of denoting Borel sets. Letx0,x1, . . .

indicate a countable set of propositional variables (which
can be seen as i.i.d. and uniformly distributed random vari-
ables x8 ∈ {0, 1}); each variable x8 can be associated with
the cylinder set (indeed, a Borel set of measure 1

2 ) formed

by all l ∈ 2N such that l (8) = 1 (i.e., in logical terms,
such that l � x8 ). Then, any propositional formula b, c, . . .
formed by way of ¬,∧,∨ can be associated with the Borel
sets {l ∈ 2N | l � b} which can be constructed starting
from cylinder sets by means of complementation, finite in-
tersection and finite unions. In this way, for any Boolean
formula b, it makes sense to define new formulas like the

formula C
1
2 b, which is true when the Borel set associated

with b has measure greater than 1
2 (i.e. when b is satisfied

by at least 1
2 of its models). For instance, for any two distinct

indexes 8, 9 ∈ N (so that the variables x8 ,x9 correspond to

two independent events), the formula C
1
2 (x8 ∨ x9 ) is true,

since the Borel set formed by the l ∈ 2N such that either
l (8) = 1 or l ( 9 ) = 1 has measure greater than 1

2 (equiva-

lently,x8∨x9 is satisfied by at least
1
2 of its models). Instead,

C
1
2 (x8∧x9 ) is false, since,x8 andx9 being independent, the

Borel set associated with x8 ∧x9 has only measure 1
4 .

Counting propositional logic (from now on CPL) is de-
fined by enriching classical propositional logic with count-
ing quantifiers C

@ , where @ ∈ (0, 1] ∩ Q. Following our
sketch,CPL admits a natural semantics in the Borelf-algebra
of the Cantor space, together with a sound and complete se-
quent calculus [2]. Notice that measuring a Boolean formula
actually amounts at counting its models, that is, to a purely
recursive operation, albeit one which needs not be doable in
polynomial time (indeed, CPL is deeply related to Wagner’s
counting hierarchy [2]).
Going back to the term Ξhalf , what seems to be lacking

in intuitionistic logic is precisely a way to express that �

could be C
1
2�, that is, that it could be � with probability at

least 1
2 , and, similarly, that it could be by C

1
2�. In Section 3

we introduce an intuitionistic version of CPL, called iCPL,
which enriches intuitionistic logic with Boolean variables as
well as the counting quantifier C@ . Intuitively, if a proof of a
formula� can be seen as a deterministic program satisfying



Curry and Howard Meet Borel

the specification�, a proof ofC@�will correspond to a prob-
abilistic program that satisfies the specification�with prob-
ability @. Our main result consists in showing that proofs in
iCPL correspond to functional probabilistic programs and,
most importantly, that normalization in this logic describes
probabilistic evaluation.

2.2 Can CbN and CbV Evaluation Coexist?

When studying probabilistic extensions of the _-calculus,
two different evaluation strategies are generally considered:
the call-by-name (CbN) strategy, which (possibly) duplicates
choices before evaluating them, and the call-by-value (CbV)
strategy, which instead evaluates choices before (possibly)
duplicating their outcomes. Importantly, the probability of
termination of a programmight differ depending on the cho-
sen strategy. For example, consider the application of the
term 2 := _~G.~(~G) (i.e. the second Church numeral) to � ⊕
Ω, where � = _G.G andΩ is the diverging term (_G.GG)_G.GG .
Under CbN, the redex 2(�⊕Ω) first produces _G.(�⊕Ω) ((�⊕
Ω)G), then reduces to any of the terms _G.D (EG), with D, E
chosen from {� ,Ω}, each with probability 1

4 . Since _G.D (EG)
converges only when D = E = � , the probability of conver-
gence is thus 1

4 . Under CbV, in 2(� ⊕Ω) one first has to eval-
uate � ⊕ Ω, and then passes the result to 2, hence return-
ing either the converging term � (�G) or the diverging term
Ω(ΩG), each with probability 1

2 .
If we now try to think of the Church numeral 2 as a proof

of some counting quantified formula, we see that, depend-
ing on the reduction strategywe have in mind, it must prove

a different formula. Indeed, given that � ⊕Ω proves C
1
2 (� →

�), in the CbN case, 2 proves C
1
2 (� → �) → � → C

1
4�,

since only in one over four cases it yields a proof of�, while

in the CbV case, 2 proves the formula C
1
2 (� → �) → � →

C
1
2�, as it yields a proof of � in one case over two.
In the literature on probabilistic _-calculi, the apparent

incompatibility of CbN and CbV evaluation is usually re-
solved by restricting to calculi with one or the other strategy.
However, the observation above suggests that, if functional
programs are typed using counting quantifiers, it should be-
come possible to make the two evaluation strategies coexist,
by assigning them different types.
Actually, a few recent approaches [14, 16, 19, 21] already

suggest ways tomakeCbN and CbV evaluation live together.
In particular, in the probabilistic event _-calculus [16] the
choice operator ⊕ is decomposed into two different oper-
ators, yielding a confluent calculus: a choice operator C ⊕0 D,
depending on some probabilistic event 0 ∈ {0, 1}, and a
probabilistic event generator a0.C , which actually “flips the
coin”. In this language, the CbN and CbV applications of 2
to � ⊕ Ω are encoded by two distinct terms 2(a0.� ⊕0 Ω) and
a0.2(� ⊕0 Ω), crucially distinguishing between generating a
probabilistic choice before or after a duplication takes place.

This calculus constitutes then an ideal candidate for our
CHC. Indeed, as we’ll see, the logical rules for the counting
quantifierC@ naturally give rise to typing rules for the event

generator a0. In Section 4 we introduce a variant Λ
{}
PE

of the
calculus from [16], with the underlying probability space
{0, 1} replaced by the Cantor space, and in Section 5 we

introduce a type system C_
{}
→ for simple types with count-

ing quantifiers, showing that natural deduction derivations

translate into typing derivations in C_
{}
→ , with normaliza-

tion precisely corresponding to reduction in Λ
{}
PE
.

2.3 Capturing Probability of Normalization via
Types

As observed in the Introduction, a fundamental quantitative
property we would like to observe using types is the proba-
bility of termination. Nevertheless, given that the reduction

of Λ
{}
PE

is purely deterministic, what notions of probabilistic
termination should we actually observe?
Rather than evaluating programs by implementing proba-

bilistic choices, reduction in the probabilistic event _-calculus
has the effect of progressively generating the full tree of out-
comes of (sequences of) probabilistic choices, giving rise to
a distribution of values. Therefore, given a term C , rather
than asking whether some or all reductions of C terminate,
it makes sense to ask with what probability a normal form
is found by generating all probabilistic outcomes of C .
In Section 6 we will first show that when the type C@f is

assigned to a program C , the value @ ∈ Q ∩ (0, 1] provides
a lower bound for the actual probability of finding a (head)
normal form in the development of C . Then we show that,
by extending the type system with an intersection operator,
one can attain an upper bound and thus fully characterize
the distribution of values associated with a term.

2.4 Preliminaries on the Cantor Space

Throughout the paper, we exploit some basic facts about
the Cantor space, its Borel f-algebra, and their connections
with Boolean logic, that we briefly recall here.

We consider a countably infinite set A of names, noted
0, 1,2, . . . . For any finite subset - ⊆ A, we let B- (resp. BA)
indicate the Borel f-algebra on the - -th product of the Can-
tor space (2N)- (resp. on the A-th product (2N)A), that is,
the smallest f-algebra containing all open sets under the
product topology. There exists a unique measure ` of BA

such that `(�0,8 ) =
1
2 for all cylinders �0,8 = {l | l (0) (8) =

1}. The measure ` restricts to a measure `- on B- by letting
`- (() = `(( × (2N)A−- ).
Boolean formulas with names in Aare defined by:

b ::= ⊤ | ⊥ | x80 | ¬b | b∧ b | b∨ b

where 0 ∈ A and 8 ∈ N. We let FN(b) ⊆ A be the set of
names occurring in b. For all Boolean formula b and - ⊇
FN(b), we let JbK- indicate the Borel set {l ∈ (2N)- | l �
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b} (in particular, Jx80K{0} = {l | l (0) (8) = 1}. The value
`- (JbK- ) ∈ [0, 1] ∩ Q is independent from the choice of
- ⊇ FN(b), and we will note it simply as `(b).

3 Intuitionistic Counting Propositional
Logic

In this section we introduce a constructive version of CPL,
thatwe call iCPL, which extends standard intuitionistic logic
with Boolean variables and counting quantifiers. The logic
iCPL combines constructive reasoning (corresponding, un-
der CHC, to functional programming)with semantic reason-
ing on Boolean formulas and their models (corresponding,
as we have seen, to discrete probabilistic reasoning). The for-
mulas of iCPL are hybrid, that is, comprise both a countable
set P = {p,q, . . . } of intuitionistic propositional variables,
and named Boolean propositional variables x80 . For exam-
ple, consider the formula below:

� := p→ q→ (x0
0 ∧p) ∨ (¬x0

0 ∧ q).

Intuitively, proving � amounts to showing that, whenever
p and q hold, given that eitherx0

0 or ¬x
0
0 holds, in the first

casep holds, and in the second case q holds.
Suppose we test � against some element l from the Can-

tor space. Away of proving�, in the “environment”l , could
then be as follows: given assumptions p and q, conclude
p and x0

0 if l (0) = 1 (i.e. if l satisfies x0
0), and conclude

q and ¬x0
0 if l (0) = 0 (i.e. if l does not satisfy ¬x80). In

other words, a proof of � under l could be something like
_G~.G ⊕0~. Assuming thatl is uniformly sampled, what are
the chances that our strategy will actually yield a proof of
�? Well, there are two possible cases, and in both cases we
get a proof of one of the disjunctsx0

0∧pand¬x0
0∧q, thus a

proof of�. We thus obtain a proof of� with probability 1 or,
in other words, a proof of C1

0� (no more depending on any
“environment”). As a term, this proof looks then precisely as
the closed term a0._G~.G ⊕0 ~.
Consider now another formula:

� := p→ q→ x0
0 ∧p.

Given somel , a proof � should conclude, from assumptions
p andq, bothp andx0

0 whenl (0) = 1, but whenl (0) = 0,
it needs not conclude anything, since we have nothing to
prove in this case. A proof of � should then be something
like _G~.G⊕0?, where ? can be any program. By uniformly
sampling l , we get then a proof of � only in one half of the

cases, i.e. we get a proof of C
1
2
0 �.

3.1 The Semantics and Proof-Theory of iCPL.

The formulas of the logic just sketched are defined by:

� ::= ⊤ | ⊥ | x80 | p | � ∧� | � ∨� | � → � | C
@
0�

where p ∈ P and @ ∈ (0, 1] ∩ Q. A natural semantics for
iCPL-formulas can be given in terms of Kripke-like struc-
tures:

Definition 3.1. An iCPL-structure is a tripleM = (,,�, i)

where, is a countable set, � is a preorder on, , and i :
P→, ↑, where, ↑ is the set of upper subsets of, .

The interpretation of formulas in iCPL-structures com-
bines a set, of worlds (for the interpretation of intuition-
istic propositional variables) with the choice of an element
of the Cantor space (for the interpretation of Boolean vari-
ables): for any iCPL-structureM = (,,�, i) and finite set- ,
we define the relationF,l -

M
� (whereF ∈, ,l ∈ (2N)-

and FN(�) ⊆ - ) by induction as follows:
• F,l 1-

M
⊥ andF,l -

M
⊤;

• F,l -
M

x80 iff l (0) (8) = 1;

• F,l -
M

p iff F ∈ i(p);

• F,l -
M
� ∧ � iff F,l -

M
� andF,l -

M
�;

• F,l -
M
� ∨ � iff F,l -

M
� orF,l -

M
�;

• F,l -
M
� → � iff for all F ′ � F , F ′, l -

M
� implies

F ′, l -
M
�;

• F,l -
M

C
@
0� iff `

({
l ′ ∈ 2N | F,l + l ′


-∪{0}

M
�
})

≥

@, wherel+l ′ ∈ (2N)-∪{0} is given by (l+l ′) (1) (=) =

l (1) (=), for 1 ∈ - , and (l + l ′) (0) (=) = l ′(=).
Using properties of the Borel f-algebra B- , it can be shown
that for any F ∈ , and formula �, the set {l ∈ (2N)- |

F,l -
M
�} is a Borel set, and thus measurable. We write

Γ 
-
M
� when for all F ∈ , and l ∈ (2N)- , whenever

F,l -
M

Γ holds, also F,l -
M
� holds. We write Γ � �

when for any iCPL-structure M and - ⊇ FN(�), Γ -
M
�

holds.
A sound and complete proof system for iCPL can be de-

fined. Indeed, starting from usual natural deduction for in-
tuitionistic logic, one obtains a calculus NDiCPL for iCPL

by adding the excluded middle x80 ∨ ¬x80 as an axiom for
Boolean variables, as well as suitable rules and axioms for
counting quantifiers (details can be found in App. A.1).

Theorem 3.2. Γ � � iff Γ ⊢NDiCPL
�.

For example, C@ admits an introduction rule as below

Γ,d ⊢ � `(d) ≥ @

Γ ⊢ C
@
0�

(CI)

with the proviso that 0 does not occur in Γ, and is the only
name occurring in d. Intuitively, this rule says that if we
can prove � under assumptions Γ and d, and if a randomly
chosen valuation of 0 has chance @ of being a model of d,
then we can build a proof of C

@
0� from Γ. Observe that the

rule (CI) has a semantic premise `(d) ≥ @: we ask to an
oracle to count the models of d for us (this is similar to
what happens in sequent calculi for CPL, see [2]).

3.2 The Computational Fragment of iCPL.

From the perspective of the CHC, however, the natural de-
duction system just sketched is not what we are looking for.
As iCPL contains Boolean logic, in order to relate proofs and
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programs, one should first choose among the several exist-
ing constructive interpretations of classical logic. Yet, in our
previous examples Boolean formulas were never those to be
proved; rather, they were used as semantic constraints that
programsmay or may not satisfy (for example, when saying
that a program, depending on some event l , yields a proof
of � when l satisfies b, or that a program has @ chances of
yielding a proof of � when b has measure at least @).
Would it be possible, then, to somehow separate purely

constructive reasoning fromBoolean semantic reasoning within
formulas and proofs of iCPL? The following lemma suggests
that this is indeed possible.

Lemma 3.3 (Decomposition Lemma). For any formula � of

iCPL there exist Boolean formulas bE and purely intuitionistic
formulas �E (i.e. formulas containing no Boolean variables),

where E varies over all possible valuations of the Boolean vari-

ables in �, such that

� � ↔
∨
E

bE ∧ �E

.

Proof sketch. The idea is to let bE be the formula character-
izing E , i.e. the conjunction of all variables true in E and of
all negations of variables false in E , and let �E be obtained
from� by replacing each Boolean variable by either ⊤ or ⊥,
depending on its value under E . �

By Lemma 3.3, any sequent Γ ⊢ � of iCPL can be asso-
ciated with a family of intuitionistic sequents of the form
ΓE, bE ⊢ �E where E ranges over all valuations of the Boolean
variables of Γ and �, and ΓE, bE, �E are as in Lemma 3.3. We
will note such special sequents as ΓE ⊢ bE  �E , in order
to highlight the special role played by the Boolean formula
bE .
The sequents Γ ⊢ b  � have a natural computational

interpretation: they express program specifications of the
form “Π yields a proof of � from Γ whenever its sampled
function satisfies b”. By the way, Lemma 3.3, ensures that,
modulo Boolean reasoning, logical arguments in iCPL can
be reduced to (families of) arguments of this kind.
Let then iCPL0 be the fragment formed by the purely in-

tuitionistic formulas of iCPL, which are defined by:

� ::= p | � → � | C
@�

where @ ∈ (0, 1] ∩Q. For simplicity, and since this is enough
for the CHC, we take here implication as the only connec-
tive, yet all other propositional connectives could be added.
As formulas do not contain Boolean variables, counting quan-
tifiers in iCPL0 are not named. We use C@1∗···∗@=� (or even
C

®@ , for simplicity) as an abbreviation for C@1 . . . C@=�.
The natural deduction system NDiCPL0 for iCPL0 is de-

fined by the rules illustrated in Fig. 1 (where in (CI) it is as-
sumed that FN(b)∩FN(d) = ∅). A few rules involve seman-

tic premises of the forms b � c and `(b) ≥ @. Beyond stan-
dard intuitionistic rules, NDiCPL0 comprises structural rules

Identity Rule

(id)
Γ, � ⊢ b �

Structural Rules

b � ⊥ (⊥)
Γ ⊢ b �

Γ ⊢ c � Γ ⊢ d � b � (c∧x80) ∨ (d∧ ¬x80) (m)
Γ ⊢ b �

Logical Rules

Γ,� ⊢ b �
(→I)

Γ ⊢ b (� → �)

Γ ⊢ b (� → �) Γ ⊢ b �
(→E)

Γ ⊢ b �

Counting Rules

Γ ⊢ b∧ d � `(d) ≥ @
(CI)

Γ ⊢ b C
@�

Γ ⊢ b C
@� Γ, � ⊢ b �

(CE)
Γ ⊢ b C

@B�

Figure 1. Rules of NDiCPL0 .

to manipulate Boolean formulas, and introduction and elim-
ination rules for the counting quantifier. The rule (⊥) yields
dummy proofs of any formula, i.e. proofs which are cor-
rect for no possible event; the rule (m) combines two proofs
Π1,Π2 of the same formula into one single proofΠ′, with the
choice depending on the value of some Boolean variablex80
(Π′ is thus something like Π1 ⊕0 Π2). The introduction rule
for C@ is similar to rule (CI). It is explained as follows: if Π,
in the “environment” l + l ′ ∈ (2N)-∪{0} ≃ (2N)- × 2N,
yields a proof of � whenever l + l ′ satisfies the two inde-

pendent constraints b and d (i.e. l � b and l ′
� d), then

by randomly choosing l ′ ∈ 2N, we have at least @ ≥ `(d)

chances of getting a proof of � (Π′ is thus something like
a0.Π). Finally, the elimination rule (CE) essentially turns a
proof of � → � into a proof of C@� → C

@B�. As we’ll see,
this rule captures CbV function application.

Example 3.4. Fig. 2a illustrates a proofΠ 1
2 id

ofC
1
2 (� → �)

obtained by first “mixing” an exact proof of � → � with
a dummy one, and then introducing the counting quanti-
fier. Fig. 2b illustrates a derivation of C@ (� → �) → � →
C
@∗@�.

A precise connection between the proof systems for iCPL
and iCPL0 is discussed in Appendix A.2.

3.3 Normalization in iCPL0

From the CHC perspective, natural deduction proofs corre-
spond to programs, and normalization corresponds to exe-
cution. Let us look at normalization in iCPL0, then.
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Π 1
2 id

=

� ⊢ x80  �
(→I)

⊢ x80  (� → �)
(⊥)

⊢ ⊥ (� → �) x80 � (x
8
0 ∧x80) ∨ (¬x80 ∧ ⊥)

(m)
⊢ x80  (� → �) `(x80) ≥

1
2 (CI)

⊢ C
1
2 (� → �)

(a)

Π =

C
@ (� → �), � ⊢ C@ (� → �)

� → �,� ⊢ � → � � → �,� ⊢ �
(→E)

� → �,� ⊢ �
(CE)

C
@ (� → �), � ⊢ C@�

C
@ (� → �), �,� ⊢ C@ (� → �)

� → �,�,� ⊢ � → � � → �,�,� ⊢ �
(→E)

� → �,�,� ⊢ �
(CE)

C
@ (� → �), �, � ⊢ C@�

(CE)
C
@ (� → �), � ⊢ C@∗@�

(→I)
⊢ C@ (� → �) → � → C

@∗@�

(b)

Figure 2. Examples of derivations in NDiCPL0 .

The twomain normalization steps are (→I/→E) and (CI/CE).
The cuts (→I/→E) are eliminated, as usual, by means of the
admissible substitution rule

Γ ⊢ b � Γ, � ⊢ b �
(subst)

Γ ⊢ b �

The normalization step (CI/CE), illustrated in Fig. 3, also ap-
plies the rule (subst) to the premiss of (CI) and the minor
premiss of (CE), and permutes the rule (CI) downwards. For
example, if we cut the proof Π from Fig. 2b with Π 1

2 id
from

Fig. 2a (by letting @ = 1
2 ), normalization duplicates Π, that is,

it duplicates the choice between the correct and the dummy

proof of � → �, yielding a normal proof of � → C
1
2 ∗

1
2�.

The other normalization steps (illustrated in App. A.5) per-
mute (m) with other rules, and correspond to the permuting

reductions for the probabilistic _-calculus introduced in the
next section. To make the study of normalization as simple
as possible, we did not consider a “multiplication rule” to
pass fromC

@
C
B� toC@B�, as this would introduce other nor-

malization steps. Nevertheless, in App. A.6 we study an al-
ternative “CbN” proof-system NDiCPL0 also comprising this
rule. As a by-product of the CHC developed in the following
sections, we will obtain a strong normalization theorem for
iCPL0 (Corollary 5.5).
In Section 5 it will be shown (Prop. 5.4) that, once proofs

in NDiCPL0 are seen as probabilistic programs, the two nor-
malization steps (→I/→E) and (CI/CE) simulate CbN and
CbV evaluation, respectively.

4 The Probabilistic Event Lambda Calculus

In this section we introduce the computational side of the
CHC, that is, a variant of the probabilistic event _-calculus
ΛPE from [16], with choices depending on events from the
Cantor space. We will then discuss how terms of ΛPE yield
distributions of values, and we define two notions of prob-
abilistic normalization for such distributions. We finally in-

troduce a further variantΛ
{}
PE

ofΛPEwhich provides a smoother
representation of CbV functions.

4.1 A _-Calculus Sampling from the Cantor Space

The terms of ΛPE are defined by the grammar below:

C ::= G | _G.C | CC | C ⊕80 D | a0.C

with0 ∈ A, and 8 ∈ N. The intuition is thata0. samples some
functionl from theCantor space, and C⊕80D yields either C or
D depending on the value l (0) (8) ∈ {0, 1}. In the following
we let C ⊕8 D be an abbreviation for a0.C ⊕80 D (supposing 0
does not occur free in either C or D). For any term C , finite
set - and l ∈ (2N)- , let cl

-
(C), the “application of l to C

through - ”, be defined as:

cl- (G) = G

cl- (_G.C) = _G.c
l
- (C)

cl- (CD) = c
l
- (C)c

l
- (D)

cl- (C ⊕
8
0 D) =



cl
-
(C) if 0 ∈ - and l (0) (8) = 1

cl
-
(D) if 0 ∈ - and l (0) (8) = 0

cl
-
(C) ⊕80 c

l
-
(D) otherwise

cl- (a1.C) = a1.c
l
- (C)

In usual randomized _-calculi, program execution is de-
fined so as to be inherently probabilistic: for example a term
C ⊕ D can reduce to either C or D, with probability 1

2 . In this
way, chains of reduction can be described as stochastic Mar-

kovian sequences [47], leading to formalize the idea of nor-
malization with probability A ∈ [0, 1] (see [8]).
By contrast, reduction in ΛPE is fully deterministic: be-

yond the usual (and un-resticted) V-rule (_G.C)D _V C [D/G],
it comprises a permutative reduction C _p D defined by the
rules in Fig. 4 (where (0, 8) < (1, 9 ) if either a1 occurs in the
scope of a0, or 0 = 1 and 8 < 9 ). Intuitively, permutative
reductions implement probabilistic choices by computing
the full tree of possible choices. For example, given terms
C1, C2,D1,D2, one can see that the term a0.(C1 ⊕

0
0 C2) (D1 ⊕

1
0 D2)

reduces to a0.(C1D1⊕
1
0C1D2)⊕

0
0 (C2D1⊕

1
0C2D2), hence displaying

all possible alternatives.
The fundamental properties of ΛPE are the following:

Theorem 4.1 ([16]). _p is confluent and strongly normaliz-

ing. Full reduction _ := _V ∪ _p is confluent.
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Σ

Γ ⊢ b∧ d � `(d) ≥ @
(CI)

Γ ⊢ b C
@�

Π

Γ,� ⊢ b �
(CE)

Γ ⊢ b C
@B�

{

Σ

Γ ⊢ b∧ d �

Π[b ↦→ b∧ d]

Γ, � ⊢ b∧ d �
(subst)

Γ ⊢ b∧ d � `(d) ≥ @B
(CI)

Γ ⊢ b C
@B�

Figure 3. Normalization step (CI)/(CE) of NDiCPL0 .

C ⊕80 C _p C (i)

(C ⊕80 D) ⊕
8
0 E _p C ⊕

8
0 E (c1)

C ⊕80 (D ⊕80 E) _p C ⊕
8
0 E (c2)

_G.(C ⊕80 D) _p (_G.C) ⊕80 (_G.D) (⊕_)

(C ⊕80 D)E _p (CD) ⊕80 (DE) (⊕f)

C (D ⊕80 E) _p (CD) ⊕80 (CE) (⊕a)

(C ⊕80 D) ⊕
9

1
E _p (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E) ((0, 8) < (1, 9 )) (⊕⊕1)

C ⊕
9

1
(D ⊕80 E) _p (C ⊕

9

1
D) ⊕80 (C ⊕

9

1
E) ((0, 8) < (1, 9 )) (⊕⊕2)

a1.(C ⊕80 D) _p (a1.C) ⊕80 (a1.D) (0 ≠ 1) (⊕a )

a0.C _p C (0 ∉ FN(C)) (¬a )

_G.a0.C _p a0._G .C (a_)

(a0.C)D _p a0.(CD) (af)

Figure 4. Permutative reductions.

The existence and unicity of normal forms for _p (that
we call permutative normal forms, PNFs for short) naturally
raises the question of what these normal forms represent.
Let T indicate the set of PNFs containing no free name

occurrence. For any C ∈ T, the PNF of C can be of two forms:
either C starts with a generator, i.e. C = a0.C ′, and C ′ is a
tree of 0-labeled choices ⊕80 whose leaves form a finite set
of T (the support of C ′, supp(C)). Otherwise, C is of the form
_G1. . . . ._G= .C

′C1 . . . C? , where C
′ is either a variable or a _.

We call these last terms pseudo-values, and we let V ⊆ T
indicate the set formed by them.
Using this decomposition, any C ∈ T can be associated

in a unique way with a (sub-)distribution of pseudo-values
DC : V→ [0, 1] by letting DC (E) = XC when C ∈ V, and

DC (E) =
∑

D∈supp(C′)

DD (E) · `({l ∈ 2N | cl{0} (C
′) = D})

if C = a0.C ′. Intuitively, DC (E) measures the probability of
finding E by iteratively applying to C random choices of events
from the Cantor space any time a a is found.

4.2 Probabilistic (Head) Normalization.

Given a term C ∈ T, the questions “is C in normal form?”
and “does C reduce to a normal form?” have univocal yes/no
answers, because _ is deterministic. However, if we think
of C rather as DC , the relevant questions become “with what
probability is C in normal form?” and “with what probability
does C reduce to normal form?”.

To answer this kind of questions we will introduce func-
tions HNV_(C), NF_(C) measuring the probability that C
reduces to a normal form.
Let us consider head-normal forms, first. A head-reduction

C _h D is either a _p-reduction or a _V -reduction of the
form R[_®G.(_~.C)DD1 . . . D=] _V R[_®G.C [D/G]D1 . . . D=], where
R is a randomized context, defined by the grammar

R[ ] ::= [ ] | R[ ] ⊕80 D | C ⊕80 R[ ] | a0.R[ ] .

A head normal value (in short, HNV) is a _h-normal term
which is also a pseudo-value, i.e. it is of the form _®G.~D1 . . . D=.
We let HNV indicate the set of such terms.

Definition 4.2. For any C ∈ T, HNV(C) :=
∑
E∈HNV DC (E)

andHNV_ (C) := sup{HNV(D) | C _∗
h
D}. WhenHNV_(C) ≥

@, we say that C yields a HNV with probability at least @.

For example, if C = a0.(_G_~.(~⊕80 � )G)D, whereD = �⊕ 9Ω,
then HNV_(C) = 3

4 . Indeed, we have

C _∗
h a0.(_~.~(a1.� ⊕

9

1
Ω)) ⊕80 (a1

′.� ⊕
9

1′
Ω)

and three over the four possible choices (corresponding to
choosing between either left or right for both a0 and a1 ′)
yield a HNV. Observe that the choice about a1 does not mat-
ter, since _~.~D is already a HNV.
Let us now consider normal forms. The first idea might

be to define a similar function NF(C) =
∑
E normal form DC (E).

However, with this definition a term like C = _G.G (a0.�⊕0
0Ω)

would have probability 0 of yielding a normal form. Instead,
our guiding intuition here is that C should yield a normal
form with probability 1

2 , i.e. depending on a choice for 0.
This leads to the following definition:

Definition 4.3. For any C ∈ T, NF(C) is defined by:
• if C = _®G.~D1 . . . D= ∈ HNV, then NF(C) :=

∏=
8=1NF(D8);

• otherwise NF(C) :=
∑
D∈HNV NF(D) · DC (D).

We let NF_ (C) = sup{NF(D) | C _∗ D} and, if NF_ (C) ≥ @,
we say that C yields a normal form with probability at least @.

For example, for the term C considered above, NF_(C) =
4
8 = 1

2 : four over the eight possible choices for a0, a1 and a1
′

yield a normal form (i.e. either choose left for a0 and a1 and
choose anything for a1 ′, or choose right for a0, left for a1 ′,
and choose anything for a1).

4.3 Extending ΛPE with CbV Functions

ΛPE makes it possible to encode a CbV redex like a0.2(� ⊕0
0

Ω), as we have seen. However, in view of the functional in-
terpretation of iCPL0, it would be convenient also to be able



Melissa Antonelli, Ugo Dal Lago, and Paolo Pistone

to represent the CbV functions mapping a0.(D ⊕0 E) onto
a0.2(D ⊕0

0 E). A simple way to do this is by enriching the lan-
guage of ΛPE with a “CbV application” operator {C}D, with

suitable permutative rules. Let Λ
{}
PE

indicate this extension

of terms of ΛPE with {}. While V-reduction for Λ
{}
PE

is the
same as for ΛPE, permutative reduction _p{} is defined by
all rules in Fig. 4 except for (¬a ), together with the three
permutations below

{C}a0.D _p{} a0.CD ({}a )

{C ⊕80 D}E _p{} {C}E ⊕80 {C}E ({}⊕1)

{C}(D ⊕80 E) _p{} {C}D ⊕80 {C}E ({}⊕2)

For instance, a CbV Church numeral can be encoded in Λ
{}
PE

as 2CbV := _5 .{2}5 , since one has 2CbV (a0.D⊕80E) _V {2}a0.D⊕80
E _p{} a0.2(D ⊕80 E).

The fundamental properties of ΛPE extend to Λ
{}
PE
:

Proposition 4.4. _p{} is confluent and strongly normaliz-

ing. Full reduction _{} := _V ∪ _p{} is confluent.

In the Appendix B it is shown how the definitions of DC

and HNV_ (C) extend to terms of Λ
{}
PE
.

5 The Correspondence, Statically and
Dynamically

In this section we present the core of the CHC. First, we in-

troduce two type systems C_→ and C_
{}
→ for ΛPE and Λ

{}
PE
,

respectively, which extend the simply typed _-calculus with
counting quantifiers. Then, we show that each proof Π in

iCPL0 can be associated with a typing derivation in C_
{}
→

of some probabilistic term CΠ , in such a way that normal-
ization of Π corresponds to reduction of CΠ . Observe that
translating the rule (CE) requires the CbV application oper-
ator {}. In the Appendix A.6 we show that an alternative
“CbN” proof-system for iCPL0 can be translated without {},
and thus into C_→.

5.1 Two Type Systems with Counting Quantifiers

Both type systems C_→ andC_
{}
→ extend the simply typed _-

calculus with counting quantifiers, but in a slightly different
way: in C_→ types are of the form C

@s, i.e. prefixed by ex-

actly one counting quantifier, while in C_
{}
→ types are of the

form C
®@s, i.e. prefixed by a (possibly empty) list of counting

quantifiers.

More precisely, the types (denoted s, t) of C_→ and C_
{}
→

are generated by the grammars below:

s ::= C
@f f ::= > | s ⇒ f (C_→)

s ::= C
®@f f ::= > | s ⇒ f (C_

{}
→)

where, in both cases, the @s are chosen in (0, 1] ∩ Q.

Identity rule:

FN(b) ⊆ -
(id)

Γ, G : s ⊢- G : b s

Structural rule:{
Γ ⊢- C : b8  s

}
8=1,...,=

b �-
∨
8 b8

(∨)
Γ ⊢- C : b s

Plus rule:

Γ ⊢-∪{0} C : c s Γ ⊢-∪{0} D : d s b � (x80 ∧ c) ∨ (¬x80 ∧ d)
(⊕)

Γ ⊢-∪{0} C ⊕80 D : b s

Arrow rules:

Γ, G : s ⊢- C : b C
®@g

(_)
Γ ⊢- _G.C : b C

®@ (s ⇒ g)

Γ ⊢- C : c C
®@ (s ⇒ g) Γ ⊢- D : d s b �- c∧ d

(@)
Γ ⊢- CD : b C

®@g

Γ ⊢- C : c C
®@ (s ⇒ g) Γ ⊢- D : d C

As b �- c∧ d
({})

Γ ⊢- {C}D : b C
AB
C

®@g

Counting rule:

Γ ⊢-∪{0} C : b∧ d s `(d) ≥ @
(`)

Γ ⊢- a0.C : b C
@s

Figure 5. Typing rules of C_
{}
→ .

Judgements in both systems are of the form Γ ⊢- C : b
s, where Γ is a set of type declarations G8 : s8 of pairwise dis-

tinct variables, C is a term of ΛPE (resp. of Λ
{}
PE
), b a Boolean

formula, and- a finite set of names with FN(C), FN(b) ⊆ - .
The intuitive reading of Γ ⊢- C : b  s is that, whenever
l ∈ (2N)- satisfies b, then cl

-
(C) is a program from Γ to s.

The typing rules of C_
{}
→ , which are essentially derived

from those of iCPL0, are illustrated in Fig. 5, where in the
rule (`) it is assumed that FN(b) ⊆ - , FN(d) ⊆ {0} and 0 ∉

- . The rule (∨) allows one to merge = typing derivations for
the same term; in particular, with = = 0, one has that Γ ⊢-

C : ⊥ s holds for any term C . The rule (⊕) is reminiscent
of the rule (m) of iCPL0, the rule (`) is reminiscent of the
rule (CI) of iCPL0, while the rule ({}) for CbV application is
reminiscent of the rule (CE).

The typing rules ofC_→ coincidewith those ofC_
{}
→ (with

C
®@ replaced everywhere byC@), except for the rule ({}), which

is obviously absent, and for the rule (`), which is adapted as
follows to the presence of exactly one counting quantifier:

Γ ⊢-∪{0} C : b∧ d C
@f `(d) ≥ B

(`′)
Γ ⊢- a0.C : b C

@Bf

Both systems enjoy the subject reduction property:

Proposition 5.1 (Subject Reduction). If Γ ⊢- C : b s in

C_→ (resp. in C_
{}
→) and C _ D (resp. C _{} D), then Γ ⊢- D :

b s.

The choice of considering arrow types of the formC
®@ (s ⇒

f) (hence of never having a counting quantifier to the right
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of ⇒, as in e.g. s ⇒ C
@f) was made to let the rule (_) be

permutable over (`), as required by the permuting rule (a_).

Example 5.2. Fig. 6 illustrates typing derivations in C_
{}
→

for a version of the CbNChurchnumeral 2CbN = _~._G .{~}(~G),
with type C@∗@ (C@ (> ⇒ >) ⇒ (> ⇒ >)), and for the CbV
numeral 2CbV with type C@ (C@ (> ⇒ >) ⇒ (> ⇒ >)).

BothC_→ andC_
{}
→ can type non-normalizable terms. For

example, one can type all terms of the form � ⊕8 Ω with

C
1
2 (> ⇒ >) in C_

{}
→ and with C

1
2 (C1> ⇒ >) in C_→. Actu-

ally, the failure of normalization for typable programs can
be ascribed to the rule (∨), as shown by the result below,
proved in App. E.1 (where we let Γ ⊢¬∨ C : b s indicate
that Γ ⊢ C : b s is deduced without using the rule (∨)).

Theorem 5.3 (Deterministic Normalization). In both C_→
and C_

{}
→ , if Γ ⊢¬∨ C : b s, then C is strongly normalizable.

As observed in the previous section, restricting to terms
of ΛPE having a normal form excludes the most interesting
part of the calculus, which is made of terms for which nor-
malization is inherently probabilistic. Similarly, restricting
to type derivations without (∨) trivializes the most interest-

ing features of C_→ and C_
{}
→ , that is, their ability to esti-

mate probabilities of termination. We will explore the ex-
pressiveness of these systems in this sense in the next sec-
tion.

5.2 Translating iCPL0 into C_
{}
→ .

We now show how derivations in iCPL0 translate into typ-

ing derivations in C_
{}
→ . In the Appendix A.6 a similar trans-

lation of a “CbN” proof-system for iCPL0 intoC_→ is shown.
For any formula� of iCPL0, let us define a corresponding

type s� by letting sp := > , s�→C ®@� := C
®@ (s� ⇒ s�) and

sC@� := C
@s�. Fig. 7 shows how a derivation Π of Γ ⊢ b �

in iCPL translates into a typing derivation �Π of sΓ ⊢ CΠ :

b s� in C_
{}
→ , with FN(CΠ) ⊆ FN(b), by induction on Π.

Notice that we exploit a special constant c to translate the
rule (⊥).

Γ ⊢- C : c s b � c
(�)

Γ ⊢- C : b s

Moreover, the rule (→E) translates as CbN application CD,
while the rule (CE) translates as CbV application {C}D.

As required by the CHC, normalization steps of iCPL0 are
simulated by _{}-reductions:

Proposition 5.4 (Stability Under Normalization). If Π {
Π
′, then CΠ _∗

{}
CΠ

′
.

Proof sketch. Thenormalization steps in Fig. ?? translate into
the following reductions:

(_GC
@s� .CΠ)a0.CΣ _V CΠ [a0.CΣ/G]

{_Gs� .CΠ}a0.CΣ _p{} a0.(_G
s� .CΠ)CΣ _V a0.CΠ [CΣ/G]

All other normalization steps translate into_p{}-reductions.
�

Notice that the normalization step (→I/→E) translates
into CbN reduction (i.e. plain V-reduction): the “choice”a0.CΣ

is directly substituted, and thus possibly duplicated; instead
the (CI/CE) translates into CbV reduction (i.e. (af) followed
by V-reduction): the generator a0 is first permuted down
and only CΣ is substituted.
By observing that the only use of (∨) coming from the

translation introduces a constant c, from Theorem 5.3 we
deduce, as promised, the following:

Corollary 5.5. iCPL0 is strongly normalizing.

6 From Type Soundness to Type
Completeness: Intersection Types

In this section we first show that derivations in C_→ and

C_
{}
→ provide sound approximations of HNV(C) and NF(C).

In order to achieve completeness, we then introduce an ex-
tension C_→,∩ of C_→ with intersection types and show
that this system fully captures both deterministic and prob-
abilistic notions of termination for ΛPE.

6.1 From Types to Probability

We already observed, through examples, that if a term C has

a type like, e.g. C
1
2 (> ⇒ >), then C has one chance over two

of yielding a “correct” program for > ⇒ > . The result below
makes this intuition precise, by showing that the probabili-

ties derived in C_→ and C_
{}
→ are lower bounds for the func-

tion HNV_(C), that is, for the actual probability of finding
a head normalizable term in the distribution DC .

Theorem 6.1. If ⊢C_→ C : ⊤ C
@f , then HNV_(C) ≥ @. If

⊢
C_

{}
→
C : ⊤ C

@1∗···∗@=f , then HNV_(C) ≥
∏=
8=1 @8 .

What about reduction to normal form, i.e. the function
NF_(C)? A result like Theorem 6.1 cannot hold in this case.
Indeed, consider the term C = _~.~(� ⊕8 Ω). While NF(C) =
1
2 , C_

{}
→ types C with s = C

1 (C1(C
1
2f ⇒ f) ⇒ f), with

f = > ⇒ > . The problem in this example is that the type

s contains the “unbalanced” assumption C
1 (C

1
2f ⇒ f) (in

logical terms,C
1
2� → C

1�), i.e. it exploits the assumption of
the existence of a function turning a 1

2 -correct input into a
1-correct output. Notice that such a function 5 can only be
one that erases its input, and these are the only functions
such that C 5 can reduce to a normal form.
Nevertheless, soundness with respect to NF(C) can be proved,

for C_→, by restricting to those types not containing such
“unbalanced” assumptions, i.e. to typeswhose programs can-
not increase probabilities.

Definition 6.2. A type C@ (s1 ⇒ . . . ⇒ s= ⇒ >) of C_→ is
balanced if all s8 are balanced and @ ≤

∏=
8=1⌈s8⌉ (where for

any type s = C
@f , ⌈s⌉ = @).
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~ : C@ (> ⇒ >), G : C@> ⊢ ~ : ⊤ C
@ (> ⇒ >)

~ : C@ (> ⇒ >), G : C@> ⊢ ~ : ⊤ C
@ (> ⇒ >) ~ : C@ (> ⇒ >), G : C@> ⊢ G : ⊤ >

(@)
~ : C@ (> ⇒ >), G : C@> ⊢ ~G : ⊤ C

@>
({})

~ : C@ (> ⇒ >), G : C@> ⊢ {~}(~G) : ⊤ C
@∗@>

(_)
⊢ 2CbN : ⊤ C

@∗@ (C@ (> ⇒ >) ⇒ (> ⇒ >))
...

~ : C@ (> ⇒ >) ⊢ 2 : ⊤ (> ⇒ >) ⇒ (> ⇒ >) ~ : C@ (> ⇒ >) ⊢ ~ : ⊤ C
@ (> → >)

({})
~ : C@ (> ⇒ >) ⊢ {2}~ : ⊤ C

@ (> ⇒ >)
(_)

⊢ 2CbV : ⊤ C
@ (C@ (> ⇒ >) ⇒ (> ⇒ >))

Figure 6. Typing of CbN and CbV Church numerals in C_
{}
→ .

(id)
Γ,� ⊢ b � ↦→ (id)

sΓ, G : s� ⊢ G : b s�

b � ⊥ (⊥)
Γ ⊢ b �

↦→
b � ⊥ (∨)

sΓ ⊢ c : b s�

Π

Γ ⊢ c �

Π
′

Γ ⊢ d � b � (c∧x80) ∨ (d∧ ¬x80) (m)
Γ ⊢ b �

↦→

�Π

sΓ ⊢ CΠ : c �

�Π
′

sΓ ⊢ CΠ
′
: d � b � (c∧x80) ∨ (d∧ ¬x80) (⊕)

sΓ ⊢ C
Π ⊕80 C

Π
′
: b s�

Π

Γ, � ⊢ b �
(→I)

Γ ⊢ b (� → �)

↦→

�Π

sΓ, G : s� ⊢ CΠ : b s� (_)
sΓ ⊢ _G.CΠ : b (s�→�)

Π

Γ ⊢ b (� → C
®@�)

Σ

Γ ⊢ b �
(→E)

Γ ⊢ b C
®@�

↦→

�Π

sΓ ⊢ CΠ : b C
®@ (s� → s�)

�Σ

sΓ ⊢ C
Σ : b s�

(@)
sΓ ⊢ CΠCΣ : b C

®@s�

Π

Γ ⊢ b∧ d � `(d) ≥ @
(CI)

Γ ⊢ b C
@�

↦→

�Π

sΓ ⊢ C
Π : b∧ d s� `(d) ≥ @

(`)
sΓ ⊢ a0.CΠ : b sC@�

Π

Γ ⊢ b C
@�

Σ

Γ,� ⊢ b C
®B�

(CE)
Γ ⊢ b C

@B
C
®B�

↦→
�Π

sΓ ⊢ CΠ : b C
@s�

�Σ

sΓ, G : s� ⊢ CΣ : b C
®Bs� (_)

sΓ ⊢ _G.CΣ : b C
®B (s� ⇒ s�)

({})
sΓ ⊢ {_G.CΣ}CΠ : b s

C@BC®B�

Figure 7. Translation Π ↦→ �Π from NDiCPL0 to C_
{}
→ .

Theorem 6.3. If ⊢ C : ⊤  C
@f holds in C_→, where f is

balanced, then NF_(C) ≥ @.

Theorems 6.1 and 6.3 are proved by adapting the stan-
dard technique of reducibility predicates to the quantitative
notion of probabilistic normal form (for further details, see
App. E).

6.2 From Probability to (Intersection) Types

To achieve a type-theoretic characterization of HNV_(C)
and NF_(C), we introduce an extension of C_→ with inter-
section types. Like those of C_→, the types of C_→,∩ are of
the form s = C

@f , but f is now defined as:

f ::= > | n | hn | M ⇒ f M ::= [s, . . . , s]

where [01, . . . , 0=] indicates a finite set. WhileM intuitively
stands for a finite intersection of types, the new ground

types n and hn basically correspond to the types of normal-
izable and head-normalizable programs.
We introduce a preorder f � g over types by U � U ,

for U = >, n, hn, C@f � C
Bg if @ ≤ B and f � g , and

(M ⇒ f) � (N ⇒ g) if f � g and N �∗ M, where
[s1, . . . ,s=] �

∗ [t1, . . . , t<] holds is there exists an injective
function 5 : {1, . . . ,<} → {1, . . . , =} such that s5 (8) � t8 .

A type judgment of C_→,∩ is of the form Γ ⊢- C : b s,
where Γ is made of declarations of the form G8 : M8 . The
typing rules of C_→,∩ are illustrated in Fig. 8. We omit the
(∨)- and (⊕)-rules, which are as in C_→. In the rule (`Σ) it is
assumed that 0 does not occur in b, is the only name in the
d8 , and that for 8 ≠ 9 , d8 ∧ d9 � ⊥.
The two rules (hn) and (n) are justified by Proposition 6.5

and Theorem 6.6 below. As rule (n) must warrant a bound
on normal forms, following Theorem 6.3, f has to be safe,
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Identity rule:

s8 � t FN(b) ⊆ -
(id�)

Γ, G : [s1, . . . ,s=] ⊢
- G : b t

Ground types rules:

Γ ⊢- C : b C
@f (hn)

Γ ⊢- C : b C
@hn

Γ ⊢- C : b C
@f f safe (n)

Γ ⊢- C : b C
@n

Arrow rules:

Γ, G : M ⊢- C : b C
@g

(_)
Γ ⊢- _G.C : b C

@ (M ⇒ g)

Γ ⊢- C : b C
@ ( [s1, . . . ,s=] ⇒ g)

{
Γ ⊢- D : b s8

}
8=1,...,=

(@∩)
Γ ⊢- CD : b C

@g

Counting rule:{
Γ ⊢-∪{0} C : b∧ d8  C

@8f
}
8=1,...,=+1

`(d8 ) ≥ B8
(`Σ)

Γ ⊢- a0.C : b C
∑
8 @8B8f

Figure 8. Typing rules of C_→,∩.

i.e. balanced3 and {[], hn}-free. The rule (@∩) is a standard
extension of rule (@) of C_→ to finite intersections.
The counting rule (`Σ) requires some discussion. The rule

admits =+1 major premisses expressing typings for C which
depend on pairwise disjoint events (the Boolean formulas
d8 ). This is needed to cope with situations as follows: let

C [0, 1] =
(
(� ⊕1

1 Ω) ⊕
0
1 Ω

)
⊕0
0

(
Ω ⊕0

1 �
)

C [0, 1] can be given type f = (C1>) ⇒ > under either of
the two disjoint Boolean constraints d1 := x0

0 ∧ (x0
1
∧x1

1
)

and d2 := ¬x0
0 ∧ ¬x0

1
. In C_→, the best we can achieve

to measure the probability that a0.a1.C [0, 1] has type f is 1
4 .

Indeed, the rule (`′) forces us to approximate `(x0
1
∧ x1

1
)

and `(¬x1
1
) to a common lower bound, i.e. 1

4 , in order to
apply a (∨)-rule as illustrated in Fig. 9. Instead, using (`Σ)
we can compute (again, see Fig. 9), the actual probability
`(x0

0)`(x
0
1
∧x1

1
) + `(¬x0

0)`(¬x
0
1
) = 1

2 ·
1
4 +

1
2 ·

1
2 = 3

8 .
Thanks to the rule (`Σ), the generalized counting rule (`

∗)
below becomes admissible in C_→,∩:

Γ ⊢{01,...,0= } C : b C
@f (`∗)

Γ ⊢∅ a01 . . . . .a0= .C : ⊤ C
@ ·` (b)f

This rule plays an essential role in the completeness results
below, together with the standard result that both subject

reduction and subject expansion hold for intersection types.

Proposition 6.4 (Subject Reduction/Expansion). If Γ ⊢- C :
b s and either C _ D or D _ C , then Γ ⊢- C : b s.

We will now discuss how typings in C_→,∩ capture both
deterministic and probabilistic properties of terms. First we

3Definition 6.2 extends to the types of C_→,∩ by letting ⌈hn⌉ = ⌈[] ⌉ = 0,

⌈n⌉ = 1 and ⌈[s1, . . . , s=+1] ⌉ = max{ ⌈s8 ⌉ }.

have the following facts, which show that the types hn and
n capture deterministic termination.

Proposition6.5 (Deterministic Completeness). For any closed
term C ,

(i.) C is head-normalizable iff ⊢¬∨ C : ⊤ C
1hn;

(ii.) C is normalizable iff ⊢¬∨ C : ⊤ C
1n.

(iii.) C is strongly normalizable iff ⊢¬∨ C : ⊤  C
1n and all

types in the derivation are safe.

Proof sketch. Using standard intersection types arguments,
it is shown that ⊢¬∨ C : ⊤  C

1hn holds for any head-
normal C . The first half of (i.) is deduced then using Proposi-
tion 6.4. The second half follows from a normalization argu-
ment similar to that of Theorem 5.3. Cases (ii.) and (iii.) are
similar. �

The probabilistic normalization theorems 6.1 and 6.3 (which
extend smoothly to C_→,∩) ensure that if C has type C

@hn

(resp. C@n), then HNV_ (C) ≥ @ (resp. NF_(C) ≥ @). Con-
versely, HNV_(C) and NF_(C) can be bounded by means
of derivations in C_→,∩, in the following sense:

Theorem 6.6 (Probabilistic Completeness). For any closed

term C ,

HNV_(C) = sup{@ | ⊢ C : ⊤ C
@hn}

NF_(C) = sup{@ | ⊢ C : ⊤ C
@n}

Proof sketch. Suppose w.l.o.g. that C = a01 . . . . .a0: .C
′. For

any D ∈ HNV such that DC (D) > 0, we can deduce ⊢ D :
⊤  hn. The sequence of probabilistic choices leading to
D is finite, and thus captured by a Boolean formula bC ↦→D .
Using subject reduction/expansion we thus deduce ⊢ C ′ :
bC ↦→D  hn. Hence, for any finite number of head nor-
mal forms D1, . . . , D=, we deduce ⊢ C

′ : bC ↦→D8  hn. Using
(∨) and the generalized counting rule (`∗) we deduce then
⊢ C : ⊤ C

Bhn, where B =
∑=
8=1 `(bC ↦→D8 ) = `(

∨=
8=1 bC ↦→D8 ).

The argument for NF(C) is similar. �

7 Related Work

As discussed in the introduction, our results provide the first
clear correspondence between a proof system and a proba-
bilistic extension of the _-calculus. This is not to say that
our logic and calculi come from nowhere.
Different kinds ofmeasure-theoretic quantifiers have been

investigated in the literature, with the intuitive meaning of
“� is true for almost all G”, see [41, 51] andmore recently [39,
40], or “� is true for the majority of G” [44, 58, 59]. Our use
of the term “counting quantifier” comes from [2], where an
extension of classical propositional logic with such quanti-
fiers is studied and related toWagner’s counting operator on
classes of languages [53–55]. To our knowledge, the present
work is the first to apply some form of measure quantifier
to typed probabilistic functional programs.
Despite the extensive literature on logical systems enabling

(in various ways and for different purposes) some forms of
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Γ ⊢{0,1 } C [0, 1] : x0
0 ∧ (x0

1
∧x1

1
)  C

1f `(x0
1
∧x1

1
) ≥ 1/4

(`′)
Γ ⊢{0} a1.C [0, 1] : x0

0  C
1
4f

Γ ⊢{0,1 } C [0, 1] : ¬x0
0 ∧ ¬x0

1
 C

1f `(¬x0
1
) ≥ 1/4

(`′)
Γ ⊢{0} a1.C [0, 1] : ¬x0

0  C
1
4f (∨)

Γ ⊢{0} a1.C [0, 1] : x0
0 ∨ ¬x0

0  C
1
4f `(x0

0 ∨ ¬x0
0) ≥ 1

(`′)
Γ ⊢∅ a0.a1.C [0, 1] : ⊤ C

1
4f

Γ ⊢{0,1 } C [0, 1] : x0
0 ∧ (x0

1
∧x1

1
)  C

1f `(x0
1
∧x1

1
) ≥ 1/4

(`Σ)
Γ ⊢{0} a1.C [0, 1] : x0

0  C
1
4f

Γ ⊢{0,1 } C [0, 1] : ¬x0
0 ∧ ¬x0

1
 C

1f `(¬x0
1
) ≥ 1/2

(`Σ)
Γ ⊢{0} a1.C [0, 1] : ¬x0

0  C
1
2f `(x0

0), `(¬x
0
0) ≥ 1/2

(`Σ)
Γ ⊢∅ a0.a1.C [0, 1] : ⊤ C

1
4 ·

1
2+

1
2 ·

1
2f

Figure 9. Comparing probabilities derived with the rules (`′) and (`Σ).

probabilistic reasoning, there is not much about logics tied
to computational aspects, as iCPL is. Most of the recent log-
ical formalisms have been developed in the realm of modal
logic, like e.g. [4–6, 22, 29, 30, 42, 43]. Another class of prob-
abilistic modal logics have been designed to model Markov
chains and similar structures [31, 36, 37]. With the sole ex-
ception of Riesz modal logic [23], we are not aware of se-
quent calculi for probability logic.
Intuitionistic modal logic has been related in the Curry-

Howard sense to monadic extensions of the _-calculus [1,
7, 12, 18, 60]. Nevertheless, in these correspondences modal
operators are related to qualitative properties of programs
(typically, tracing algebraic effects), as opposed to the quan-
titative properties expressed by counting quantifiers. Our
Kripke structures for iCPL can be related to standard Kripke
structures for intuitionistic modal logic [46, 49]. These are
based on a set, with two pre-order relations ≤ and ' en-
joying a suitable “diamond” property '; ≤ ⊆ ≤;'. We obtain
a similar structure by taking worlds to be pairs F,l made
of a world and an outcome from the Cantor space, with
(F,l) � (F ′, l) wheneverF ≤ F ′, and (F,l)'(F,l +l ′).
The clause for C@� can then be seen as a quantitative vari-
ant of the corresponding clause for ^�. This is not very sur-
prising, given the similarity between the introduction and
elimination rules for C@ and those for ^, see e.g. [1, 7].
On the other hand, quantitative semantics arising from

linear logic have been largely used in the study of proba-
bilistic _-calculi, e.g. [14, 19, 21]. Notably, probabilistic co-
herence spaces [19, 20, 27] have been shown to provide a
fully abstract model of probabilistic PCF. While we are not
aware of correspondences relating probabilistic programs
with proofs in linear logic, it seems that the proof-theory
of counting quantifiers could be somehow related to that
of bounded exponentials [17, 28] and, more generally, to the
theory of graded monads and comonads [10, 24, 33, 34].
The calculusΛPE derives from [16], which also introduces

a simple type system ensuring strong normalization, although
the typings do not provide any quantitative information. Be-
yond this, several type systems for probabilistic _-calculi
have been introduced in the recent literature. Among these,
systems based on type distributions [15], i.e. where a single
derivation assigns several types to a term, each with some
probability, and systems based on oracle intersection types

[9], where type derivations capture single evaluations as de-
termined by an oracle. Our type systems sit in between these
two approaches: like the first (and unlike the second), typing
derivations can capture a finite number of different evalua-
tions, althoughwithout using distributions of types; like the
second, typings reflect the dependency of evaluation on ora-
cles, although the latter are manipulated in a collective way
by means of Boolean constraints.
Finally, in [57] dependent type theory is enriched with a

probabilistic choice operator, yielding a calculus with both
term and type distributions. Interestingly, a fragment of this
system enjoys a sort of CHC with so-called Markov Logic

Networks [48], a class of probabilistic graphical models spec-
ified by means of first-order logic formulas.

8 Conclusions

The main contribution of this work consists in defining a
Curry-Howard correspondence between a logic with count-
ing quantifiers and a type system that expresses probability
of termination. Moreover, in analogy with what happens
in the deterministic case, extending the type system with
an intersection operator leads to a full characterization of
probability of termination. Even though intersection types
do not have a clear logical counterpart, the existence of this
extension convinces us that the correspondence introduced
is meaningful. The possibility of defining a Curry-Howard
correspondence relating algebraic effects, on the program
side, with a modal operator, on the logic side, is certainly
not surprising. Instead, it seems to us that the new and sur-
prising contribution of this work is showing that the pecu-
liar features of probabilistic effects can be managed in an
elegant way using ideas coming from logic.
Among themany avenues of research that thiswork opens,

the study of the problem of type inference must certainly be
mentioned, as well as the extension of the correspondence
to polymorphic types or to control operators. Particularly
intriguing, then, is the possibility of studying the system of
intersection types introduced to support the synthesis, al-
ways in analogy with what is already known in determinis-
tic calculations.
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A Details about Intuitionistic Counting Propositional Logic

In this section we introduce a proof-system NDiCPL for iCPL and describe the correspondence between proofs in iCPL and
families of proofs iCPL0; then, we establish the soundness and completeness ofNDiCPL with respect to iCPL-structures. Finally,
we provide some more details about normalization in the “computational fragment” iCPL0, and we describe an alternative
“CbN” proof-system for iCPL0, whose derivations can be decorated with terms of ΛPE, yielding a CHC with the type system
C_→.

A.1 The Proof-Theory of iCPL.

The natural deduction system NDiCPL for iCPL is formed by the rules illustrated in Fig. 10, with the following proviso:
• it is everywhere assumed that in a sequent Γ ⊢ �, FN(Γ), FN(�) ⊆ - ;
• in the rule (CI) and (CE3) it is assumed that FN(d) ⊆ {0}.

together with all instances of the two axiom schema below:

C
@
0 (� ∨ �) → � ∨ (C

@
0�) (0 ∉ FN(�)) (C∨)

¬C
@
0b (FN(b) ⊆ {0}, `(b) < @) (C⊥)

As usual, we take ¬� as an abbreviation for � ⊃ ⊥.
We let ND−

iCPL indicate NDiCPL without (C∨) and (C⊥).

Remark 1. The reason for distinguishing between the systems NDiCPL and ND
−
iCPL is somehow analogous to what happens in

intuitionistic modal logic (IML). Indeed, standard axiomatizations of IML include two axioms

^(� ∨ �) → ^� ∨ ^� (^∨)

¬^⊥ (^⊥)
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Classical Identity

(Cid)
Γ ⊢ x80 ∨ ¬x80

Intuitionistic Identity

(Iid)
Γ, � ⊢ �

Logical Rules

(⊤I)
Γ ⊢ ⊤

Γ ⊢ ⊥ (⊥E)
Γ ⊢ �

Γ ⊢ � Γ ⊢ � (∧)I
Γ ⊢ � ∧ �

Γ ⊢ � ∧ � (∧E1)
Γ ⊢ �

Γ ⊢ � ∧ � (∧E2)
Γ ⊢ �

Γ ⊢ � (∨I1)
Γ ⊢ � ∨ �

Γ ⊢ � (∨I2)
Γ ⊢ � ∨ �

Γ ⊢ � ∨ � Γ,� ⊢ � Γ, � ⊢ �
(∨E)

Γ ⊢ �

Γ, � ⊢ �
(→I)

Γ ⊢ � → �
Γ ⊢ � → � Γ ⊢ � (→E)

Γ ⊢ �

Counting Rules

Γ,d ⊢ � `(d) ≥ @
(CI) 0 ∉ Γ

Γ ⊢ C
@
0�

Γ ⊢ C
@
0� (CE1) 0 ∉ �

Γ ⊢ �

Γ ⊢ C
@
0� Γ, � ⊢ �

(CE2) 0 ∉ Γ

Γ ⊢ C
@B
0 �

Figure 10. Rules of NDiCPL.

which do not have a clear computational interpretation. Instead, a Curry-Howard correspondence can be defined for an axioma-

tization of IML (usually referred to as constructive modal logic) which does not include these two axioms.

In a similar way, we will show that provability in ND
−
iCPL corresponds, under the decomposition provided by Lemma 3.3 to

provability in the Curry-Howard proof-system NDiCPL0 , while axioms (C∨) and (C⊥) cannot be similarly interpreted.

A formula � of iCPL is purely classical if � contains no intuitionistic propositional variable, and purely intuitionistic if �
contains no classical propositional variable.
Let us list a few properties of iCPL.

Lemma A.1. For any purely Boolean formula b, ⊢ b is derivable in NDiCPL iff b is a tautology.

Lemma A.2. The following are theorems of iCPL:

(i.) C
@
0⊥ ↔ ⊥ and C

@
0⊤ ↔ ⊤;

(ii.) if 0 ∉ FN(�), C
@
0 (� → �) → (� → C

@
0�).

(iii.) if 0 ∉ FN(�), C
@
0 (� ∧ �) ↔ � ∧ C

@
0�.

iv. if 0 ∉ FN(�), then C
@
0� ↔ �.

Lemma A.3. For any Boolean formula b with FN(b) ⊆ {0}, C
@
0b∨ (¬C

@
0b) is provable.

Proof. Two possibilities arise: if `(b) ≥ @, then from b ⊢ bwe deduce, by (CI), ⊢ C
@
0b as well as ⊢ C

@
0b∨ (¬C

@
0b). if `(b) > @,

then we deduce, using axiom C⊥, ⊢ ¬C
@
0b, as well as ⊢ C

@
0b∨ (¬C

@
0b). �

A.2 Relating iCPL and iCPL0.

Let us first provide a complete proof of the decomposition lemma (Lemma 3.3).
For any formula� and 1 ∈ {0, 1}, let ¬1� indicate the formula� if 1 = 0 and ¬� if 1 = 1. For any l ∈ (2N)A, let the theory

of l be the following set of Boolean formulas:

Th(l) = {¬(1−l (0) (8))x80 | 0, 8 ∈ N}

Moreover, for all  ∈ N and finite set - , let Th - (l) be the Boolean formula below

Th - (l) =
∧

0∈�,8≤ 

¬(1−l (0) (8))x80

Observe that the formula Th 
-
(l) only depends on a finite amount of information ofl , namely, on the unique E ∈ (2{1,..., })-

such that E (0) (8) = l (0) (8). When E is clear from the context, we will indicate Th - (l) simply as Th(E).
The decomposition lemma can be reformulated then as follows:
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Lemma A.4 (decomposition lemma, syntactic formulation). For any formula � of iCPL there exist intuitionistic formulas �E ,

where E varies over all possible valuations of the Boolean variables in �, such that ⊢ � ↔
∨
E Th(E) ∧�E .

Proof. The formula �E is defined by induction on � as follows:
• if � = ⊤, � = ⊥, or � = p, then �E = �;
• if � = x80 , then �E = ⊤ if E (0) (8) = 1, and �E = ⊥ if E (0) (8) = 0;
• if � = �2� , where 2 = ∧,∨,→, then �E = �E2�E ;
• if � = C

@
0�, then we consider two cases:

• if 0 does not occur in �, then we let �E := �E ;
• if 0 does occur in �, then for all valuation F of the variables of name 0 in �, we can suppose that the formulas �E+F
are well-defined. We let then �E = C

@
0

∨
F �E+F .

Let us show that for any formula � and valuation E of its Boolean variables, Th(E) ⊢iCPL � ↔ �E . We argue by induction
on�. Indeed, the only non-trivial case is that of� = C

@
0�. If 0 does not occur in �, then we can conclude by the IH. Otherwise,

by the IH we have that for any valuation F of the Boolean variables of � of name 0, Th(E + F) ⊢ � ↔ �E+F . Using the fact
that

∨
F Th(F) is provable and that Th(E +F) ↔ (Th(E) ∧ Th(F)), we deduce then Th(E) ⊢ � ↔

∨
F �E+F , from which we

can deduce Th(E) ⊢ � ↔ �E .
Using Th(E) ⊢ � ↔ �E and ⊢

∨
E Th(E), we can conclude ⊢ � ↔

∨
E Th(E) ∧ �E .

�

If � is a formula of iCPL containing no Boolean variable, we let |�| indicate the corresponding formula of iCPL0 obtained
by deleting names from counting quantifiers, i.e. replacing C

@
0 by C

@ .
In the following, we consider as NDiCPL0 the proof-system obtained by enriching the rules from Section 3 with all stan-

dard rules for intuitionistic connectives (straightforwardly adapted to the sequents of NDiCPL0 by adding everywhere a fixed
Boolean formula · · · ⊢ b . . . ).

Lemma A.5. In NDiCPL0 , if Γ ⊢ b∧ c �, where b∧ c is satisfiable, then Γ ⊢ b �.

Proof. By induction on the rules of NDiCPL0 .
�

The following result describes the correspondence between the proof-theories of iCPL and iCPL0.

Proposition A.6. Γ ⊢ND−
iCPL

� iff for all valuations E , |ΓE | ⊢NDiCPL0
Th(E)  |�E |.

Proof. The if part follows from the decomposition lemma (Lemma 3.3) and from the fact that |Γ | ⊢NDiCPL0
b  |�| implies

Γ, b ⊢ND−
iCPL

� (easily checked by induction on the rules of NDiCPL0 ).
For the only-if part we argue by induction on the rules of NDiCPL. All propositional cases are straightforward, so we only

focus here on the rules for counting quantifiers.

(CI)

Γ,d ⊢ � `(d) ≥ @

Γ ⊢ C
@
0�

↦→

{
|ΓE | ⊢ Th(E) ∧ Th(F)  |�E+F |

(∨I)
|ΓE | ⊢ Th(E) ∧ Th(F) 

∨
F |�E+F |

}
F�d

(m)
|ΓE | ⊢ Th(E) ∧ d

∨
F |�E+F | `(d) ≥ @

(CI)
|ΓE | ⊢ Th(E)  | (C

@
0�)E |

(CE)1 Since 0 ∉ FN(�), it follows that (C
@
0�)E = �E , so we can conclude by the IH.

(CE)2

Γ ⊢ C
@
0 Γ, � ⊢ �

Γ ⊢ C
@B
0 �

↦→

|ΓE | ⊢ Th(E)  | (C
@
0�)E |




|ΓE |, |�E+F | ⊢ Th(E) ∧ Th(F)  |�E+F |
[Lemma A.5]

|ΓE |, |�E+F | ⊢ Th(E)  |�E+F |
(∨I)

|ΓE |, |�E+F | ⊢ Th(E)  (
∨
F |�E+F |)


F

(∨E)
|ΓE |,

∨
F |�E+F | ⊢ Th(E)  (

∨
F |�E+F |)

(CE)
|ΓE | ⊢ Th(E)  | (C

@B
0 �)E |

�

A.3 Normalization in ND
−
iCPL.

It is possible to define a normalization procedure for ND−
iCPL. Cuts formed by propositional intro-elim rules are reduced as in

standard intuitionistic logic. The cuts formed by counting rules are reduced as follows:
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(CI/CE1)

Π

Γ,d ⊢ � `(d) ≥ @
(CI)

Γ ⊢ C
@
0� (CE)1

Γ ⊢ �

{
Π
∗

Γ ⊢ �

where the derivation Π
∗ is obtained from Lemma A.7 below, easily established by induction.

Lemma A.7. If Γ, b ⊢ � is derivable in ND
−
iCPL, where FN(b) ⊆ {0}, and 0 does not occur in either Γ nor �, then Γ ⊢ � is

derivable with a derivation of same length and using the same rules.

(CI/CE2)

Π

Γ,d ⊢ � `(d) ≥ @
(CI)

Γ ⊢ C
@
0�

Σ

Γ,� ⊢ �
(CE)2

Γ ⊢ C
@B
0 �

{

Π

Γ,d ⊢ �
Σ

Γ,� ⊢ �
(subst)

Γ,d ⊢ � `(d) ≥ @B
(CI)

Γ ⊢ C
@B
0 �

where the admissibility of the rule (subst) is easily checked by induction.
The proof of Theorem A.6 yields a way to associate each proof Π of Γ ⊢ � in ND

−
iCPL with a family of proofs ΠE of

|ΓE | ⊢ Th(E)  |�E | in ND
−
iCPL0

. This association preserves normalization in the following sense:

Lemma A.8. For any two proofs Π, Σ of Γ ⊢ � in ND
−
iCPL and any valuation E of the Boolean variables in Γ and �, if Π {∗

Σ,

then ΠE {
∗
ΣE.

The lemma above, easily checked, can be used to deduce the strong normalization of ND−
iCPL from that of NDiCPL0 :

Theorem A.9. ND−
iCPL is strongly normalizing.

A.4 Soundness and Completeness of NDiCPL.

Let us first establish a few properties of Kripke Semantics. For this we first need to recall a fundamental property of Borel
sets.
For any Borel set ( ∈ B-∪. and l ∈ (2N)- , let

Π
l (() = {l ′ ∈ (2N). | l + l ′ ∈ (} ⊆ (2N)-

Notice that Πl (() is an analytic set and needs not be Borel. However, since the Lebesgue measure is defined on all analytic
sets, the values `(Πl (()), for ( Borel (or more generally, analytic), are always defined. Moreover the following holds:

Lemma A.10. [[? ], Theorem 14.11 + Theorem 29.26] For any ( ∈ B-∪. , with - ∩ . = ∅, and A ∈ [0, 1], {l ∈ (2N)- |

`(Π5 (()) ≥ A } ∈ B- .

For any ( ⊆ B- and . ⊇ - , let (↑. := ( × (2N).−- .
Using LemmaA.10we can show that for any iCPL-structureM= (,, �, i) andworldF ∈, , the set of functionsl ∈ (2N)-

such thatF,l -
M
� is a Borel set.

Lemma A.11. Given a iCPL-structure M = (,,�, i), for any finite set - ,F ∈, and formula � with FN(�) ⊆ - , the set

modM(�,-,F) = {l ∈ (2N)- | F,l -M �}

is Borel.

Proof. We argue by induction on �:
• if � = ⊥, then modM(�,-,F) = ∅ is Borel; similarly, if � = ⊤, then modM(�,-,F) = (2N)- is Borel;
• if � = x80 , then modM(�,-,F) is the cylinder {5 | 5 (0) (8) = 1}, so it is Borel;
• if � = p, then modM(�,-,F) is either (2N)- or the empty set, which are both Borel;
• if � = � ∧� , then modM(�,-,F) = modM(�, -,F) ∩modM(�,-,F), so we conclude by the I.H.;
• if � = � ∨� , then modM(�,-,F) = modM(�, -,F) ∪modM(�,-,F), so we conclude by the I.H.;

• if � = � → � , then modM(�,-,F) =
⋂
F′�F modM(�, -,F ′) ∪ modM(�,-,F ′) is, by the I.H., a countable intersection

of Borel sets, so it is Borel;
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• if � = C
@
0�, then by the I.H. , for allF ′ ∈, , modM(�, - ∪ {0},F ′) is Borel; using Lemma A.10 we then have that the set

modM(�,-,F) =
⋂
F′�F

{
l ∈ (2N)- | ` (Πl (modM(�,- ∪ {0}, F ′))) ≥ @

}
is Borel.

�

Lemma A.12 (monotonicity). IfF,l -
M
� and F � F ′, thenF ′, l -

M
�.

Proof. We argue by induction on �.
If � = p the claim follows from the fact that i(p) is an upper set;
If � = x80 the claim is immediate.
If � = � ∧� , the claim follows from the I.H.
If � = � → � and F,l -

M
�, then for all F ′′ � F , F ′′, l -

M
� implies F ′′, l -

M
� . Hence, in particular, for all

F ′′ � F ′ � F , F ′′, l -
M
� implies F ′′, l -

M
� , and thusF ′, l -

M
�.

If � = C
@
0� then by the I.H. for all l ′ ∈ 2N,F,l +l ′


-∪{0}

M
� implies that for allF ′ � F ,F ′, l +l ′


-∪{0}

M
�; we deduce

then that for for all F ′ � F , for all F ′′ � F ′ � F , the set
{
l ′ ∈ 2N | F ′′, l + l ′


-∪{0}

M
�
}
has measure ≥ @, which implies

F ′, l -
M
�. �

Lemma A.13. Let M = 〈,,�, U〉 be a iCPL-structure. For any finite set - and 0 ∉ - , for all D ∈, and b ∈ B- , and for any

formula � ∈ Formulae- , if D, l 
-
M
� holds, then D, l ′


-∪{0}

M
� holds for any l ′ ∈ {l}↑-∪{0} .

Proof. By induction on the rules. �

Lemma A.14. Let M = 〈,,�, i〉 be a iCPL-structure. For any finite set - , 0 ∉ - , formula � ∈ Formulae- , @ ∈ (0, 1] and
l ∈ B- ,

F,l -M C
@
0� ⇒ F,l -M �

Proof. F ′, l -
M

C
@
0� implies that `({l ′ ∈ 2N | D, l + l ′


-∪{0}

M
�}) ≥ @ > 0. From D, l + l ′


-∪{0}

M
� one can deduce by

induction on � that D, l -
M
�. Since there exists at least one such 5 , we conclude that D,l -

M
� holds.

�

We are now in a position to establish, by induction on the rules, the soundness of NDiCPL.

Proposition A.15 (soundness). If Γ ⊢NDiCPL
�, then Γ � �.

Proof. Let M= 〈,, �, i〉 be a iCPL-structure. We argue by induction on the rules of NDiCPL (selected rules):
• if the last rule is Γ, � ⊢ � , then for allF ∈, and l ∈ B- , if F,l 

-
M

Γ,�, thenF,l -
M
�.

• if the last rule is
Γ,d ⊢-∪{0} � `(d) ≥ @

Γ ⊢ C
@
0�

then by the I.H. together with Lemma A.12, for all F ∈ , , for all l ∈ B- and l ′ ∈ 2N, if F,l -
M

Γ and F,l ′

{0} d

(where the latter condition only depends on l ′), then for allF ′ � F , we haveF ′, l + l ′

-∪{0}

M
�.

Since `(d) ≥ @, we deduce that for allF ′ � F ,{
l ′ | F ′, l + l ′


-∪{0}

M
�
}

has measure greater than @, and we conclude then thatF,l -
M

C
@
0�.

• if the last rule is
Γ ⊢ C

@
0� Γ, � ⊢-∪{0} �

(CE1) 0 ∉ FN(Γ,�)
Γ ⊢ �

letF ∈, , l ∈ (2N)- andF,l -
M

Γ. By I.H. we deduce that the set

( :=
{
l ′ | F,l + l ′


-∪{0}

M
�
}

has measure greater than @ > 0, and it is thus non-empty. Let l ′ be an element of ( ; again, by the I.H. we deduce that

F,l + l ′

-∪{0}

M
�; since 0 ∉ FN(�), by Lemma A.14, we conclude then thatF,l -

M
� .
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• if the last rule is
Γ ⊢ C

@
0� Γ, � ⊢-∪{0} �

(CE2) 0 ∉ FN(Γ)
Γ ⊢ C

@B
0 �

letF ∈, , l ∈ (2N)- andF,l -
M

Γ. By I.H. we deduce that the set

( :=
{
l ′ | F,l + l ′


-∪{0}

M
�
}

has measure greater than @ ≥ @B and is contained in the set ( ′ :=
{
l ′ | F,l + l ′


-∪{0}

M
�
}
. We can conclude then that

F,l -
M

C
@B
0 � .

• Axiom (C∨) is valid: suppose F,l -
M

C
@
0 (� ∨ �), where 0 ∉ FN(�). Then the set {l ′ | F,l + l ′


-∪{0}

M
� ∨ �} has

measure greater than @. Observe thatF,l + l ′

-∪{0}

M
� holds iffF,l -

M
�; so supposeF,l -

M
� does not hold; then

for any l ′,F,l +l ′

-∪{0}

M
� does not hold, and thus the set {l ′ | F,l +l ′


-∪{0}

M
�} must have measure greater than

@. We have thus proved that eitherF,l -
M
� holds orF,l -

M
C
@
0� holds, and thus thatF,l - � ∨ C

@
0�.

• Axiom (C⊥) is valid: suppose FN(b) ⊆ {0} and `(b) < @; for any F ∈, , the set {l ′ | F,l ′ ⊢{0} b} coincides with JbK,
and has thus measure < @ by hypothesis; we deduce that for any F ′ ≥ F , F ′, ∗ ∅

M
C
@
0b does not hold, and we conclude

thatF, ∗ ∅
M

¬C
@
0b.

�

To prove the completeness theorem we first need to study provability in iCPL a bit further.

Definition A.16. For any formula � and finite set - , |�|- := max{8 | ∃0 ∈ - ∩ FN(�) s.t. x80 occurs in �}. We use |�| as a

shorthand for |�|FN(�) . For any l ∈ (2N)A, �l := Th
|� |

FN(�)
(l) → �.

We will exploit the following relativized version of the decomposition lemma (Lemma 3.3), which is proved in a similar
way:

Lemma A.17. Let � be a formula with FN(�) ⊆ - ∪ . , where - ∩ . = ∅. Then there exist formulas �-F , with FN(�-F) ⊆ - ,

where F ranges over the valuations of the variables of name in . in �, such that ⊢ � ↔ (
∨
F Th(F) ∧�-F).

Definition A.18. For each formula �, with FN(�) ⊆ {0}, let b� :=
∨
E{Th(E) | �E 0NDiCPL ⊥}.

From � ⊢
∨
E Th(E) ∧ �E and � ⊢ ¬Th(F) for all Th(F) not occurring in b�, we can deduce � ⊢ b�. The following result

shows that measuring the formula b� provides a test to know if C
@
0� is consistent:

Corollary A.19. Let � be a formula with FN(�) ⊆ {0}. Then for all @ ∈ (0, 1],

`(b�) < @ ⇒ C
@
0� ⊢ ⊥

Proof. The claim follows from the observation that � ⊢ b� by applying Axiom (C⊥) and the rule (CE2). �

Remark 2 (relativizing b� to l). Suppose � is a formula with FN(�) ⊆ - ∪ {0} (with 0 ∉ - ). Then for each l ∈ (2N)A, let
�-l be �-F , where F is the restriction of l to (2 |� |)- . Then, by applying the construction from Lemma A.17 to �-l we can define

a Boolean formula bl
�
with FN(bl

�
) ⊆ {0} such that Th

|� |
-

(l) ⊢ � → bl
�
and such that `(bl

�
) < @ ⇒ Th

|� |
-

(l) ⊢ ¬C
@
0�.

The proof of the completeness theorem relies on the construction of a suitable “canonical model” based on sets of formulas.
Let us first introduce some terminology. Let Γ be a (possibly infinite) set of formulas. We say that Γ is
• �-consistent if Γ 0 �;
• consistent if it is ⊥-consistent;
• super-consistent if for all l ∈ (2N)A, Th(l) ∪ Γ is consistent;
• closed if �1, . . . , �= ∈ Γ and �1, . . . , �= ⊢NDiCPL � implies � ∈ Γ, and if (d→ �)l ∈ Γ and `(d) ≥ @ then (C

@
0�)

l ∈ Γ.

Let Θ be the set of all super-consistent and closed sets of formulas Γ satisfying the following conditions, for all l ∈ (2N)A:

(� ∨ �)l ∈ Γ ⇒ �l ∈ Γ or �l ∈ Γ (∨-closure)

(C
@
0�)

l ∈ Γ ⇒ ∃d s.t. `(d) ≥ @ and (d→ �)l ∈ Γ (C-closure)

The fundamental ingredient for the completeness theorem is the lemma below, which will be used to lift any consistent set
of formulas to an element of Θ.
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Lemma A.20 (saturation lemma). Let Γ be a super-consistent set and let l0 ∈ (2N)A be such that Th(l0) ∪ Γ is �-consistent.

Then there exists a set Γ∗ ⊇ Γ such that Γ∗ ∈ Θ and Th- (l0) ∪ Γ
∗ is �-consistent.

Proof. Let us fix an enumeration (08 )8 ∈N of all names. For any ?,@ ∈ N, Let F?,@ be the set of all formulas � such that

FN(�) ⊆ {00, . . . , 0@−1} and |� | ≤ ? . Let us fix, for all ?,@ ∈ N an enumeration (�
?,@
= )=∈N of F?,@ .

For any natural number # , let [# ] := {0, . . . , # − 1}. Given ? ≤ ? ′ and @ ≤ @′, and finite matrices B ∈ (2[?+1]) [@+1]

B ′ ∈ (2[?
′+1]) [@

′+1] , let B ⊑ B ′ if for all 8 ≤ ? and 9 ≤ @ B ( 9 ) (8) = B ′( 9 ) (8). We will often indicate as ?B and @B the (unique)
natural numbers such that B ∈ (2[?+1]) [@+1] .
Moreover, for all l ∈ (2N)- , let B ⊑ l hold if for all 8 ≤ ?B and 9 ≤ @B , B ( 9 ) (8) = l (0 9 ) (8).
Observe that if B ⊑ l , Th(l) ⊢ Th(B).
For all ?, @ and B ∈ (2[?+1]) [@+1] , we define a set of formulas Γ 〈?,@,B 〉 ⊆ F?,@ such that for all ? ≤ ? ′ and @ ≤ @′, B ∈

(2[?+1]) [@+1] and B ′ ∈ (2[?
′+1]) [@

′+1] , B ⊑ B ′ implies Γ 〈?,@,B 〉 ⊆ Γ
〈?′,@′,B′ 〉 .

We let Γ 〈?,@,B 〉 :=
⋃
= Γ

〈?,@,B 〉
= , where the sets Γ

〈?,@,B 〉
= are defined by a triple induction on ?,@ and = as follows:

• if ? = @ = 0 and 1 = l0(0),

• Γ
〈0,0,1 〉
0 := Γ ∪ {¬(1−1)x0

0};

• Γ
〈0,0,1 〉
=+1 := Γ= ∪ {�0,0

= }, if this is �-consistent, and Γ
〈0,0,1 〉
=+1 := Γ

〈0,0,1 〉
= otherwise.

If 1 ≠ l0(0), the definition is the same, with ⊥ in place of �;

• if ? > 0 and @ = 0, Γ 〈?,0,B 〉 =
⋃
= Γ

〈?,0,B 〉
= , where if B ⊑ l0,

• Γ
〈?,0,B 〉
0 := Γ

〈?−1,0,B |?−1,0 〉 ∪ {¬(1−B (?) (0))x0
?};

• Γ
〈?,0,B 〉
=+1 := Γ

〈?,0,B 〉
= ∪ {�

?,0
= } if this is �-consistent, and Γ

〈?,0,B 〉
=+1 := Γ

〈?,0,B 〉
= otherwise;

and if B @ l0, the definition is similar, with ⊥ in place of �;

• if ? = 0 and @ > 0, Γ 〈0,@,B 〉 =
⋃
= Γ

〈0,@,B 〉
= , where if B ⊑ l0,

• Γ
〈0,@,B 〉
0 := Γ

〈0,@−1,B |0,@−1 〉 ∪ {¬(1−B (0) (@))x
@
0 };

• Γ
〈0,@,B 〉
=+1 := Γ

〈0,@,B 〉
= ∪ {�

0,@
= } if this is �-consistent, and Γ

〈0,@,B 〉
=+1 := Γ

〈0,@,B 〉
= otherwise;

and if B @ l0, the definition is similar, with ⊥ in place of �;

• if both ? > 0 and @ > 0, Γ 〈?,@,B 〉 =
⋃
= Γ

〈?,@,B 〉
= , where if B ⊑ l0,

• Γ
〈?,@,B 〉
0 := Γ

〈?−1,@,B |?−1,@ 〉 ∪ Γ
〈?,@−1,B |?,@−1 〉 ∪ {¬(1−B (?) (@))x

@
?};

• Γ
〈?,@,B 〉
=+1 := Γ

〈?,@,B 〉
= ∪ {�

?,@
= } if this is �-consistent, and Γ

〈?,@,B 〉
=+1 := Γ

〈?,@,B 〉
= otherwise;

and if B @ l0, the definition is similar, with ⊥ in place of �.
In the following, whenever this creates no confusion, we will indicate Γ 〈?,@,B 〉 simply as ΓB .
For all finite matrices B, B ′, the following hold:

a. Th(B) ⊆ Γ
B ;

b. if B ⊑ l0, Γ
B is �-consistent;

c. if B @ l0, Γ
B is consistent;

d. if B ⊑ B ′, ΓB ⊆ Γ
B′ ;

e. if ΓB ⊢ �, then for all C ⊒ B such that � ∈ F?C ,@C , � ∈ Γ
C .

Facts a.-d. are verified by construction, so we only prove e.: suppose there exist �1, . . . , �= ∈ Γ
B such that �1, . . . , �= ⊢NDiCPL

�

and let C ⊒ B be such that � ∈ F?C ,@C . Suppose � ∉ Γ
C : then for some : ∈ N, ΓC

:
∪ {�} ⊢ ⊥; yet, from d. it follows that

�1, . . . , �= ∈ Γ
C , and thus ΓC ⊢ ⊥, contradicting c.

Given matrices B1, . . . , B= ⊑ l , let
∨l {B1, . . . , B=} indicate the smallest sub-matrix of l extending all B1, . . . , B= (i.e. the

restriction of l to ? = max{?B1 , . . . , ?B= } and @ = max{@B1 , . . . , @B= }.
For any matrix B , let Γ†B = {�B | � ∈ Γ

B} = {Th(B) → � | � ∈ Γ
B}. Let Γ† =

⋃
B Γ

†B and let Γ∗ be the deductive closure of
Γ
†. We will establish the following properties of Γ∗:
U. Γ∗ is super-consistent;
V. Th(l0) ∪ Γ

∗ is �-consistent;
W . Γ ⊆ Γ

∗;
X. if �l ∉ Γ

∗ and �l = �B , then Th(B) ∪ Γ
∗ ∪ {�} ⊢ ⊥; moreover, if �l0 ∉ Γ

∗ and �l0 = �B , then Th(B) ∪ Γ
∗ ∪ {�} ⊢ �;

n. Γ∗ is ∨-closed;
[. Γ∗ is C-closed.
This will conclude the proof of the theorem.

Let us preliminarily observe that any formula �l can be written as �B for a unique B ⊑ l such that ?B = |� | and @B is
minimum with the property that FN(�) ⊆ {00, . . . , 0@B−1}.
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U. Let us show that Γ† is super-consistent. This immediately implies that Γ∗ is super-consistent too. Suppose Th(l) ∪Γ
† ⊢ ⊥;

then there exist B1, . . . , B= and �1 ∈ Γ
B1, . . . , �= ∈ Γ

B= , such that Th(l), �B11 , . . . , �
B=
= ⊢ ⊥; we can suppose w.l.o.g. that

B1, . . . , B= ⊑ l , since if B8 @ l , Th(l) ⊢ ¬Th(B8 ), and thus Th(l) ⊢ �B88 .
We have then �B88 = �l8 ; by letting B =

∨l {B1, . . . , B=} we thus have �B88 = �B8 and Th(B), �B1, . . . , �
B
= ⊢ ⊥, which implies

Th(B), �1, . . . , �= ⊢ ⊥, and since Th(B) ∪ {�1, . . . , �=} ⊆ Γ
B , we deduce ⊥ ∈ Γ

B , contradicting a.
V. The argument is similar to the one for U .
W . Let � ∈ Γ and B be such that �l = �B , ?B = |� | and FN(�) ⊆ {00, . . . , 0@B−1}. For any B

′ ∈ (2[?B+1]) [@B+1] , �B
′
∈ Γ

†B′ ⊆ Γ
†.

Hence, using the fact that ⊢
∨
B∈(2[?B +1] ) [@B +1] Th(B), we deduce that {�B | B ∈ (2[?B+1]) [@B+1]} ⊢ �, and thus that Γ† ⊢ �,

which implies � ∈ Γ
∗.

X. Let B be such that �l = �B . We consider the case of l = l0; the case l ≠ l0 is proved similarly with ⊥ in place of �.
We will prove the contrapositive, i.e. that if Th(B) ∪ Γ

† ∪ {�} is �-consistent, then �l0 = �B ∈ Γ
∗, from which X . follows.

Suppose that Th(l) ∪ Γ
† ∪ {�} is �-consistent. Suppose � ∉ Γ

B : this implies � ∉ Γ and that for some : ∈ N, ΓB
:
∪ {�} ⊢ �.

But this forces then Γ
B ∪ {�} ⊢ �; since for all � ∈ Γ

B , � B ∈ Γ
†, and Th(B), � B ⊢ � , we deduce then Th(B) ∪ Γ

† ∪ {�} ⊢ �,
which is absurd. We conclude then that � ∈ Γ

B , and thus �B = �l ∈ Γ
† ⊆ Γ

∗.
n. Again, we consider the case of l = l0; the case l ≠ l0 is proved similarly with ⊥ in place of �. Let B ⊑ l0 be such that

(� ∨ �)l = (� ∨ �)B and suppose (� ∨�)B ∈ Γ
∗ but neither �B ∈ Γ

∗ nor �B ∈ Γ
∗; then by X., Th(B) ∪ Γ

∗ ∪ {�} ⊢ � and
Th(B) ∪ Γ

∗ ∪ {�} ⊢ �, hence Th(B) ∪ Γ
∗ ∪ {� ∨ �} ⊢ �; since (� ∨ �)B ∈ Γ

∗ we have Th(B) ∪ Γ
∗ ⊢ � ∨� , so we deduce

Th(B) ∪ Γ
∗ ⊢ �, and since Th(B) ⊆ Th(l0), we have Th(l0) ∪ Γ

∗ ⊢ �, contradicting V .
[. Once more, we consider the case of l = l0; the case l ≠ l0 is proved similarly with ⊥ in place of �.

Let B ⊑ l0 be such that (C
@
0�)

l0 = (C
@
0�)

B and suppose (C
@
0�)

B ∈ Γ
∗.

We can suppose w.l.o.g. that 0 = 0@ with @ > @B . Hence we can suppose that the formula �l0 is of the form �B+B
′+B′′ , for

some finite matrices B ′, B ′′, with B ′′ ∈ 2[ |� |+1] .
By Lemma A.17 and Remark 2 we have that ΓB ⊢ � ↔ (

∨
E∈2[|� |+1] Th(E) ∧ �B+E), where �B+E has no free name. Let

( = {E ∈ 2[ |� |+1] | �B+E ∈ Γ
B} and d =

∨
E∈( Th(E). Observe that for any E ∈ ( , ΓB+B

′
⊢ Th(E) → �. Let E ∈ ( and lE be

such that E ⊆ lE . Then Γ
B+B′ ⊢ Th(lE) → �. Using e. we have then that for all C ∈ 2[ |� |+1] , Th(lE) → � ∈ Γ

B+B′+C , so in
particular, Th(lE) → � ∈ Γ

B+B′+B′′ , so (Th(lE) → �)l0 ∈ Γ
† ⊆ Γ

∗. We thus have that for all E ∈ ( , Γ∗ ⊢ (Th(E) → �)l0 ,
which implies Γ∗ ⊢ (d→ �)l0 and thus (d→ �)l0 ∈ Γ

∗.
At this point, if `(d) ≥ @ we are done. Otherwise, suppose `(d) < @; if E ∉ ( , then �B+E ∉ Γ

B , which implies that for some
: , ΓB

:
∪{�B+E } ⊢ �; this implies that ΓB ⊢ (Th(E) ∧�B+E) → �; we deduce then that ΓB ⊢ � → ((

∨
E∈( Th(E) ∧�B+E) ∨�), and

in particular that ΓB ⊢ � → (d∨ �); this means that there exist formulas �1, . . . , �= ∈ Γ
B ⊆ F?B ,@B , hence containing no

occurrences of the name 0, such that �1, . . . , �= ⊢ � → (d∨�); from this we deduce first Th(B), �B1, . . . , �
B
= ⊢ � → (d∨�),

and then, using (CE2), Th(B),C
@
0�, �

B
1, . . . , �

B
= ⊢ C

@
0 (d ∨ �). Now, since B ⊆ l0, C

@
0�, �

B
1, . . . , �

B
= ∈ Γ

∗ and C
@
0 (d ∨ �) ⊢

(C
@
0d) ∨ � (Axiom (C∨), since we can suppose w.l.o.g. that 0 ∉ FN(�)), we have Th(l0) ∪ Γ

∗ ⊢ (C
@
0d) ∨ �; moreover,

from `(d) < @ we get (by Axiom (C⊥)) ⊢ ¬C
@
0d and thus (C

@
0d) ∨ � ⊢ �, so we can conclude Th(l0) ∪ Γ

∗ ⊢ �, which
contradicts V .

�

Lemma A.21. Let Γ be an �-consistent set of formulas. Then there exists a super-consistent set Δ and l ∈ (2N)A such that

Th(l) ∪ Δ is �-consistent and its closure contains Γ.

Proof. Let us define sets of formulae Γ0,8 together with l (〈0, 8〉) as follows:
• let l (〈0, 0〉) = 1 if Γ ∪ {x0

0} is �-consistent, and l (〈0, 0〉) = 0 otherwise; moreover, let Γ0,0 = Γ;

• let l (〈0, 8 + 1〉) = 1 if Γ0,8 ∪ {x8+10 } is �-consistent, and l (〈0, 8 + 1〉) = 0 otherwise; moreover, let Γ0,8+1 = Γ0,8 ∪

{¬(1−l ( 〈0,8+1〉))x8+10 };
• let l (〈0 + 1, 0〉) = 1 if

⋃
8 Γ0,8 ∪ {x0

0+1} is �-consistent, and l (〈0, 8 + 1〉) = 0 otherwise; moreover, let Γ0+1,0 =
⋃
8 Γ0,8 ∪

{(¬1−l ( 〈0+1,0〉))x0
0+1}.

By construction we then have that Th(l) ∪ Γ =
⋃
0,8 Γ0,8 ; let us show that

⋃
0,8 Γ0,8 is �-consistent:

• Γ0,0 = Γ is �-consistent by hypothesis;
• suppose Γ0,8 is �-consistent; if Γ0,8+1 = Γ0,8 ∪ {x8+10 } then by construction Γ0,8+1 is �-consistent; if Γ0,8+1 = Γ0,8 ∪ {¬x8+10 }

then by construction Γ0,8 ∪ {x80} ⊢ �; if moreover Γ0,8 ∪ {¬x80} ⊢ �, the Γ0,8 ∪ {x80 ∨ ¬x80} ⊢ � and thus Γ0,8 ⊢ �, which is
absurd. We conclude then that Γ0,8+1 is �-consistent.

• suppose Γ0,8 is �-consistent for all 8 ∈ N; first observe that Γ0 :=
⋃
8 Γ0,8 is �-consistent: if Γ0 ⊢ �, then there exist

�1 ∈ Γ0,81 , . . . , �= ∈ Γ0,8= such that �1, . . . , �= ⊢ �; since for 9 ≤ : , Γ0,9 ⊆ Γ0,: , we deduce that Γ0,max{81,...,8= } ⊢ �, which is
absurd.
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Now, if Γ0+1,0 = Γ0 ∪ {x0
0+1} then by construction Γ0+1,0 is �-consistent; if Γ0+1,0 = Γ0 ∪ {¬x0

0+1} then Γ0 ∪ {x0
0+1} ⊢ �;

hence, if Γ0+1,0 ⊢ �, we deduce Γ0 ∪ {x0
0+1 ∨ ¬x0

0+1} ⊢ �, so we conclude Γ0 ⊢ �, which is absurd.
Now, for each formula � ∈ Γ let us define a formula �∗ as follows:

�∗ := � ∨
©
«

∨
0∈FN(�),8≤ |� |

¬l ( 〈0,8 〉)x80
ª®
¬

Observe that Th(l) ∪ {�∗} ⊢ � and that for all l ′ ∈ (2N)A, Th(l ′) ∪ {�∗} is consistent.
Let then Δ = {�∗ | � ∈ Γ}. It is clear that Th(l) ∪ Δ ⊢ � for all � ∈ Γ. Suppose Th(l) ∪ Δ ⊢ �, then there exists Boolean

formulas e1, . . . , e: ∈ Th(l) and formulas �1, . . . , �= ∈ Γ such that e1, . . . , e: , �
∗
1, . . . , �

∗
= ⊢ �. Since �8 ⊢ �

∗, this implies then
e1, . . . , e: , �1, . . . , �= ⊢ �, and thus Th(l) ∪ Γ is not �-consistent, which is absurd. �

We now have all elements to proceed to the proof of the completeness theorem.

Theorem A.22 (completeness). If Γ � �, then Γ ⊢NDiCPL �.

Proof. Let T= 〈Θ, ⊆, i〉, where i(p) = {Γ | p ∈ Γ}.
We will prove that for all Γ ∈ Θ and l ∈ B- , Γ, l ⊢-

T
� iff �l ∈ Γ. From this claim the theorem is proved as follows:

suppose Γ 0 �; by Lemma A.21 we obtain a super-consistent set Δ and l0 ∈ (2N)A such that Th(l0) ∪ Δ is �-consistent and
its closure contains Γ. By Lemma A.20 Δ extends to Γ

∗ ∈ Θ such that Γ∗ ⊇ Γ and Th(l0) ∪ Γ
∗ is �-consistent. Then using

the claim, from Γ ⊆ Γ
∗, we deduce that Γ∗, l0 ⊢

-
T
Γ, and from � ∉ Γ

∗ we deduce that Γ∗, l0 0
-
T
�; we can conclude then that

Γ 0-
T
�, and thus that Γ 2 �.

Let us now prove the claim, by arguing by induction on �:
• if� = ⊥, from the vacuous assumption Γ, l ⊢-

T
⊥we can freely deduce ⊥l ∈ Γ; conversely, from the vacuous assumption

⊥l ∈ Γ we can freely deduce Γ, l ⊢-
T
⊥;

• if � = ⊤, since Γ, l ⊢-
T
⊤ always holds and ⊤l ∈ Γ always holds (since Γ is closed), we can conclude;

• if � = p, Γ, l ⊢-
T
p iffp ∈ Γ holds by definition (sincep ∉ Th(l));

• if � = x80 , if Γ, l ⊢-
T
� holds then l (0) (8) = 1, hence Th(l) ⊢ x80 , and thus �l is logically valid, which implies �l ∈ Γ

by closure; conversely, if �l ∈ Γ, since Th(l) ∪ Γ is consistent, the only possibility is that l (0) (8) = 1, which forces
Γ, l ⊢-

T
�.

• if � = � ∧� , then Γ, l ⊢-
T
� iff Γ, l ⊢-

T
� and Γ, l ⊢-

T
� , which by the I.H. is equivalent to �l ∈ Γ and �l ∈ Γ, which is

in turn equivalent to (� ∧�)l ∈ Γ.
• if � = � ∨ � , and Γ, l ⊢-

T
�, then either Γ, l ⊢-

T
� or Γ, l ⊢-

T
� holds; if the first holds, then by the I.H. �l ∈ Γ, which

implies (� ∨ �)l ∈ Γ, and one can argue similarly if the second holds; conversely, if (� ∨ �)l ∈ Γ, by ∨-closure either
�l ∈ Γ or �l ∈ Γ, so by the I.H. in each case we deduce Γ, l ⊢-

T
�.

• if � = � → � , then suppose that Γ, l ⊢-
T
�; then for all Γ′ ∈ Θ such that Γ′ ⊇ Γ and Γ

′, l ⊢-
T
�, also Γ

′, l ⊢-
T
� holds.

Suppose Γ ∪ {�l } is super-consistent.
Furthermore, suppose Th(l) ∪ Γ ∪ {�l } 0 �l ; then, by Lemma A.20 (with l0 = l and � = �) there exists Γ′ ∈ Θ with
Γ
′ ⊇ Γ ∪ {�l } such that �l ∉ Γ

′. Using the I.H. we deduce then that Γ′, l ⊢-
T
� but Γ′, l 0-

T
� , against the assumption.

We conclude then that Th(l) ∪ Γ ∪ {�l } ⊢ �l , and thus that Γ ⊢ (� → �)l , which implies by closure (� → �)l ∈ Γ.
Suppose now that Γ ∪ {�l } is not super-consistent. There exists l ′ such that Th(l ′) ∪ Γ ∪ {�l } ⊢ ⊥. Since Th(l ′) ∪ Γ

is consistent the only possibility is that Th(l ′) ⊢ Th
|� |

FN(�)
(l) (which forces l | |� |,FN (�) to coincide with l ′| |� |,FN (�) ) and

Th(l ′) ∪ Γ ∪ {�} ⊢ ⊥; but then we also have that Th(l) ∪ Γ ∪ {�} ⊢ ⊥, which implies Th(l) ∪ Γ ⊢ � → � and thus
Γ ⊢ (� → �)l ; by closure this implies then (� → �)l ∈ Γ.
Conversely, suppose (� → �)l ∈ Γ and let Γ′ ∈ Θ be such that Γ′ ⊇ Γ and Γ

′, l ⊢-
T
�; by the I.H. this implies �l ∈ Γ

′,

and since (� → �)l ∈ Γ ⊆ Γ
′ we also deduce by closure �l ∈ Γ

′, which by the I.H. implies Γ′, l ⊢-
T
� .

• if � = C
@
0�, then suppose that Γ, l ⊢-

T
�; then by the I.H. the Borel set

( =

{
l ′ | �l+l

′

∈ Γ

}
⊇

{
l ′ | Γ, l + l ′


-∪{0}

T
�
}

has measure greater than @. Observe that for all l ′ ∈ 2N, �l+l
′
is equivalent to

Th
|� |-
-

(l |- ) →
(
Th

|� |{0}
{0}

(l ′) → �
)
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Π

Γ ⊢ c �
Π

Γ ⊢ c � b � �80 (c, c) (m)
Γ ⊢ b �

_p
Π[b ↦→ c]

Γ ⊢ b �

Π

Γ ⊢ c �

Σ

Γ ⊢ d � b′
� �80 (c,d)

(m)
Γ ⊢ b′

 �
Θ

Γ ⊢ e � b � �80 (b
′, e)

(m)
Γ ⊢ b �

_p

Π

Γ ⊢ c �
Θ

Γ ⊢ e � b � �80 (c, e) (m)
Γ ⊢ b �

Π

Γ ⊢ c �

Σ

Γ ⊢ d �
Θ

Γ ⊢ e � b′
� �80 (d, e) (m)

Γ ⊢ b′
 � b � �80 (c, b

′)
(m)

Γ ⊢ b �

_p

Π

Γ ⊢ c �
Θ

Γ ⊢ e � b � �80 (c, e) (m)
Γ ⊢ b �

Π

Γ, � ⊢ c �

Σ

Γ, � ⊢ d � b � �80 (c,d)
(m)

Γ, � ⊢ b �
(→I)

Γ ⊢ b (� → �)

_p

Π

Γ,� ⊢ c �
(→I)

Γ ⊢ c (� → �)

Σ

Γ, � ⊢ d �
(→I)

Γ ⊢ d (� → �) b � �80 (c,d)
(m)

Γ ⊢ b (� → �)

Π

Γ ⊢ c (� → �)

Σ

Γ ⊢ d (� → �) b � �80 (c,d)
(m)

Γ ⊢ b (� → �)

Θ

Γ ⊢ b �
(→E)

Γ ⊢ b �

_p

Π[c ↦→ b∧ c]

Γ ⊢ b∧ c (� → �)

Θ[b ↦→ b∧ c]

Γ ⊢ b∧ c �
(→E)

Γ ⊢ b∧ c �

Σ[c ↦→ b∧ d]

Γ ⊢ b∧ d (� → �)

Θ[b ↦→ b∧ d]

Γ ⊢ b∧ d �
(→E)

Γ ⊢ b∧ d � b � �80 (b∧ c, b∧ d)
(m)

Γ ⊢ b �

Π

Γ ⊢ b (� → �)

Σ

Γ ⊢ c �

Θ

Γ ⊢ d � b � �80 (c,d)
(m)

Γ ⊢ b �
(→E)

Γ ⊢ b �

_p

Π[b ↦→ b∧ c]

Γ ⊢ b∧ c (� → �)

Σ[c ↦→ b∧ c]

Γ ⊢ b∧ c �
(→E)

Γ ⊢ b∧ c �

Π[b ↦→ b∧ d]

Γ ⊢ b∧ d (� → �)

Θ[d ↦→ b∧ d]

Γ ⊢ b∧ d �
(→E)

Γ ⊢ b∧ d � b � �80 (b∧ c, b∧ d)
(m)

Γ ⊢ b �

Π

Γ ⊢ c∧ e1 �

Σ

Γ ⊢ d∧ e2  � b∧ e � �80 (c∧ e1,d∧ e2)
(m)

Γ ⊢ b∧ e � `(e) ≥ @
(CI)

Γ ⊢ b (C
@

1
�)

_p

Π[c∧ e1 ↦→ (b∧ c) ∧ e]

Γ ⊢ (b∧ c) ∧ e � `(e) ≥ @
(CI)

Γ ⊢ b∧ c (C
@

1
�)

Σ[d∧ e2 ↦→ (b∧ d) ∧ e]

Γ ⊢ (b∧ d) ∧ e � `(e) ≥ @
(CI)

Γ ⊢ b∧ d (C
@

1
�) b � �80 (b∧ c, b∧ d)

(m)
Γ ⊢ b (C

@

1
�)

Π

Γ ⊢ c (C
@

1
�)

Σ

Γ ⊢ d (C
@

1
�) b � �80 (c,d)

(m)
Γ ⊢ b (C

@

1
�)

Θ

Γ,� ⊢ b �
(CE2)

Γ ⊢ b (C
@B

1
�)

_

Π[c ↦→ b∧ c]

Γ ⊢ b∧ c (C
@

1
�)

Θ[b ↦→ b∧ c]

Γ, � ⊢ b∧ c �
(CE2)

Γ ⊢ b∧ c (C
@B

1
�)

Σ[d ↦→ b∧ d]

Γ ⊢ b∧ d (C
@

1
�)

Θ[b ↦→ b∧ d]

Γ, � ⊢ b∧ d �
(CE2)

Γ ⊢ b∧ d (C
@B

1
�) b � �80 (b∧ c, b∧ d)

(m)
Γ ⊢ b (C

@B

1
�)

Π

Γ ⊢ b (C
@

1
�)

Σ

Γ, � ⊢ c �

Θ

Γ, � ⊢ d � b � �80 (c,d)
(m)

Γ,� ⊢ b �
(CE2)

Γ ⊢ b (C
@B

1
�)

_

Π[b ↦→ b∧ c]

Γ ⊢ b∧ c (C
@

1
�)

Σ[c ↦→ b∧ c]

Γ,� ⊢ b∧ c �
(CE2)

Γ ⊢ b∧ c (C
@B

1
�)

Π[b ↦→ b∧ d]

Γ ⊢ b∧ d (C
@

1
�)

Θ[d ↦→ b∧ d]

Γ,� ⊢ b∧ d �
(CE2)

Γ ⊢ b∧ d (C
@B

1
�) b � �80 (c,d)

(m)
Γ, � ⊢ b (C

@B

1
�)

Figure 11. Permutative rules of NDiCPL0 .

Let d :=
∨
{Th

|� |{0}
{0}

(l ′) | l ′ ∈ (}; since Γ is closed, we deduce then that (d → �)l ∈ Γ and that `(d) ≥ @; again, by

closure, this implies (C
@
0�)

l ∈ Γ.
For the converse direction, suppose (C

@
0�)

l ∈ Γ and let Γ′ ⊇ Γ; since Γ is C-closed, there exists a Boolean formula d
with `(d) ≥ @ such that (d → �)l ∈ Γ ⊆ Γ

′. This implies that for all l ′ ∈ JdK, �l+l
′
∈ Γ

′; hence, by the I.H. for all

l ′ ∈ JdK, Γ′, l + l ′

-∪{0}

T
�. Since `(d) ≥ @, the set of l ′ such that Γ′, l + l ′


-∪{0}

T
� has measure greater than @,

and we can conclude Γ, l -
T
�.

�

A.5 Permutative Rules in iCPL0.

We complete the picture of the normalization rules of iCPL0 by considering permutative rules for (m), illustrated in Fig. 11,
where we let �80 (b, c) be an abbreviation for (x80 ∧ b) ∨ (¬x80 ∧ c).

It is easily checked that if Π _ Σ, CΠ _{} C
Σ, since the rules closely correspond to the permutation rules for ⊕ in Λ

{}
PE
.

A.6 A “CbN” Proof-System.

The CHC described in Section 5 relates the proof-system NDiCPL0 with the type system C_
{}
→ . In this subsection we describe

a “CbN” variant NDCbN
iCPL0 of the proof-system NDiCPL0 , for which it is possible to describe a CHC with the type system C_→.

In the correspondence from Section 5, CbV application {C}D plays a fundamental role, as it translates the elimination rule
of the counting quantifier. To obtain a translation into ΛPE we thus need to restrict the rule (CE).
A sequent of NDCbN

iCPL0 is of the form Φ; Γ ⊢ b  �, where Φ and Γ are two sets of formulas, and Φ contains at most one
formula. The fundamental intuition is that the formula, if any, in Φ, has to be used linearly in the proof.
The rules of NDCbN

iCPL0 are illustrated in Fig. 13. Observe that, contrarily to NDiCPL0 (see Section 3), the rules include a
“multiplication rule” (C×) to passes from C

@
C
B� to C

@B�.
ND

CbN
iCPL0 proves less formulas thanNDiCPL0 . Indeed, the restricted (CE)-rule allows to deduceC

@� fromC
@� only when� can

be deduced linearly from�. For example, one cannot reproduce inNDCbN
iCPL0

the proof ofC@ (� → �) → (� → C
@�) illustrated

in Section 3, since the hypothesis C@ (� → �), which is used as major premiss in a (CE)-rule, should be used twice. From the
programming perspective, this means that one cannot encode in ND

CbN
iCPL0 the non-linear “CbV” function _~._G .{_5 .5 (5 G)}~.
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C
@�,� → � → � ⊢ C@�

�,� → � → � ⊢ � → � → � �,� → � → � ⊢ �
(→E)

�,� → � → � ⊢ � → � �,� → � → � ⊢ �
(→E)

�,� → � → � ⊢ �
(CE)

C
@�,� → � → � ⊢ C@�

(→I)
⊢ C@� → (� → � → �) → C

@�

Figure 12. Proof in NDiCPL of C
@� → (� → � → �) → C

@�.

Identity Rules
(id)

; Γ,� ⊢ b �
(idlin)

�; Γ ⊢ b �

Structural Rules

b � ⊥
(⊥)

; Γ ⊢ b �

; Γ ⊢ c � ; Γ ⊢ d � b � (c∧x80) ∨ (d∧ ¬x80) (m)
; Γ ⊢ b �

Logical Rules

Φ; Γ, � ⊢ b �
(→I)

Φ; Γ ⊢ b (� → �)

Φ; Γ ⊢ b (� → �) ; Γ ⊢ b �
(→E)

Φ; Γ ⊢ b �

Counting Rules

; Γ ⊢ b∧ d � `(d) ≥ @
(CI)

; Γ ⊢ b C
@�

Φ; Γ ⊢ b C
@� �; Γ ⊢ b �

(CE)
Φ; Γ ⊢ b C

@�

Φ; Γ ⊢ b C
@
C
B�

(C×)
Φ; Γ ⊢ b C

@B�

Figure 13. Rules of NDCbN
iCPL0

.

Σ

; Γ ⊢ b∧ d C
B1∗···∗B=� `(d) ≥ @

(CI)
; Γ ⊢ b C

@∗B1∗···∗B=�
(C×)

; Γ ⊢ b C
@
∏
8 B8�

Π

�; Γ ⊢ b �
(CE)

; Γ ⊢ b C
@
∏
8 B8�

{

Σ

; Γ ⊢ b∧ d C
B1∗···∗B=�

Π[b ↦→ b∧ d]

�; Γ ⊢ b∧ d �
(subst∗)

; Γ ⊢ b∧ d C
B1∗···∗B=� `(d) ≥ @

(CI)
; Γ ⊢ b C

@∗B1∗···∗B=�
(C×)

; Γ ⊢ b C
@
∏
8 B8�

(a) (CI)/(CE).

Figure 14. Normalization steps of NDCbN
iCPL0.

For similar reasons, it seems that one cannot prove C@� → (� → � → �) → C
@� in ND

CbN
iCPL0, while this can be proved in

NDiCPL0 as shown in Fig. 12. From the programming perspective, this means that one cannot encode the non-linear “CbV”
function _G._~.{_~.~GG}G .
The normalization steps are as in NDiCPL0 , except for (CI/CE), which is illustrated in Fig. 14 and exploits the admissibility

of the following rule:

; Γ ⊢ b C
B1∗···∗B=� �; Γ ⊢ b �

(subst∗)
; Γ ⊢ b C

B1∗···∗B=�

Notice that the (CI/CE)-step now includes a finite number of internal “multiplications” (C×).

The translation fromND
CbN
iCPL0 to C_→ relies on properties of head contexts in ΛPE. These are defined by the grammar below:

H[ ] ::= [ ] | _G.H[ ] | H[ ]D

The fundamental property of head contexts is that they naturally behave as CbV functions, due to the following lemma:

Lemma A.23. For any head context H[ ] and term C , H[a0.C] _∗
p a0.H[C].

Proof. By induction on H[ ]:
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• if H[ ] = [ ], the claim is immediate;

• if H[ ] = _G.H′[ ], then we have H[a0.C] = _G.H′[a0.C]
IH

_∗
p _G.a0.H

′ [C] _p a0._G .H
′[C] = a0.H[C];

• if H[ ] = H
′[ ]D, then we have H[a0.C] = H

′[a0.C]D
IH

_∗
p (a0.H′[C])D _p a0.H

′ [C]D = a0.H[C].
�

In other words, whenever C is a function of the form _G.H[G] for some head context H[ ], CbN and CbV application of C
coincide, since C (a0.E) and a0.CE have the same normal form.
This property is reflected in the following:

Lemma A.24. For any head context H[ ], the following rule is derivable in C_→:

Γ ⊢ C : b C
@Bf G : C@f, Γ ⊢ H[G] : b C

Ag
(head-subst)

Γ ⊢ H[C] : b C
ABg

Proof. By induction on H[ ]:
• if H[ ] = [ ], then it must be @ = A , and the claim is then immediate;
• if H[ ] = _~.H′ [ ], then g = t ⇒ g ′ and we must have G : C@f, Γ,~ : t ⊢ H

′[G] : b  C
@g ′. Then by IH we deduce

Γ,~ : t ⊢ H′[C] : b C
ABg ′, and finally Γ ⊢ H[C] : b C

ABg .
• if H[ ] = H

′[ ]D, then we must have G : C@f, Γ ⊢ H′[G] : b C
@ (t ⇒ g) and G : C@f, Γ ⊢ D : b t. Then by IH we deduce

Γ ⊢ H′[C] : b C
AB (t ⇒ g), and we can thus conclude Γ ⊢ H[C] : b C

ABg .
�

To any formula � of iCPL0, we associate a non-quantified type f� and a positive real |�| ∈ (0, 1] ∩ Q of C_→ as follows:

fp := > |> | := 1

f�→� := (C |� |f�) ⇒ f� |� → � | = |� |

fC@� := f� |C@�| = @ · |�|

We let then s� := C
|� |f� (observe that sC@� = C

@ · |� |f�).
The translation of a derivation Π of Φ; Γ ⊢ b � into a typing derivation �Π of sΦ, sΓ ⊢ CΠ : b s� in C_→ is illustrated

in Fig. 15, where we exploit the fact that if Φ = {�} is non-empty, then CΠ = CΠ [G : s�] is a head context (as it can be checked
by induction on the construction). We omit the case of the rule (C×), as it follows immediately from the induction hypothesis,
since sC@CB� = sC@B�.
The stability of the translation under normalization is easily checked using Lemma A.23.

B Details about the Probabilistic Event _-Calculus.

B.1 The Language ΛPE.

Let us first comment on how Theorem 4.1 (i.e. confluence and strong normalization of_p, and confluence of_) follows from
confluence of _ in the calculus from [16]. The _-calculus in [16] slightly differs from our presentation of ΛPE, since choice
operators do not depend on indexes 8 ∈ N. However, if i is any bijection fromN2 toN, one can define an invertible embedding

C ↦→ Ci from ΛPE to the calculus in [16] by replacing C ⊕80 D with Ci
i (0,8)
⊕ Di and (a0.C)i = ai (0, 0). . . . .ai (0, ord0 (C)).C

i ,
where ord0 (C) is the maximum 8 s.t. ⊕80 occurs in C . Since the permutative rules in [16] translate into those in Fig. 4 under this
translation, the results from [16] can be transported to our language.
We now discuss PNFs in ΛPE.

Definition B.1. Let ( be a set of name-closed _-terms and 0 be a name. For all 8 ∈ N ∪ {−1}, the set of ((, 0)-trees of level 8
is defined as follows:
• any C ∈ ( is a ((, 0)-tree of level −1;
• if C,D are ((, 0)-trees of level 9 and : , respectively, and 9 , : < 8 , then C ⊕80 D is a ((, 0)-tree of level 8 .

The support of a ((, 0)-tree C , indicated as Supp(C), is the finite set of terms in ( which are leaves of C .

Definition B.2. The sets T and V of name-closed terms are defined inductively as follows:
• all variable G ∈ V;
• if C ∈ V , _G.C ∈ V ;
• if C ∈ V and D ∈ T , then CD ∈ V ;
• if C ∈ V , then C ∈ T ;
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(id)
; Γ,� ⊢ b � ↦→ (id)

sΓ, ~ : s� ⊢ ~ : b s�

(idlin)
�; Γ ⊢ b � ↦→ (id)

G : s�,sΓ ⊢ G : b s�

b � ⊥ (⊥)
; Γ ⊢ ⊥ �

↦→
b � ⊥ (∨)

sΓ ⊢ c : b s�

Π

; Γ ⊢ c � b � c
(�)

; Γ ⊢ b �

↦→

�Π

sΓ ⊢ C
Π : c s� b � c

(�)
sΓ ⊢ CΠ : b s�

Π

; Γ ⊢ c �

Π
′

; Γ ⊢ d � b � (c∧x80) ∨ (d∧ ¬x80) (m)
; Γ ⊢ b �

↦→

�Π

sΓ ⊢ C
Π : c �

�Π
′

sΓ ⊢ CΠ
′
: d � b � (c∧x80) ∨ (d∧ ¬x80) (⊕)

sΓ ⊢ CΠ ⊕80 C
Π
′
: b s�

Π

Φ; Γ, � ⊢ c �
(→I)

Φ; Γ ⊢ b (� → �)

↦→

�Π

sΦ, sΓ, ~ : s� ⊢ CΠ : c C
|� |f�

(_)
sΦ, sΓ ⊢ _~.CΠ : b C

|� | (s� ⇒ f�)

Π

Φ; Γ ⊢ c (� → �)

Σ

Φ; Γ ⊢ b �
(→E)

Φ; Γ ⊢ b �

↦→

�Π

sΦ; sΓ ⊢ C
Π : b C

|� | (s� → f�)

�Σ

sΦ; sΓ ⊢ C
Σ : b s�

(@)
sΦ; sΓ ⊢ CΠCΣ : b C

|� |f�

Π

; Γ ⊢ b∧ d � `(d) ≥ @
(CI)

; Γ ⊢ b C
@�

↦→

�Π

sΓ ⊢ CΠ : b∧ d s� `(d) ≥ @
(`)

sΓ ⊢ a0.CΠ : b sC@�

Π

Φ; Γ ⊢ b C
@�

Σ

�; Γ ⊢ b �
(CE)

Φ; Γ ⊢ b C
@�

↦→

�Π

sΦ,sΓ ⊢ CΠ : b C
@ · |� |f�

�Σ

G : C |� |f�,sΓ ⊢ CΣ [G] : b C
|� |f�

(head-subst)
sΦ, sΓ ⊢ CΣ [CΠ] : b C

@ · |� |f�

Figure 15. Translation Π ↦→ �Π from ND
CbN
iCPL0 to C_→.

• if C is a (T , 0)-tree, then a0.C ∈ T .

Lemma B.3. For all name-closed term C ∈ T , C ∈ V iff it does not start with a .

Proof. First observe that if C = a0.1, then C ∉ V . For the converse direction, we argue by induction on C ≠ a0.1:
• if C = G then C ∈ V;
• if C = _G.D then by IH D ∈ V , so C ∈ V ;
• if C = DE , then the only possibility is that C ∈ V ;
• if C = D ⊕80 E , then C is not name-closed, again the hypothesis.

�

For all term C and 0 ∈ FN(C), we let �0 (C) be the maximum index 8 such that ⊕80 occurs in C , and �0 (C) = −1 if ⊕80 does not
occur in C for all index 8 .
We now show that Definition B.2 precisely captures PNF.

Lemma B.4. A name-closed term C is in PNF iff C ∈ T .

Proof. (⇒) We argue by induction on C . If C has no bound name, then C is obviously in T . Otherwise:
• if C = _G.D, then D is also name-closed. Hence, by IH D ∈ T ; observe that D cannot start with a (as C would not be
normal) so by Lemma B.3, D ∈ V, which implies C ∈ T ;

• if C = DE , then D and E are both name-closed, and so by induction D, E ∈ T ; if D started with a , then C would not be
normal, hence, by Lemma B.3, D ∈ V , and we conclude then that C ∈ T .

• if C = D ⊕80 E , then it cannot be name-closed;
• if C = a0.D, then we show, by a sub-induction on D, that D is a (T , 0)-tree of level �0 (D): first note that �0 (D) cannot
be −1, since otherwise a0.D _p D, so D would not be normal. We now consider all possible cases for D:
• D cannot be a variable, or �0 (D) would be −1;

• IfD = _G.E , then �0 (E) = �0 (D) and so by sub-IH E is a (T , 0)-tree of level �0 (D), which implies thatD = _G.E1⊕
�0 (D)
0

E2, which is not normal. Absurd.
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• if D = EF , then let � = �0 (D) = max{�0 (E), �0 (F)} cannot be −1, since otherwise �0 (D) would be −1. Hence � ≥ 0
is either �0 (E) or �0 (F). We consider the two cases separatedly:

• if � = �0 (E), then by sub-IH, E = E1 ⊕
�
0 E2, and thus D = (E1 ⊕

�
0 E2)F is not normal;

• if � = �0 (F), then by sub-IH,F = F1 ⊕
�
0 F2, and thus D = E (F1 ⊕

�
0 F2) is not normal.

In any case we obtain an absurd conclusion.
• if D = D1 ⊕

8
0 D2, then if D1, D2 are both in V, we are done, since D is a (T , 0)-tree of level 8 = �0 (D). Otherwise, if

8 < �0 (D), then � = �0 (D) = max{�0 (E), �0 (F)}, so we consider two cases:

• if � = �0 (E) > 8 , then by sub-IH, E = E1 ⊕
�
0 E2, and thus D = (E1 ⊕

�
0 E2) ⊕

8
0 D2 is not normal;

• if � = �0 (F) > 8 , then by sub-IH,F = F1 ⊕
�
0 F2, and thus D = E ⊕80 (F1 ⊕

�
0 F2) is not normal.

We conclude then that 8 = �0 (D); we must then show that �0 (E), �0 (F) < 8 . Suppose first �0 (E) ≥ 8 , then (E1 ⊕
�
0

E2) ⊕
8
0 D2 is not normal. In a similar way we can show that �0 (F) < 8 .

• if D = a1.E , then �0 (D) = �0 (E), so by sub-IH E = E1 ⊕
�0 (D)
0 E2, and we conclude that D = a1.E1 ⊕

8
0 E2 is not normal.

(⇐) It suffices to check by induction on C ∈ T that it is in PNF.
�

Corollary B.5. A name-closed term of the form a0.C is in PNF iff C is a (T , 0)-tree of level �0 (C) ≥ 0.

Let us conclude by discussing randomized trees and head-reduction. With any term C we associate a labeled finitely branching
tree '�) (C) as follows:
• if C _∗

h
D, where D = _G1. . . . ._G= .~D1 . . . D= is a HNV, then '�) (C) only consists of one node labeled D;

• if C _∗
h
D, where D is a PNF of the form a0.) , ) is a (T, 0)-tree and supp() ) = 〈D1, . . . , D=〉, then '�) (C) has root labeled

a0.) and coincides with the syntactic tree of) , with leaves replaced by '�) (D1), . . . , '�) (D=);
• otherwise, '�) (C) has a root labeled Ω and no sub-trees.

Proposition B.6. If C reduces to D by either _p or head V-reduction, then '�) (C) ⊑ '�) (D).

A randomized path in '�) (C) is any path c in '�) (C) starting from the root and ending in a leaf. A randomized path in
'�) (C) is thus of one of the following two forms:

1. a finite path c = 〈a01 .)1, a02.)2, . . . , a0# .)# , _G1 . . . G= .~〉, where E { a08+1.)8+1 holds for some E ∈ supp()8 );
2. an infinite path c = 〈a01 .)1, a02 .)2, . . . , a0= .)=, . . . 〉, where E { a08+1.)8+1 holds for some E ∈ supp()8 ).

With any such path c we can associate an (either finite or infinite) list of words 1c8 ∈ {0, 1}∗, where 1c8 is the list of choices
leading from a0.)8 to the unique term E ∈ supp()8 ) such that E { a08+1.)8+1.
If c is a finite randomized path in '�) (C) ending in some D ∈ V, we say that c is a randomized path from C to D (noted

c : C ↦→ D).
Let us consider the (unique) Borel f-algebra ` on 2N×N satisfying `(�8, 9 ) = 1/2, where�8, 9 is the cylinder {l | l (8, 9 ) = 1}.
Any randomized path c yields a Borel set �c :=

⋂
8, 9 �8,(1c8 ) 9 , so that two distinct paths c ≠ c ′ are such that �c ∩ �c′ = ∅.

Moreover, if c is finite, the Borel set �c is captured by the Boolean formula bc :=
∧
8 b

8
c , where b

8
c =

∧
9 (¬)

1+(1c8 ) 9x
9
08 .

Lemma B.7. For all terms C ∈ Tand D ∈ V, DC (D) = ` (
⋃
{�c | c : C ↦→ D}) =

∑
c :C ↦→D `(bc ).

Lemma B.8. For all C ∈ T, the following are equivalent:

(i.) C has a head-normal form;

(iii.) '�) (C) is finite.

Proof. (i.)⇒ (iii.) is proved by induction on the length of a reduction of C to a head-normal form. For (iii.)⇒ (i.), observe that
'�) (C) contains an infinite path only if C admits an infinite head-reduction. From (iii.) we deduce then that all head reductions
of C are finite, so C has a head-normal form. �

B.2 The Language Λ
{}
PE
.

In this section we study some properties of reduction _{} in the calculus Λ
{}
PE
. Most arguments closely resemble arguments

from [16], so we omit several details.

Lemma B.9. _p{} is strongly normalizing.
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Proof. We follow the proof of [[16], Lemma 7], we define the partial order ≺" by

⊕80 ≺" ⊕
9

1
if (0, 8) <" (1, 9 )

⊕80 ≺" a1 for all labels 0, 1

a0 ≺" @, _G fo any label 1

@, _G ≺" {}

One can check then that the well-founded recursive path ordering < defined by

C < D ⇔



[C1, . . . , C=] < [D1, . . . , D<] if 5 = 6

[C1, . . . , C=] < [D] if 5 ≺" 6

[C] ≤ [D1, . . . ,D<] if 5 ⊀� 6

where C = 5 (C1, . . . , C=) and D = 6(D1, . . . ,D=), with 5 , 6 ∈ {⊕80, a0.,@, _G, {}}, is such that C _p{} D implies D < C . �

Lemma B.10. _p{} is confluent.

Proof. By Lemma B.9 and Newman’s Lemma, it suffices to check local confluence. All rules from (c1) to (⊕a ) from Fig. 4, as
well as rules ({}⊕1) and ({}⊕2), can be written under the general form

C[C ⊕80 D] _p{} C[C] ⊕
8
0 C[D] (⊕★)

where C[ ] is defined by the grammar

C[ ] ::= [ ] | _G.C[ ] | C[ ]D | CC[ ] | C[ ] ⊕80 D | C ⊕80 C[ ] | a0.C[ ] | {C[ ]}D | {C}C[ ]

We consider all rules against each other. All cases involving (⊕★) can be treated as in the proof of [[16], Lemma 9]. Beyond
these, the only new case with respect to those treated in [[16], Lemma 9] is the one below:

{C}a0.D ⊕8
1
E {C}(a0.D) ⊕8

1
(a0.E)

a0.C (D ⊕8
1
E) ({C}a0.D) ⊕8

1
({C}a0.E)

a0.(CD) ⊕8
1
(CE) (a0.CD) ⊕8

1
(a0.CE)

(⊕a)

({}a) ({}⊕1)

(⊕a) ({}a)

(⊕a)

�

Theorem B.11. _{} is confluent.

Proof. The argument closely follows the one from [[16], pp. 9-12], using the observation that none of the permutations ({}a )-
({}⊕2) can either block a V-redex or figure in a critical pair with a V-redex (in other words, V-reduction commutes with
({}a )-({}⊕2)). �

To conclude, let us study head-reduction _{}ℎ in Λ
{}
PE
.

Randomized contexts R[ ] for Λ
{}
PE

are defined as for ΛPE. Head-contexts H[ ] for ΛPE are defined by the grammar below:

H[ ] := [ ] | _G.H[ ] | H[ ]D | {H[ ]}D

Head-reductions C _{}ℎ D are defined inductively as being either a _{}-reduction or a V-reduction of one of the following
two forms

R[H[(_~.C)D]] _V R[H[C [D/~]]]

R[H[{C}D]] _ R[H[{C}D ′]]

where D _{}ℎ D
′.

Let T{} be the set of PNF with respect to _p{}. A pseudo-value C is a PNF which is either a _, a variable, an application CD

or a CbV application {C}D. We let V{} indicate the set of pseudo-values.

The definition of cl
-
(C) is extended from ΛPE to Λ

{}
PE

simply by adding the condition cl
-
({C}D) = {cl

-
(C)}cl

-
(D). In this way,

a sub-distribution DC : V
{} → [0, 1] can be defined as in Section 3.
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Lemma B.12. A pseudo-value C ∈ V{} is in head normal form iff either C = H[G] or C = H[{C}D], where D ∈ V{} and is

_{}-normal.

A head normal value is defined as in ΛPE as a pseudo-value in head normal form. We let HNV{} indicate the set of head
normal values. Using Lemma B.12 we can define, in analogy with the case of ΛPE, the functions HNV(C) :=

∑
E∈HNV{} DC (E),

and HNV_ (C) := sup{HNV(D) | C _∗
{}ℎ

D}.

C Details about C_
{}
→.

C.1 Subject Reduction.

The goal of this section is to establish the following result:

Proposition C.1 (Subject Reduction). If Γ ⊢- C : b s and C _{} D, then Γ ⊢- D : b s.

With the goal of making proof slightly simpler, in the formulation of C_
{}
→ we replace the rule (⊕) with the two rules (⊕; )

and (⊕A ) below:

Γ ⊢-∪{0} C : c s b � c∧x80 (⊕; )
Γ ⊢-∪{0} C ⊕80 D : b s

Γ ⊢-∪{0} D : c s b � c∧ ¬x80 (⊕A )
Γ ⊢-∪{0} C ⊕80 D : b s

It is easily checked that, in presence of the rule (∨), having the rule (⊕) is equivalent to having the rules (⊕; ) and (⊕A ).
To establish the subject reduction property, we first need to establish a few auxiliary lemmas.

Lemma C.2. If Γ ⊢- C : b s and - ⊆ . , then Γ ⊢. C : b s.

Proof. By induction on a type derivation of C . �

Lemma C.3. If Γ ⊢- C : b s holds and c �- b, then Γ ⊢- C : c s is derivable by a derivation of the same length.

Proof. By induction on a type derivation of C . �

Lemma C.4 (substitution lemma). The following rule is derivable:

Γ, G : s ⊢- C : c t Γ ⊢- D : d s b � c∧ d
(subst)

Γ ⊢- C [D/G] : b t

Proof. We argue by induction on the typing derivation of C :
• if the last rule is

FN(b) ⊆ -
(id)

Γ, G : s ⊢- G : c s

then C [D/G] = D, so the claim can be deduced using Lemma C.3.
• if the last rule is {

Γ, G : s ⊢- C : c8  t
}
8

c �-
∨
8 c8

(∨)
Γ, G : s ⊢- G : c t

Then, by IH, we deduce Γ, G : s ⊢- C [D/G] : c8 ∧d t, and since b �-
∨
8 (b8 ∧d) we conclude by applying an instance

of (∨).
• if the last rule is

Γ, G : s ⊢-∪{0} C1 : c
′
 t c �-∪{0} x80 ∧ c′

(⊕; )
Γ, G : s ⊢-∪{0} C1 ⊕

8
0 C2 : c t

Then, by IH, we deduce Γ ⊢-∪{0},@ C1 [D/G] : c′ ∧ d. From C [D/G] = (C1 [D/G]) ⊕
8
0 (C2 [D/G]) and the fact that b ⊢-∪{0}

x80 ∧ (c′ ∧ d), we deduce the claim by an instance of the same rule.
• if the last rule is

Γ, G : s ⊢-∪{0} C2 : c
′
 t c �-∪{0} ¬x80 ∧ c′

(⊕A )
Γ, G : s ⊢-∪{0} C1 ⊕

8
0 C2 : c t

we can argue similarly to the previous case.
• if the last rule is

Γ,~ : t′, G : s ⊢- C ′ : c C
®@g

(_)
Γ, G : s ⊢- _~.C ′ : c C

®@ (t′ ⇒ g)
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Then, by IH, we deduce Γ,~ : t′ ⊢- C ′ [D/G] : b  C
®@g and since C [D/G] = (_~.C ′) [D/G] = _~.C ′ [D/G] we conclude by

applying an instance of the same rule.
• if the last rule is

Γ, G : s ⊢- C1 : c1 C
®@ (t′ ⇒ g) Γ, G : s ⊢- C2 : c2  t′ c �- c1 ∧ c2

(@)
Γ, G : s ⊢- C1C2 : c C

®@g

Then, by IH, we deduce Γ ⊢- C1 [D/G] : c1 ∧ d C
®@ (t′ ⇒ g) and Γ ⊢- C2 [D/G] : c2 ∧ d t′, and since (C1C2) [D/G] =

(C1 [D/G]) (C2 [D/G]) and b �- (c1 ∧ d) ∧ (c2 ∧ d), we conclude by applying an instance of the same rule.
• if the last rule is

Γ, G : s ⊢- C1 : c1 C
®@ (t′ ⇒ g) Γ, G : s ⊢- C2 : c2 C

Bt′ c �- c1 ∧ c2
({})

Γ, G : s ⊢- {C1}C2 : c C
B
C

®@g

Then, by IH, we deduce Γ ⊢- C1 [D/G] : c1 ∧ d  C
®@ (t′ ⇒ g) and Γ ⊢- C2 [D/G] : c2 ∧ d  C

B t′, and since
{C1}C2) [D/G] = {C1 [D/G]}(C2 [D/G]) and b �- (c1 ∧d) ∧ (c2 ∧d), we conclude by applying an instance of the same rule.

• if the last rule is

Γ, G : s ⊢-∪{0} C : c′ ∧ e t `(e) ≥ B c �- c′

(`)
Γ, G : s ⊢- a0.C : c C

B t

Then, by IH, Γ ⊢-∪{0} C [D/G] : (c′ ∧ d) ∧ e8  t. Hence, from the fact that b �- c∧ d and that 0 cannot occur in d,
and since (a0.C) [D/G] = a0.C [D/G], we can deduce the claim by applying an instance of the same rule.

�

We now have all ingredients to establish the subject reduction property of C_
{}
→ .

Proof of Proposition C.1. First observe that if the typing derivation� of C ends by a (∨)-rule, it suffices to establish the property
for the immediate sub-derivations of � and then apply an instance of (∨)-rule to the resulting derivations. So we will always
suppose that the typing derivation of � does not end by a (∨)-rule.
For the case of V-reduction it suffices to check the claim when C is a redex (_G.C1)C2 and D is C1 [C2/G]. From Γ ⊢- C : b s

we can suppose w.l.o.g. that the typing derivation is as below:{
Γ, G : t ⊢- C1 : c8  C

®@f

Γ ⊢- _G.C1 : c8  C
®@ (t ⇒ f)

}
8

b1 �
∨
8 c8

(∨)
Γ ⊢- _G.C1 : b1 C

®@ (t ⇒ f)

{
Γ ⊢- C2 : d9  t

}
9

b2 �
∨
9 d9

(∨)
Γ ⊢- C2 : b2 t b � b1 ∧ b2

Γ ⊢- C : b C
®@f

From Lemma C.4 we deduce the existence of derivations of Γ ⊢- D : c8 ∧ d9  C
®@f ; from b �- b1 ∧ b2 we deduce then

b �-
∨
8, 9 c8 ∧ d9 , using the fact that

∨
8 c8 ∧

∨
9 d9 ≡

∨
8, 9 c8 ∧ d9 . We can thus conclude as follows:{

Γ ⊢- D : c8 ∧ d9  C
®@f

}
8, 9

b �-
∨
8, 9 c8 ∧ d9

(∨)
Γ ⊢- D : b C

®@f
For the case of _p{} wee consider reduction rules one by one.

(C ⊕80 C _p{} C) The last rule of C is either

Γ ⊢- C : b′
 s b �- x80 ∧ b′

(⊕; )
Γ ⊢- C ⊕08 C : b s

or

Γ ⊢- C : b′
 s b �- ¬x80 ∧ b′

(⊕A )
Γ ⊢- C ⊕08 C : b s

Then, in either case, from Γ ⊢- C : b′
 s, b �- b′, using Lemma C.3 we deduce Γ ⊢- C : b s.

((C ⊕80 D) ⊕
8
0 E _p{} C ⊕

8
0 E) There are three possible sub-cases:

1. the type derivation is as follows:

Γ ⊢- C : b′′
 s b′

�
- x80 ∧ b′′

(⊕;)
Γ ⊢- C ⊕80 D : b′

 s b �- x80 ∧ b′

(⊕;)
Γ ⊢- (C ⊕80 D)⊕

8
0 : b s
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Then from Γ ⊢- C : b′′
 s and since we have b ⊢- x80 ∧ b′′ we deduce Γ ⊢- C ⊕80 E : b s.

2. the type derivation is as follows:

Γ ⊢- D : b′′
 s b′

�
- ¬x80 ∧ b′′

(⊕A )
Γ ⊢- C ⊕80 D : b′

 s b �- x80 ∧ b′

(⊕;)
Γ ⊢- (C ⊕80 D) ⊕

8
0 E : b s

Then, from b �- x80 ∧ b′ and b′
�
- ¬x80 ∧ b′′ we deduce b �- ⊥, so we conclude Γ ⊢- (C ⊕80 E) : b s using one

of the initial rules.
3. the type derivation is as follows:

Γ ⊢- E : b′′
 s b �- ¬x80 ∧ b′′

(⊕A )
Γ ⊢- (C ⊕80 D) ⊕

8
0 E : b s

Then from Γ ⊢- D : b′
 s and b �- ¬x80 ∧ b′′ we deduce Γ ⊢- C ⊕80 E : b s.

(C ⊕80 (D ⊕80 E) _p{} C ⊕
8
0 E) Similar to the case above.

(_G.(C ⊕80 D) _p{} (_G.C) ⊕
8
0 (_G.D)) There are two possible sub-cases:

1.

Γ, G : s ⊢- C : b′
 C

®@g b �- x80 ∧ b′

(⊕;)
Γ, G : s ⊢- C ⊕80 D : b C

®@g
(_)

Γ ⊢- _G.(C ⊕80 D) : b C
®@ (s ⇒ g)

Then, we deduce

Γ, G : s ⊢- C : b′
 C

®@g
(_)

Γ ⊢- _G.C : b′
 C

®@ (s ⇒ g) b �- x80 ∧ b′

(⊕;)
Γ ⊢- (_G.C) ⊕80 (_G.D) : b C

®@ (s ⇒ g)

2.

Γ, G : s ⊢- D : b′
 C

®@g b �- ¬x80 ∧ b′

(⊕A )
Γ, G : s ⊢- C ⊕80 D : b C

®@g
(_)

Γ ⊢- _G.(C ⊕80 D) : b C
®@ (s ⇒ g)

Then, we can argue similarly to the previous case.
((C ⊕80 D)E _p{} (CE) ⊕

8
0 (DE)) There are two possible sub-cases:

1.

Γ ⊢- C : b′′ C
®@ (s ⇒ g) b′ �- x80 ∧ b′′

(⊕;)
Γ ⊢- C ⊕80 D : b′ C

®@ (s ⇒ g) Γ ⊢- E : c s b �- b′ ∧ c
(@)

Γ ⊢- (C ⊕80 D)E : b C
®@g

Then, we deduce

Γ ⊢- C : b′′ C
®@ (s ⇒ g) Γ ⊢- E : c s b′ ∧ c �- b′′ ∧ c

(@)
Γ ⊢- CE : b′ ∧ c C

®@g b �- x80 ∧ b′ ∧ c
(⊕;)

Γ ⊢- (CE) ⊕80 (DE) : b C
®@g

2.

Γ ⊢- D : b′′ C
®@ (s ⇒ g) b′ �- ¬x80 ∧ b′′

(⊕A )
Γ ⊢- C ⊕80 D : b′ C

®@ (s ⇒ g) Γ ⊢- E : c s b �- b′ ∧ c
(@)

Γ ⊢- (C ⊕80 D)E : b C
®@g

Then, we can argue similarly to the previous case.

({C ⊕80 D}E _p{} ({C}E) ⊕
8
0 ({D}E)) Similar to the previous case.

(C (D ⊕80 E) _p{} (CD) ⊕
8
0 (CE)) There are two sub-cases:

1. Γ ⊢- C : b′ C ®@ (s ⇒ g)

Γ ⊢- D : c′ s c �- x80 ∧ c′

(⊕;)
Γ ⊢- D ⊕80 E : c s b �- b′ ∧ c

(@)
Γ ⊢- C (D ⊕80 E) : b C

®@g

Then, we deduce that
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Γ ⊢- C : b′ C
®@ (s ⇒ g) Γ ⊢- D : c′

 s b �- b′ ∧ c′

(@)
Γ ⊢- CD : b C

®@g b �- x80 ∧ b
(⊕A )

Γ ⊢- (CD) ⊕80 (CE) : b C
®@g

2. Γ ⊢- C : b′ C
®@ (s ⇒ g)

Γ ⊢- E : c′ s c �- ¬x80 ∧ c′
(⊕A )

Γ ⊢- D ⊕80 E : c s b �- b′ ∧ c
(@)

Γ ⊢- C (D ⊕80 E) : b C
®@g

Then, we can argue similarly to the previous case.
({C}(D ⊕80 E) _p{} ({C}D) ⊕

8
0 ({C}E)) Similar to the previous case.

((C ⊕80 D) ⊕
9

1
E _p{} (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E)) We suppose here 0 ≠ 1 or 8 < 9 . There are three sub-cases:

1.
Γ ⊢- C : b′′

 s b′
�
- x80 ∧ b′′

(⊕;)
Γ ⊢- C ⊕80 D : b′

 s b �- x
9

1
∧ b′

(⊕;)
Γ ⊢- (C ⊕80 D) ⊕

9

1
E : b′

 s

Then, we deduce

Γ ⊢- C : b′′
 s b �- x

9

1
∧ b′′

(⊕;)
Γ ⊢- C ⊕

9

1
E : b′

 s b �- x80 ∧ b
(⊕;)

Γ ⊢- (C ⊕
9

1
D) ⊕80 (D ⊕

9

1
E) : b′

 s

2.

Γ ⊢- D : b′′
 s b′

�
- ¬x80 ∧ b′′

(⊕A )
Γ ⊢- C ⊕80 D : b′

 s b �- x
9

1
∧ b′

(⊕;)
Γ ⊢- (C ⊕80 D) ⊕

9

1
E : b′

 s

Then, we can argue similarly to the previous case.

3.
Γ ⊢- E : b′

 s b �- x
9

1
∧ b′

(⊕A )
Γ ⊢- (C ⊕80 D) ⊕

9

1
E : b s

Then, we deduce (using the fact that b ≡- (x80 ∧ b) ∨ (¬x80 ∧ b))

Γ ⊢- E : b′
 s b �- x

9

1
∧ b′

(⊕A )
Γ ⊢- C ⊕

9

1
E : b s x80 ∧ b �- x80 ∧ b

(⊕A )
Γ ⊢- (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E) : x80 ∧ b s

Γ ⊢- E : b′
 s b �- x

9

1
∧ b′

(⊕A )
Γ ⊢- D ⊕

9

1
E : b s ¬x80 ∧ b �- x80 ∧ b

(⊕A )
Γ ⊢- (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E) : ¬x80 ∧ b s b �- (x80 ∧ b) ∨ (¬x80 ∧ b)

(∨)
Γ ⊢- (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E) : b s

(C ⊕
9

1
(D ⊕80 E) _p{} (C ⊕

9

1
D) ⊕80 (C ⊕

9

1
E)) Similar to the case above.

(a1.(C ⊕80 D) _p{} (a1.C) ⊕
8
0 (a1.D)) We suppose 0 ≠ 1. There are two sub-cases:

1.

Γ ⊢-∪{0,1 } C : d s b′ ∧ c � x80 ∧ d
(⊕; )

Γ ⊢-∪{0,1 } C ⊕80 D : b′ ∧ c s `(c) ≥ B b � b′

(`)
Γ ⊢-∪{0} a1.C ⊕80 D : b C

Bs

From b′ ∧ c8 � d, by Lemma C.3, we deduce the existence of a derivation of Γ ⊢-∪{0,1 } C : b′ ∧ c s. Moreover,
from b′ ∧ c8 � x

8
0 ∧ d8 and the fact that FN(c8 ) ⊆ {1} it follows that b′

� x80 , so we can construct the following
derivation:

Γ ⊢-∪{0,1 } C : b′ ∧ c s `(c8 ) ≥ B
(`)

Γ ⊢-∪{0} a1.C : b′
 C

Bs b � x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} (a1.C) ⊕80 (a1.D) : b C

Bs
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2.
Γ ⊢-∪{0,1 } D : d s b′ ∧ c � ¬x80 ∧ d

(⊕A )
Γ ⊢-∪{0,1 } C ⊕80 D : b′ ∧ c s `(c) ≥ B b � b′

(`)
Γ ⊢-∪{0} a1.C ⊕80 D : b C

Bs

The we can argue similarly to the previous case.

(_G.a0.C _p{} a0._G .C ) We have

Γ, G : s ⊢-∪{0} C : b′ ∧ c C
®@f `(c) ≥ B b �- b′

(`)
Γ, G : s ⊢- a0.C : b C

B
C

®@f
(_)

Γ ⊢- _G.a0.C : b C
B
C

®@ (s ⇒ f)

from which we deduce:

Γ, G : s ⊢-∪{0} C : b′ ∧ c C
®@f

(_)
Γ ⊢- _G.C : b′ ∧ c C

®@ (s ⇒ f) `(c) ≥ B b �- b′

(`)
Γ ⊢- a0._G .C : b C

B
C

®@ (s ⇒ f)

((a0.C)D _p{} a0.(CD)) We have

Γ ⊢-∪{0}, C : b′ ∧ c C
®@ (s ⇒ f) `(c) ≥ B b′′

� b′

(`)
Γ ⊢- a0.C : b′′

 C
B
C

®@ (s ⇒ f) Γ ⊢- D : d s b � b′′ ∧ d
(@)

Γ ⊢- (a0.C)D : b C
B
C

®@f

from which we deduce

Γ ⊢-∪{0}, C : b′ ∧ c C
®@ (s ⇒ f) Γ ⊢- D : d s b′ ∧ c � (b′ ∧ c) ∧ d

(@)
Γ ⊢- CD : b′ ∧ c C

®@f `(c) ≥ B b′′
� b′

(`)
Γ ⊢- a0.CD : b C

B
C

®@f

({C}a0.D _p{} a0.(CD)) We have

Γ ⊢- C : b′ ∧ c C
®@ (s ⇒ f)

Γ ⊢-∪{0} D : c′ ∧ d s `(d) ≥ B c′
� c

(`)
Γ ⊢- a0.D : c C

Bs b � b′ ∧ c
({})

Γ ⊢- {C}a0.D : b C
B
C

®@f

from which we deduce (using Lemma C.2)

Γ ⊢-∪{0} C : b′ ∧ c C
®@ (s ⇒ f) Γ ⊢-∪{0} D : c′ ∧ d s b′ ∧ d � b′ ∧ (c∧ d)

(@)
Γ ⊢- CD : b′ ∧ d C

®@f `(d) ≥ B b � b′

(`)
Γ ⊢- a0.CD : c C

B
C

®@f
�

D Details about C_→,∩.

D.1 Subject Reduction.

In this subsection we show that subject reduction holds for C_→,∩ (and a fortiori for C_→).

Proposition D.1 (Subject Reduction). If Γ ⊢- C : b s and C _ D, then Γ ⊢- D : b s.

As for C_
{}
→ (see Section C), we replace the rule (⊕) by the two rules (⊕; ) and (⊕A ). Moreover, we will ignore the rules (hn)

and (n), as the result extends immediately to them.
To show the reduction property of C_→,∩ we need to establish a few lemmas, some of which are analogous to results for

C_
{}
→ , and proved in a similar way:

Lemma D.2. If Γ ⊢- C : b s and - ⊆ . , then Γ ⊢. C : b s.

Lemma D.3. If Γ ⊢- C : b s holds and c �- b, then Γ ⊢- C : c s is derivable by a derivation of the same length.
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The next lemmas are new:

Lemma D.4. The following rule is admissible in C_→,∩:

Γ ⊢- C : b s s � t
(�)

Γ ⊢- C : b t

Proof. We will show the admissibility of a more general rule, namely

Γ ⊢- C : b t Δ � Γ,s � t
(�∗)

Δ ⊢- C : b t

where Δ � Γ holds when Γ = {G1 : M1, . . . , G= : M=}, Δ = {G1 : N1, . . . , G= : N=} and M8 � N8 .
We argue by induction on a typing derivation � of C :
• if � is

FN(b) ⊆ - s8 � t

Γ, G : [s1, . . . ,s=] ⊢
- G : b t

then from Δ � Γ, G : [s1, . . . ,s=] we deduce that Δ contains G : M, withM � [s1, . . . ,s=]. This implies thatM contains u8 ,
where u8 � s8 ; by transitivity of �, from u8 � s8 � t, we deduce u8 � t, and thus we can construct the derivation below

FN(b) ⊆ - u8 � t

Δ ⊢- G : b t

• if � ends by any of the rules (∨), (⊕;), (⊕A ) or (`Σ), then we can directly conclude by applying the I.H.
• if � is

...

Γ, G : M ⊢- C : b C
@f

(_)
Γ ⊢- _G.C : b C

@ (M ⇒ f)

then from C
@ (M ⇒ f) � t we deduce t = C

B (M′ ⇒ f ′), with B ≤ @, M � M′ and f � f ′′, and from Δ � Γ, we deduce
Δ, G : M′ � Γ, G : M. So by the I.H. we deduce the existence of a derivation of Δ, G : M′ ⊢- C : b  C

Bf ′ and we can
conclude by applying an instance of (_).

• if � is

...

Γ ⊢- C : c C
@ (M ⇒ f)

{
...

Γ ⊢- D : d8  s8

}
8

b � c∧
∧
8 d8

@∩
Γ ⊢- CD : b C

@f
where M = [s1, . . . ,s=]. Then from C

@f � s we deduce g = C
Bf ′, with B ≤ @ and f � f ′, and thus C@ (M ⇒ f) �

C
B (M ⇒ f ′), so by the I.H. applied to the left-hand side sub-derivation we obtain a the existence of a derivation of

Γ ⊢- C : c C
B (M ⇒ f ′), and thus we can conclude by applying an instance of (@∩).

�

Lemma D.5. Let b, b1, . . . , b= and c, c1, . . . , c= be such that FN(b), FN(b8 ) ⊆ - and FN(c), FN(c8) ⊆ {0}, where 0 ∉ - . If

c is satisfiable, then if b∧ c �-∪{0} ∨=
8 b8 ∧ c8 holds, also b �

- ∨=
8 b8 holds.

Proof. Let E ∈ 2- be a model of b. Since c is satisfiable, E can be extended to a model E ′ ∈ 2-∪{0} of b ∧ c. By hypothesis,
then E ′ satisfies

∨=
8 b8 ∧ c8 , so for some 80 ≤ =, it satisfies b80 ∧ c80 . We deduce then that E satisfies b80 , and thus E satisfies∨=

8 b8 . �

Lemma D.6. If Γ ⊢-∪. C : b∧ c s is derivable, where - ∩ . = ∅, FN(C) ⊆ - , FN(b) ⊆ - , FN(c) ⊆ . , and c is satisfiable,

then Γ ⊢- C : b s is also derivable.

Proof. By induction on a typing derivation of C :
• if the last rule is

s8 � t FN(b∧ c) ⊆ - ∪ .
(id∩)

Γ, G : [s1, . . . , s=] ⊢
-∪{0} G : b∧ c t

then the claim can be deduced by an instance of the same rule.
• if the last rule is
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{
Γ ⊢-∪. C : b8  s

}
8

b∧ c �-∪. ∨
8 b8

(∨)
Γ ⊢-∪. G : b∧ c s

Let
∨
9 b8 9 ∧ d8 9 be weak . -decompositions of the b8 (see [[? ], p. 17]); since b8 9 ∧ d8 9 � b8 , by Lemma D.3 we deduce

that Γ ⊢-∪. C : b8 9 ∧ d8 9  s is derivable for all 8 and 9 , by a derivation of same length as the corresponding derivation

of Γ ⊢-∪. C : b8  s; hence we can apply the I.H. to such derivations, yielding derivations of Γ ⊢- C : b8 9  s.
Using Lemma D.5, from b∧ c �

∨
8 b8 and

∨
8 b8 ≡

∨
8 9 b8 9 ∧ c8 9 , we deduce b �

∨
8 9 b8 9 , so we conclude{

Γ ⊢- C : b8 9  s
}
8 9

b �-
∨
8 9 b8 9

(∨)
Γ ⊢- G : b s

• if the last rule is

Γ ⊢-∪. C1 : b
′
 s b∧ c � x18 ∧ b′

(⊕;)
Γ ⊢-∪. C1 ⊕

8
1
C2 : b∧ c s

Then, let
∨
9 d9 ∧ c9 be a . -decomposition of b′; by Lemma D.3 there exist derivations of Γ ⊢-∪. C1 : d9 ∧ c9  s of

same length as the derivation Γ ⊢-∪. C1 : b
′
 s, so by I.H. we obtain derivations of Γ ⊢-∪. C1 : d9  s.

From b∧c � x18 ∧b
′ we deduce b∧c �

∨
9 (x

1
8 ∧d9 )∧c9 , and using LemmaD.5 we deduce b �

∨
9 x

1
8 ∧d9 ≡ x18 ∧

∨
9 d9 .

We can thus conclude as follows:

{
Γ ⊢- C1 : d9  s

}
9

(∨)
Γ ⊢- C1 :

∨
9 d9  s b �- x18 ∧

∨
9 d9

(⊕;)
Γ ⊢- C1 ⊕

8
0 C2 : b s

• if the last rule is

Γ ⊢-∪. C2 : b
′
 s b∧ c � ¬x18 ∧ b′

(⊕A )
Γ ⊢-∪. C1 ⊕

8
1
C2 : b∧ c s

then we can argue similarly to the previous case.
• if the last rule is

Γ,~ : M ⊢-∪. C : b∧ c C
@f

(_)
Γ ⊢-∪. _~.C : b∧ c C

@ (M ⇒ f)

Then, the claim follows from the I.H. by applying an instance of the same rule.
• if the last rule is

Γ ⊢-∪. C1 : b1  C
@ (M ⇒ f)

{
Γ ⊢-∪. C2 : b8  s8

}
8

b∧ c �-∪{0} b1 ∧ (
∧
8 b8)

(@∩)
Γ ⊢-∪. C1C2 : b∧ c C

@f

Then let
∨
9 c

′
9 ∧d′

9 and
∨
: c

′′
8:
∧d′′

8:
be weak. -decompositions of b1 and b8 . By Lemma D.3 there exist then derivations

of Γ ⊢-∪. C1 : c
′
9 ∧ d′

9  C
@ (M ⇒ f) and Γ ⊢-∪. C2 : c

′′
8:
∧ d′′

8:
 s8 of same length as the corresponding derivations.

By applying the I.H. to such derivations we obtain then derivations of Γ ⊢- C1 : c
′
9  C

@ (M ⇒ f) and Γ ⊢- C2 : c
′′
8:
 s8 ,

respectively.
Moreover, from b ∧ c � b1 ∧

∧
8 b8 we deduce b ∧ c �

∨
9 c

′
9 ∧ d′

9 and b ∧ c �
∨
8: c

′′
8:
∧ d′′

8:
, so by Lemma D.5 we

deduce b �
∨
9 c

′
9 and b �

∧
8

∨
8: c

′′
8:
.

Thus, we can conclude as follows:{
Γ ⊢- C1 : c

′
9  C

@ (M ⇒ f)
}
9

(∨)
Γ ⊢- C :

∨
9 c

′
9  C

@ (M ⇒ f)

{ {
Γ ⊢- C2 : c

′′
8:
 s8

}
: (∨)

Γ ⊢- C2 :
∨
8: c

′′
8:
 s8

}
8

b �-
(∨

9 c
′
9

)
∧

(∧
8

∨
8: c

′′
8:

)
(@)

Γ ⊢- C1C2 : b C
@f

• if the last rule is {
Γ ⊢-∪.∪{1 },@D C : b′ ∧fD  C

@Df
}
D

`(fD ) ≥ BD b∧ c � b′

(`Σ)
Γ ⊢-∪. a1.C : b∧ c C

Af
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where A =
∑
D @DBD , then let

∨
8 c8 ∧ d8 , be a weak 0- decomposition of b. By Lemma C.3 there exist derivations of

Γ ⊢-∪.∪{1 } C : c8 ∧ d8 ∧fD  C
@Df of same length as the corresponding derivation of Γ ⊢-∪.∪{1 } C : b′ ∧fD  C

@Df .
Hence, by the I.H. there exist derivations of Γ ⊢-∪{1 } C : c8 ∧fD  C

@Df .
From b∧ c �-∪{0} b′ we deduce by Lemma D.5 b �

∨
8 c8 and so we can conclude as follows:

{ {
Γ ⊢-∪{1 } C : c8 ∧fD  C

@Df
}
8

(∨)
Γ ⊢-∪{1 } C :

∨
8 c8 ∧fD  C

@Df

}
D

`(fD ) ≥ BD b �
∨
8 c8

(`Σ)
Γ ⊢- a1.C : b C

Af
�

The proof of the substitution lemma below is analogous to the proof of Lemma C.4.

Lemma D.7 (substitution lemma). The following rule is derivable:

Γ, G : [s1, . . . ,s=] ⊢
- C : c C

@g {Γ ⊢- D : d8  s8}8=1,...,= b � c∧ (
∧
8 d8)

(subst∩)
Γ ⊢- C [D/G] : b C

@g

We now have all elements to establish the subject reduction property.

Proof of Proposition D.1. As in the proof of Prop. C.1, observe that if the typing derivation � of C ends by a (∨)-rule, it suffices
to establish the property for the immediate sub-derivations of � and then apply an instance of (∨)-rule to the resulting
derivations. So we will always suppose that the typing derivation of � does not end by a (∨)-rule.
The argument for V-reduction works similarly to the one in the Prop. C.1, using Lemma D.7 in place of Lemma C.4. (subst∩)
For the case of _p wee consider reduction rules one by one. Most cases are analogous to those from the proof of Prop. C.1.

We limit ourselves to the case of the permutation rule (¬a ) (not considered before), and to those permutations that involve
the rule (`Σ):

(a1.(C ⊕80 D) _p (a1.C) ⊕80 (a1.D)) We suppose 0 ≠ 1. As in the proof of Prop. C.1 there are two sub-cases, we only consider
the first one (the second one being treated similarly):

{
Γ ⊢-∪{0,1 } C : d8  C

@8f b′ ∧ c8 � x
8
0 ∧ d8

(⊕; )
Γ ⊢-∪{0,1 } C ⊕80 D : b′ ∧ c8  C

@8f

}
8

`(c8 ) ≥ B8 b � b′

(`Σ)
Γ ⊢-∪{0} a1.C ⊕80 D  C

∑
8 @8B8f

From b′ ∧ c8 � d8 , by Lemma C.3, we deduce the existence of a derivation of Γ ⊢-∪{0,1 } C : b′ ∧ c8  C
@8f . Moreover,

from b′ ∧ c8 � x
8
0 ∧ d8 and the fact that FN(c8 ) ⊆ {1} it follows that b′

� x80 , so we can construct the following
derivation:

{
Γ ⊢-∪{0,1 } C : b′ ∧ c8  C

@8f
}
8

`(c8 ) ≥ B8
(`Σ)

Γ ⊢-∪{0} a1.C : b′
 C

∑
8 @8B8f b � x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} (a1.C) ⊕80 (a1.D) : b C

∑
8 @8B8f

(a0.C _p C) We have {
Γ ⊢-∪{0} C : b′ ∧ c8  C

@8f
}
8

`(Jc8K{0}) ≥ B8 b �- b′

(`Σ)
Γ ⊢- a0.C : b C

∑
8 @8B8f

Since the c8 are pairwise disjoint, from `(c8 ) ≥ B8 it follows that
∑
8 B8 ≤ 1. Hence, by letting & = max8 {@8 }, we have∑

8 @8B8 ≤
∑
8 &B8 = & ·

∑
8 B8 ≤ & . Let 80 be the index such that & = @80 . Since 0 ∉ FN(C), by applying Lemma D.6 to the

derivation of Γ ⊢-∪{0} C : b′ ∧ c80  C
&f , we deduce Γ ⊢- C : b′

 C
&f , and since C&f � C

∑
8 @8B8f and, we deduce,

by Lemma D.4, Γ ⊢- C : b′
 C

∑
8 @8B8f , and by Lemma D.3, Γ ⊢- C : b C

∑
8 @8B8f .

(_G.a0.C _p a0._G .C ) We have{
Γ, G : M ⊢-∪{0} C : b′ ∧ c8  C

@8f
}
8

`(c8 ) ≥ B8 b �- b′

(`Σ)
Γ, G : M ⊢- a0.C : b C

∑
8 @8B8f

(_)
Γ ⊢- _G.a0.C : b C

∑
8 @8B8 (M ⇒ f)
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from which we deduce:

{
Γ, G : M ⊢-∪{0} C : b′ ∧ c8  C

@8f
(_)

Γ ⊢- _G.C : b′ ∧ c8  C
@8 (M ⇒ f)

}
8

`(c8) ≥ B8 b �- b′

(`Σ)
Γ ⊢- a0._G .C : b C

∑
8 @8B8 (M ⇒ f)

((a0.C)D _p a0.(CD)) We have{
Γ ⊢-∪{0} C : c′ ∧ d8  C

@8 (M ⇒ g)
}
8

`(d8 ) ≥ B8 c � c′

(`Σ)
Γ ⊢- a0.C : c C

∑
8 @8B8 (M ⇒ g)

{
Γ ⊢- D : e9  s8

}
9

b � c∧
(∧

9 e9
)

(@∩)
Γ ⊢- (a0.C)D : b C

∑
8 @8B8g

where M = [s1, . . . , s=], from which we deduce


Γ ⊢-∪{0} C : c′ ∧ d8  C
@8 (M ⇒ g)

{
Γ ⊢- D : e9  s8

}
9

b∧ d8 � (c
′ ∧ d8 ) ∧

(∧
9 e9

)
(@∩)

Γ ⊢- CD : b∧ d8  C
@8g


8

`(d8) ≥ B8

(`Σ)
Γ ⊢- a0.CD : b C

∑
8 @8B8g

�

D.2 Subject Expansion.

The goal of this section is to establish the following result for C_→,∩:

Proposition D.8 (subject expansion). If Γ ⊢- C : b s and D _ C , then Γ ⊢- C : b s.

As for subject reduction, we will ignore the rules (hn) and (n), as the result extends immediately to them.
We will consider first the (more laborious case) of V-reduction, and then the more direct case of permutative reduction.

D.2.1 Subject V-Expansion. To establish the subject expansion property we need to develop a finer analysis of typing
derivations. In particular we will need to prove that derivations can be turned into a canonical form. The main idea is to
reduce to a case where (∨)-rules are always applied “as late as possible”, that is, either at the end of the derivation or right
before a counting rule. Moreover, we will require that if a (∨)-rule occurs before a counting rule for some name 0, then these
two rule follow a specific pattern, defined below, which ensures that no information is loss about other names.

Definition D.9 (∨`-pattern). For any name 0 ∈ N and typing derivation � , a ∨`-pattern on 0 in � is given by the occurrence
in � of (`)-rule preceded by multiple occurrences of (∨)-rules in a configuration as illustrated below:




{
Γ ⊢-∪{0} C : b∧ d8 9  C

@8f
}
9=1,...,!8

b∧ d8 �
- ∨

; b∧ d8 9

(∨)
Γ ⊢-∪{0} C : b∧ d8  C

@8f


8

`(d8 ) ≥ B8

(`Σ)
Γ ⊢- a0.C : b C

∑
8 @8B8f

(1)

where FN(c) ⊆ - , FN(d8 9 ) ⊆ {0}, and c and the d8 9 are conjunctions of literals.

Definition D.10 (canonical and pseudo-canonical derivation). A typing derivation � is said canonical when the following
hold:
a. all Boolean formulas occurring in � are conjunctions of literals, except for those which occur either in the conclusion of

a (∨)-rule or in the major premiss of a (`Σ)-rule;
b. any occurrence of the (∨) rule in � occurs in a ∨`-pattern.
A typing derivation � is said pseudo-canonical when � is obtained by one application of the (∨)-rule where all premises

are conclusions of canonical sub-derivations.

The fundamental property of canonical derivations that we will exploit is the following:

Lemma D.11. Suppose � is a canonical derivation of conclusion Γ ⊢- C : b s. If c is a Boolean formula cwith FN(c) ⊆ -

occurring in an axiom of � , then b �- c.

Proof. By induction on � :
• if � only consists in an axiom, the claim is trivial;
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• if � ends by any rule of the form

{Δ ⊢?? : e8 ??}8 other conditions

Δ ⊢?? : b??

where b � e8 (this includes the rules for ⊕
8
0 , _ and application), then from the induction hypothesis e8 � c holds, where 8

is the index of the derivation where c occurs, and we can thus conclude b � c.
• if � ends by a ∨`-pattern as in Eq. (1), then by the induction hypothesis b∧ d8 9 � c, where 8 and 9 are chosen so that c
occurs in the associated sub-derivation. Since FN(d8 9 ) ∩ FN(c) = ∅ and the d8 9 are all satisfiable, we can conclude b � c
by Lemma D.5.

�

Remark 3. It is not difficult to see that the property of Lemma D.11 fails for non-canonical derivations. For example, consider

the non-canonical derivation below:

G : C@f ⊢{0,1 } G : x1
0  C

@f
(⊕;)

G : C@f ⊢{0,1 } G ⊕0
1
G : x0

1
∧x1

0  C
@f `(x0

1
) ≥ 1

2
(`)

G : C@f ⊢{0,1 } a1.G ⊕0
1
G : x1

0  C
@
2 f

G : C@f ⊢{0,1 } G : ¬x1
0  C

@f
(⊕A )

G : C@f ⊢{0,1 } G ⊕0
1
G : ¬x0

1
∧ ¬x1

0  C
@f `(¬x0

1
) ≥ 1

2
(`)

G : C@f ⊢{0,1 } a1.G ⊕0
1
G : ¬x1

0  C
@
2 f ⊤ � x1

0 ∧ ¬x1
0

(∨)
G : C@f ⊢{0} a1.G ⊕0

1
G : ⊤ C

@
2 f

where d = (x0
1
∧x1

0) ∨ (¬x0
1
∧ ¬x1

0). While the literal x1
0 occurs in an axiom, it is not true that ⊤ � x1

0 .

Observe that the derivation above is pseudo-canonical. Instead, the derivation below is neither canonical nor pseudo-canonical,

and similarly violates the property of Lemma D.11.

G : C@f ⊢{0,1 } G : x1
0  C

@f
(⊕;)

G : C@f ⊢{0,1 } G ⊕0
1
G : x0

1
∧x1

0  C
@f

G : C@f ⊢{0,1 } G : ¬x1
0  C

@f
(⊕;)

G : C@f ⊢{0,1 } G ⊕0
1
G : x0

1
∧ ¬x1

0  C
@f x0

1
� (x1

0 ∧x0
1
) ∨ (¬x1

0 ∧x0
1
)

(∨)
G : C@f ⊢{0,1 } G ⊕0

1
G : x0

1
 C

@f `(x0
1
) ≥ 1

2
(`)

G : C@f ⊢{0} a1.G ⊕0
1
G : ⊤ C

@
2 f

The following is the fundamental structural result we need to establish subject V-expansion.

Theorem D.12. Any typing derivation can be transformed into a pseudo-canonical derivation.

We need two preliminary lemmas.

Lemma D.13. Suppose � is pseudo-canonical and ends as follows:{
Γ ⊢-∪{0} C : b8 ∧ e8  s

}
8=1,...,=

b �-∪{0} ∨
8 b8 ∧ e8

(∨)
Γ ⊢-∪{0} C : b s

where FN(b8 ) ⊆ - and FN(e8 ) ⊆ {0}. Then there exists literals c8 9 with free names in - such that

(i.) if 8 ≠ 8 ′, then for all 9 , 9 ′ either c8 9 ≡ c8′ 9′ or c8 9 ∧ c8′ 9′ � ⊥;
(ii.) b8 ≡

∨
9 c8 9 , and more generally

∨
8, 9 c8 9 ≡

∨=
8=1 b8 .

Moreover, � can be turned into a pseudo-canonical derivation � ′ ending as follows:{
Γ ⊢-∪{0} C : c8 9 ∧ e8  s

}
8, 9

b �-∪{0} ∨
8, 9 c8 9 ∧ e8

(∨)
Γ ⊢-∪{0} C : b s

Proof. For any of the conjunction of literals b8 , let,8 ⊆ N × N contain all pairs ( 9 ,1) such that at least one of the literals

x
9

1
,¬x

9

1
occurs in

∨
8 b8 but neither of them occurs in b8 . For any such b8 , let c81, . . . , c82♯,8 be the conjunctions of literals

obtained by adding to b8 all possible consistent conjunctions of literals chosen from,8 (i.e. all possible choices between x
9

1

and ¬x
9

1
, for ( 9 ,1) ∈,8). It is clear that b8 ≡

∨
9 c8 9 and that all c8 9 are disjoint, so 88 . holds.

Moreover, let 8 ≠ 8 ′ and suppose c8 9 = b8 ∧ d and c8′ 9′ = b9 ∧ e are not equivalent; since c8 9 and c8′ 9′ are conjunctions

of literals, and each of them contains either x
9

1
or ¬x

9

1
for ( 9 ,1) ∈

⋃
8,8 , the only possibility is that for some pair ( 9 , 1), c8 9

contains either x
9

1
or ¬x

9

1
and c8′ 9′ contains its negation, so c8 9 ∧ c8′ 9′ � ⊥. Hence 8 . also holds.

Finally, the pseudo-canonical derivation � ′ is obtained as follows: for any canonical sub-derivation �8 of � of conclusion
Γ ⊢- C : b8 ∧ e8  s (whose conclusion contains the Boolean formula b8 ) and for each choice of 9 , define a sub-derivation
�8 9 of conclusion Γ ⊢- C : c8 9 ∧ e8  s by replacing each Boolean formulafoccurring in �8 byf∧ d, where c8 9 = b8 ∧ d.
Since d is a conjunction of literals, one can check by induction on �8 that �8 9 is also canonical. This is immediate for all rules
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except for the (∨)-rule. However, since �8 is canonical, (∨)-rules occur in �8 only in ∨`-patterns, and one can check that one
obtains then a ∨`-pattern by replacing each Boolean formula a by a∧ d.
We finally obtain � ′ as follows:

{
�8 9

Γ ⊢-∪{0} C : c8 9 ∧ e8  s

}
8, 9

b �
∨
8, 9 c8 9 ∧ e8

(∨)
Γ ⊢-∪{0} C : b s

�

Lemma D.14. If � is a derivation ending with a rule whose premises are conclusions of pseudo-canonical derivations, then �

can be turned into a pseudo-canonical derivation � ′.

Proof. We consider all possible rules:
• if � is as follows:

{
� 9

Γ ⊢-∪{0} C : c9  s

}
9

b �
∨
8 c9

(∨)
Γ ⊢-∪{0} C : b s

(⊕;)
Γ ⊢-∪{0} C ⊕80 D : x80 ∧ b s

then � ′ is as follows:




� 9

Γ ⊢-∪{0} C : c9  s
(⊕;)

Γ ⊢-∪{0} C ⊕80 D : x80 ∧ c9  s


 9

x80 ∧ b �
∨
9 x

8
0 ∧ c9

(∨)
Γ ⊢-∪{0} C ⊕80 D : x80 ∧ b s

The symmetric rule for ⊕80 is treated similarly.
• If � is as follows:

{
� 9

Γ, G : M ⊢- C : c9  C
@f

}
9

b �
∨
9 c9

(∨)
Γ, G : M ⊢- C : b C

@f
(_)

Γ ⊢- _G.C : b C
@ (M ⇒ f)

then � ′ is as follows:




� 9

Γ, G : M ⊢- C : c9  C
@f

(_)
Γ ⊢- _G.C : c9  C

@ (M ⇒ f)


 9

b �
∨
9 c9

(∨)
Γ ⊢- _G.C : b C

@ (M ⇒ f)

• if � is as follows:{
� 9

Γ ⊢- C : c9  C
@ (M ⇒ f)

}
9

c �
∨
9 c9

(∨)
Γ ⊢- C : c C

@ (M ⇒ f)

{
�;

Γ ⊢- D : d;  s;

}
;

b � c∧
( ∧

; 3;

)
(@∩)

Γ ⊢- CD : b C
@f

where M = [s1, . . . , s=] and each derivation �; is of the form{
�;:

Γ ⊢- C : e;:  s;

}
:

d; �
∨
: e;:

(∨)
Γ ⊢- C : d;  s;

Then � ′ is as follows:
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� 9

Γ ⊢- C : c9  C
@ (M ⇒ f)

{
�;6 (; )

Γ ⊢- D : e;6 (; )  s;

}
;

b96 � c9 ∧
(∧

; e;6 (; )

)
(@∩)

Γ ⊢- CD : b96  C
@f


 9,6

b �
∨
9,6 b96

(∨)
Γ ⊢- CD : b C

@f

where b96 = c9 ∧
( ∧

; e;6 (; )

)
and 6 ranges over all possible choice functions associating each ; with a suitable value :

such that e;: exists, using the fact that

b � c∧
(∧

;

d;

)
≡

(∨
9

c9

)
∧

(∧
;

∨
:

e;:

)
≡

∨
9

(
c9 ∧

(∧
;

∨
:

e;:
) )

≡
∨
96

c9 ∧
(∧
;

e;6 (; )
)

• if � is as follows:


{
�8 9

Γ ⊢-∪{0} C : d8 9  C
@8f

}
9

b′ ∧ c8 �
∨
9 d8 9

(∨)
Γ ⊢-∪{0} C : b′ ∧ c8  C

@8f


8

`(c8 ) ≥ B8 b � b′

(`)
Γ ⊢- a0.C : b C

∑
8 @8B8f

where FN(b, b′) ⊆ - and FN(c8) ⊆ {0}, then, since the �8 9 are canonical, each d8 9 is a conjunction of literals and can
thus be written as e8 9 ∧f8 9 , where FN(e8 9 ) ⊆ - and FN(f8 9 ) ⊆ {0}.
Observe that we can suppose w.l.o.g. that none of either the e8 9 or the f8 9 is equivalent to ⊥. Moreover, we can also
suppose w.l.o.g. that b and b′ coincide and are satisfiable.
Now, from b∧ c8 �

∨
9 e8 9 ∧f8 9 (using the fact that the c8 are satisfiable) we deduce by Lemma D.5 that b �

∨
9 e8 9 and

c8 �
∨
9 f8 9 .

For each 8 , by applying Lemma D.13 to the family (e8 9 ) 9 , we obtain a family e8 9: of conjunctions of literals, all satisfiable,
with FN(e8 9:) ⊆ - , and such that e8 9 ≡

∨
: e8 9: , and for 9 ≠ 9 ′, either e8 9: ≡ e8 9′:′ or e8 9: ∧ e8 9′:′ � ⊥. Moreover, we

also deduce the existence of a family �†
8 9:

of canonical derivations of conclusion Γ ⊢-∪{0},@8 C : e8 9: ∧f8 9  s.

For each 8, 9 , : , let * 8
9:

be the set of pairs ( 9 ′, : ′) such that e8 9′:′ ≡ e8 9: . Observe that for any pair ( 9 ′′, : ′′) ∉ * 8
9:
, e8 9: ∧

e8 9′′:′′ � ⊥.
Let ≈8 be the equivalence relation on pairs ( 9 , :) defined by ( 9 , :) ≈8 ( 9 ′, : ′) iff e8 9: ≡ e8 9′:′ (i.e. iff ( 9 ′, : ′) ∈ * 8

9:
), and let

, 8 contain a chosen representative of [( 9 , :)]≈8 for each equivalence class. Then we have that∨
9

e8 9 ∧f8 9 ≡
∨
9:

e8 9: ∧f8 9 ≡
∨

( 9,:) ∈, 8

e8 9: ∧
( ∨
9′:′∈* 8

9:

f8 9′
)

(2)

Let f̃8 9: =
∨
9′:′∈* 8

9:
f8 9′ . Let b ≡

∨
D bD , where the bD are pairwise disjoint conjunctions of literals, all being satisfiable.

From b∧c8 �
∨
9 d8 9 ≡

∨
( 9,:) ∈, 8 e8 9: ∧f̃8 9: we deduce by Lemma D.5 and the satisfiability of c8 that b �

∨
( 9,:) ∈, 8 e8 9: ;

since the e8 9: , with ( 9 , :) varying in , 8 , are pairwise disjoint, this implies the existence of functions � ,  such that

bD � e8 � (D) (D) , and thus a fortiori such that bD ∧ c8 � e8 � (D) (D) ∧ �f8 � (D) (D) . Since the bD are satisfiable, by Lemma D.5,

this implies c8 � �f8 � (D) (D) .

For each D, we can now construct a derivation �∗
D of Γ ⊢- a0.C : e8 � (D) (D)  C

∑
8 @8B8f as shown below:



{
�‡
8 9′:′

Γ ⊢-∪{0} C : bD ∧f8 9′  C
@8f

}
( 9′,:′) ∈* 8

� (D) (D)

bD ∧ c8 �
∨
9′:′∈*� (D) (D)

bD ∧f8 9′

(∨)
Γ ⊢-∪{0} C : bD ∧ c8  C

@8f


8

` (c8 ) ≥ B8

(`)
Γ ⊢- a0.C : bD  C

∑
8 @8B8f

where �‡
8 9′:′

is obtained from �8 9′:′ by replacing everywhere e8 9′:′ by bD , using the fact that bD � e8 � (D) (D) ≡ e8 9′:′ .

Observe that the one above is a ∨`-pattern, and thus �∗
D is canonical.

We can now conclude as follows:

{
�∗
D

Γ ⊢- a0.C : bD  C
∑
8 @8B8f

}
D

b �
∨
D bD

(∨)
Γ ⊢- a0.C : b C

∑
8 @8B8f



Melissa Antonelli, Ugo Dal Lago, and Paolo Pistone

�

We can now prove Theorem D.12.

Proof of Theorem D.12. First, for any axiom

s8 � t FN(b) ⊆ -
(id�)

Γ, G : [s1, . . . ,s=] ⊢
- G : b t

transform b into an equivalent disjunctive normal form
∨
9 b9 (with the b9 conjunctions of literals), and replace the axiom

by the derivation below

{
s8 � t FN(b) ⊆ -

(id�)
Γ, G : [s1, . . . , s=] ⊢

- G : b9  t

}
9

b �-
∨
9 b9

(∨)
Γ, G : [s1, . . . ,s=] ⊢

- G : b t

Now, starting from the axioms, for each rule occurring in the construction of the derivation, use Lemma D.14 to progressively
permute (∨)-rules downwards, hence turning the derivation into a pseudo-canonical one. �

Using Theorem D.12 we can finally prove the subject V-expansion property. We will make use of the following property
(which is an easy consequence of Lemma D.6 and Lemma D.3):

Lemma D.15. If Γ,Δ ⊢-∪. C : b  s is derivable, where FV(C) ⊆ Γ and FN(C) ⊆ - , then there exists a Boolean formula b′

with FN(b′) ⊆ - such that b � b′ and Γ ⊢- C : b′
 s is derivable.

Proposition D.16 (subject V-expansion). If Γ ⊢- C [D/G] : b s is derivable then Γ ⊢- (_G.C)D : b s is also derivable.

Proof. A typing derivation of Γ ⊢- C [D/G] : b s can be depicted as follows:

�1

Γ,Δ1 ⊢
-∪.1 D : f1 s1 . . .

�#

Γ,Δ# ⊢-∪.# D : f#  s#

�

Γ ⊢- C [D/G] : b s

Observe that neither the variables in Δ8 nor the names in .8 can occur in D. Hence using Lemma D.15 we obtain derivations
�∗
8 of Γ ⊢- D : d8  s8 , withf8 � d8 .

Moreover, from � we can deduce a derivation �∗ of Γ, G : [s1, . . . , s# ] ⊢
- C : b′

 s, where each of the �8 is replaced by
an axiom

s8 � s8 FN(d8) ⊆ -
(id�)

Γ,Δ8, G : [s1, . . . ,s# ] ⊢
- G : d8  s8

and b′ is such that b � b′.
Using Theorem D.12 we can turn �∗ into a pseudo-canonical derivation �∗†, which is thus of the form

�∗†
=

{
�;

Γ, G : [s1, . . . , s# ] ⊢
- C : c;  s

}
;

b′
�

∨
; c;

(∨)
Γ, G : [s1, . . . , s# ] ⊢

- C : b′
 s

where each �; is canonical and contains all axioms of the form

s8 � s8 FN(d86; (8)) ⊆ -
(id�)

Γ,Δ8, G : [s1, . . . ,s# ] ⊢
- G : d86; (8)  s8

where
∨
: d8: ≡ d8 is a disjunctive normal form and 6; is some choice function choosing one value : for each 8 .

Since d8: �
∨
: d8: ≡ d8 holds we deduce by Lemma C.3 the existence of derivations �8: of Γ ⊢- D : d8:  s8 .

Moreover, since the �; are canonical, by Lemma D.11 we deduce that c; �
∧
8 d86; (8) .

Using b � b′ and b′
�

∨
; c; , we can thus obtain a derivation of Γ ⊢- (_G.C)D : b s as follows (where M = [s1, . . . , s# ]

and s = C
@f):
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�;

Γ, G : M ⊢- C : c;  s

Γ ⊢- _G.C : c;  C
@ (M ⇒ f)

{
�86; (8)

Γ ⊢- D : d86; (8)  s8

}
8

c; �
∧
8 d86; (8)

Γ ⊢- (_G.C)D : c;  s


;

b �
∨
; c;

(∨)
Γ ⊢- (_G.C)D : b s

�

D.2.2 Subject Permutative Expansion. The subject expansion property with respect to permutative reduction can be
established by a direct inspection of permutative rules.

Proposition D.17. If Γ ⊢- C : b s and D _p C , then Γ ⊢- D : b s.

Proof. As in the proof of Proposition C.1, if the typing derivation � of C ends by a (∨)-rule, it suffices to establish the property
for the immediate sub-derivations of � and then apply an instance of (∨)-rule to the resulting derivations. So we will always
suppose that the typing derivation of C does not end by a (∨)-rule.

(C ⊕80 C _p C) From Γ ⊢-∪{0} C : b s we deduce

Γ ⊢-∪{0} C : b s
(⊕; )

Γ ⊢-∪{0} C ⊕80 C : x
8
0 ∧ b s

Γ ⊢-∪{0} C : b s
(⊕A )

Γ ⊢-∪{0} C ⊕80 C : ¬x
8
0 ∧ b s b � (x80 ∧ b) ∨ (¬x80 ∧ b)

(∨)
Γ ⊢-∪{0} C ⊕80 C : b s

((C ⊕80 D) ⊕
8
0 E _p C ⊕

8
0 E) There are two possible sub-cases:

1. the type derivation is as follows:

Γ ⊢-∪{0} C : b′
 s b′

� x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} C ⊕80 E : b s

Then we deduce
Γ ⊢-∪{0} C : b′

 s b � x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} C ⊕80 D : b s b � x80 ∧ b

(⊕; )
Γ ⊢-∪{0} (C ⊕80 D) ⊕

8
0 E : b s

2. the type derivation is as follows:

Γ ⊢-∪{0} E : b′
 s b′

� ¬x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} C ⊕80 E : b s

Then we deduce
Γ ⊢-∪{0} E : b′

 s b � ¬x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} (C ⊕80 D) ⊕

8
0 E : b s

(C ⊕80 (D ⊕80 E) _p C ⊕
8
0 E) Similar to the case above.

(_G.(C ⊕80 D) _p (_G.C) ⊕80 (_G.D)) There are two possible sub-cases, treated similarly. We only consider the first one:
1.

Γ, G : M ⊢- C : b′
 C

@f
(_)

Γ ⊢- _G.C : b′
 C

@ (M ⇒ f) b � x80 ∧ b′

(⊕; )
Γ ⊢- (_G.C) ⊕80 (_G.D) : b C

@ (M ⇒ f)

Then we deduce
Γ, G : M ⊢- C : b′

 C
@f b � x80 ∧ b′

(⊕; )
Γ, G : M ⊢- C ⊕80 D : b C

@f
(_)

Γ ⊢- _G.(C ⊕80 D) : b C
@ (M ⇒ f)

((C ⊕80 D)E _p (CE) ⊕80 (DE)) There are two possible sub-cases, treated similarly. We only consider the first one (withM =

[s1, . . . ,s=]:



Melissa Antonelli, Ugo Dal Lago, and Paolo Pistone

1.

Γ ⊢- C : b′′
 C

@ (M ⇒ f)
{
Γ ⊢- E : c8  s8

}
8

b′
� b′′ ∧ (

∧
8 c8)

(@∩)
Γ ⊢- CE : b′

 C
@f b � x80 ∧ b′

(⊕; )
Γ ⊢- (CE) ⊕80 (DE) : b C

@f

Then we deduce

Γ ⊢- C : b′′
 C

@ (M ⇒ f) x80 ∧ b′′
� x80 ∧ b′′

(⊕; )
Γ ⊢- C ⊕80 D : x80 ∧ b′′

 C
@ (M ⇒ f)

{
Γ ⊢- E : c8  s8

}
8

b � (x80 ∧ b′′) ∧ (
∧
8 c8 )

(@∩)
Γ ⊢- (C ⊕80 D)E : b C

@f

(C (D ⊕80 E) _p (CD) ⊕80 (CE)) There are two sub-cases, treated similarly. We only consider the first one:
1.

Γ ⊢- C : b′′
 C

@ (M ⇒ f)
{
Γ ⊢- D : c8  s8

}
8

b′
� b′′ ∧ (

∧
8 c8)

(@∩)
Γ ⊢- CD : b′

 C
@f b � x80 ∧ b′

(⊕; )
Γ ⊢- (CD) ⊕80 (CE) : b C

@f

Then we deduce that

Γ ⊢- C : b′′
 C

@ (M ⇒ f)

{
Γ ⊢- D : c8  s8 x80 ∧ c8 � x

8
0 ∧ c8

(⊕; )
Γ ⊢- D ⊕80 E : x

8
0 ∧ c8  s8

}
8

b � b′′ ∧
(∧

8 (x
8
0 ∧ c8)

)
(@∩)

Γ ⊢- C (D ⊕80 E) : b C
@f

((C ⊕80 D) ⊕
9

1
E _p (C ⊕

9

1
E) ⊕80 (D ⊕

9

1
E)) We suppose here 0 ≠ 1 or 8 < 9 . There are four sub-cases, all treated similarly. We

only consider the first one:
1.

Γ ⊢- C : b′′
 s b′

� x
9

1
∧ b′′

(⊕; )
Γ ⊢- C ⊕

9

1
E : b′

 s b � x80 ∧ b′

(⊕; )
Γ ⊢- (C ⊕

9

1
D) ⊕80 (D ⊕

9

1
E) : b s

Then we deduce
Γ ⊢- C : b′′

 s b � x80 ∧ b′′

(⊕; )
Γ ⊢- C ⊕80 D : b s b � x

9

1
∧ b

(⊕; )
Γ ⊢- (C ⊕80 D) ⊕

9

1
E : b s

(C ⊕
9

1
(D ⊕80 E) _p (C ⊕

9

1
D) ⊕80 (C ⊕

9

1
E)) Similar to the case above.

(a1.(C ⊕80 D) _p (a1.C) ⊕80 (a1.D)) We suppose 0 ≠ 1. There are two sub-cases, treated similarly. We only consider the first
one:
1. {

Γ ⊢-∪{0,1 } C : b′′ ∧ c8  C
@8f

}
8

`(c8) ≥ B8 b′
� b′′

(`Σ)
Γ ⊢-∪{0} a1.C : b′

 C
∑
8 @8B8f b � x80 ∧ b′

(⊕; )
Γ ⊢-∪{0} (a1.C) ⊕80 (a1.D) : b C

∑
8 @8B8f

From b � b′′ we deduce by Lemma C.3 the existence of derivations of Γ ⊢-∪{1 } C : b ∧ c8  C
@8f . Then we can

construct the following type derivation for D:

{
Γ ⊢-∪{0,1 } C : b∧ c8  C

@8f
(⊕; )

Γ ⊢-∪{0,1 } C ⊕80 D : b∧ c8  C
@8f

}
8

`(c8 ) ≥ B8

(`Σ)
Γ ⊢-∪{0} a1.C ⊕80 D : b C

∑
8 @8B8f

(a0.C _p C) We can suppose that 0 ∉ FN(b), so from Γ ⊢- C : b s and b ∧ ⊤ � b we deduce Γ ⊢-∪{0} C : b ∧ ⊤ s

and since `(⊤) ≥ 1, Γ ⊢- a0.C : b s, since s = C
@f = C

@ ·1f .
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(_G.a0.C _p a0._G .C ){
Γ, G : M ⊢-∪{0} C : b′ ∧ c8  C

@8f
(_)

Γ ⊢-∪{0} _G.C : b′ ∧ c8  C
@8 (M ⇒ f)

}
8

`(c8 ) ≥ B8 b � b′

(`Σ)
Γ ⊢- a0._G .C : b C

∑
8 @8B8 (M ⇒ f)

from which we deduce

{Γ, G : M ⊢-∪{0} C : b′ ∧ c8  C
@8f}8 `(c8 ) ≥ B8 b � b′

(`Σ)
Γ, G : M ⊢- a0.C : b C

∑
8 @8B8f

(_)
Γ ⊢- _G.a0.C : b C

∑
8 @8B8 (M ⇒ f)

((a0.C)D _p a0.(CD)) We have{
Γ ⊢-∪{0} C : c8  C

@8 (M8 ⇒ f)
{
Γ ⊢-∪{0} D : d8 9  t8 9

}
9

b′ ∧ e8 � c8 ∧
∧
9 d8 9

(@∩)
Γ ⊢-∪{0} CD : b′ ∧ e8  C

@8f

}
8

`(e8) ≥ B8 b � b′

(`Σ)
Γ ⊢- a0.CD : b C

∑
8 @8B8f

where M8 = [t81, . . . , t8?8 ]. Let M be the concatenation of M1, . . . ,M:+1. Since M � M8 , we have C
@ (M8 ⇒ f) �

C
@ (M ⇒ f), so from the derivations of Γ ⊢-∪{0} C : c8  C

@8 (M8 ⇒ f), using Lemma D.4 we deduce derivations of
Γ ⊢-∪{0} C : c8  C

@ (M ⇒ f). Moreover, from b∧ e8 � c8 , using Lemma D.3, we deduce the existence of derivations
of Γ ⊢-∪{0} C : b∧ e8  C

@ (M ⇒ f), and from b∧ e8 �
∧
9 d8 9 , since FN(e8 ) ∩ FN(d8 9 ) = ∅, we deduce b �

∧
9 d8 9 .

We can thus construct a type derivation for (a0.C)D as follows:

{
Γ ⊢-∪{0} C : b∧ e8  C

@ (M ⇒ f)
}
8

`(e8) ≥ B8
(`Σ)

Γ ⊢- a0.C : b C
∑
8 @8B8 (M ⇒ f)

{
Γ ⊢-,A8 D : d8 9  t8 9

}
8, 9

b �
∧
8 9 d8 9

(@∩)
Γ ⊢- (a0.C)D : b C

∑
8 @8B8f

Observe that this is the unique case in the proof in which we use intersection types in an essential way.

�

D.3 Completeness.

D.3.1 Deterministic Completeness. The goal of this subsection is to establish Proposition 6.5.

Proposition 6.5 (Deterministic Completeness). For any closed term C ,

(i.) C is head-normalizable iff ⊢¬∨ C : ⊤ C
1hn;

(ii.) C is normalizable iff ⊢¬∨ C : ⊤ C
1n.

(iii.) C is strongly normalizable iff ⊢¬∨ C : ⊤ C
1n and all types in the derivation are safe.

We need a few preliminary lemmas:

Lemma D.18. For any closed term C :

(i.) if C is a HNV, then ⊢¬∨ C : ⊤ C
1f holds for some type;

(ii.) if C is a HNV and is _-normal, then ⊢¬∨ C : ⊤ C
1f holds for some safe type.

Proof. If C = _G1 . . . G= .G8D1 . . . D? , then we can let f = s1 ⇒ . . . ⇒ s= ⇒ > , where for 9 ≠ 8 , s 9 = [ ], and s8 = C
1 [C1 [ ] ⇒

. . . ⇒ C
1 [ ] ⇒ >]. The second claim is proved by induction on normal forms, using a similar construction. �

Lemma D.19. If Γ ⊢¬∨ C [D/G] : b  s is derivable without using [], and C contains at least one occurrence of G , then there

exists M ≠ [] such that Γ, G : M ⊢¬∨ C : b s and Γ ⊢¬∨ D : bM are derivable without using [].

Proof. It suffices to look at the proof of Proposition D.16, and observe that (1) since D occurs at least once in C , M cannot be
[], and (2) since the original derivation has no occurrence of (∨), it must be canonical, and thus to construct the derivation
of Γ ⊢ (_G.C)D : b s we do not need to make use of any application of (∨). �

Using Lemma D.18 together with the subject expansion property we can prove this first half of Proposition 6.5. The second
half comes from Corollary E.16.
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Proof of Proposition 6.5. For (i.), if C is head normalizable, with head-normal form D, then by Lemma B.8 the tree '�) (C) =

'�) (D) is finite and its leaves are HNV D1, . . . , D# . By Lemma D.18 we can deduce ⊢ D8 : ⊤  C
1hn; we can then climb up

'�) (C) using the rules (⊕; ), (⊕A ) and (`Σ), hence proving ⊢ D : ⊤ C
1hn, and finally ⊢ C : ⊤ C

1hn by subject expansion.
The converse direction follows from Corollary E.16 (i.).

The argument for (ii.) is similar.
For (iii.), let C be strongly normalizable, we argue by induction on the maximum length # of a reduction of C . If # = 0,

then C is in normal form, so by an argument similar to (i.) we can deduce ⊢ 6∨ C : ⊤  C
1n. If # > 0 and C _ D, then by IH

⊢ 6∨ D : ⊤  C
1n holds with a []-free derivation, and C = C[(_G.C ′)C ′′], D = C[C ′[C ′′/G]]. If G occurs in C ′, then we deduce

from Lemma D.19 that ⊢ 6∨ C : ⊤  C
1n holds with a []-derivation. Otherwise, since C ′′ must be strong normalizable, by

IH ⊢ 6∨ C ′′ : ⊤  C
1n, and we deduce, again by IH, that _G.C ′ can be typed by declaring G : C1n. We can then conclude

⊢ 6∨ C : ⊤ C
1n also in this case.

The converse claim follows from Corollary E.16 (iii.) �

D.3.2 Probabilistic Completeness. The goal of this subsection is to establish the completeness part of Theorem 6.6:

Theorem 6.6 (Probabilistic Completeness). For any closed term C ,

HNV_ (C) = sup{@ | ⊢ C : ⊤ C
@hn}

NF_ (C) = sup{@ | ⊢ C : ⊤ C
@n}

More precisely, we will show the ≤-part of the equations above, while soundness (i.e. the ≥-part of the equations above)
will follow from Theorem 6.1 and Theorem 6.3, proved in the next section.

First, we need to study the structure of the trees '�) (C) (see Subsection B.1) further.

Definition D.20. A randomized multi-context C is a term constructed from the grammar below

C ::= [ ]8 (8 ∈ N) | C ⊕
8
0 C | a0.C

where for each two occurrences [ ]8 and [ ] 9 , 8 ≠ 9 . The rank r(C) is the maximum : such that [ ]: occurs in C.
For any randomized multi-context C, we let C¬a be the randomized multi-context obtained by deleting all occurrences of

a-binders.

If C is a randomizedmulti-context of rank: , for all terms C1, . . . , C: , we let C[C1, . . . , C: ] indicate the term obtained by replacing
each hole [ ]8 in C by C8 .
An initial segment ) of '�) (C), noted ) ⊏ '�) (C) is any sub-tree of '�) (C) which contains its root.
Observe that a finite initial segment) ⊏ '�) (C) is the same thing as a term of the form C) [D1, . . . , D: ] for some randomized

multi-context C) .

Lemma D.21. For any term C and HNF D1, . . . , D: , if there exist randomized paths from C to D1, . . . ,D: , then there exists # ∈ N, a
randomizedmulti-context C of rank#+: and terms C1, . . . , C# such that C _∗

p C[D1, . . . , D: , C1, . . . , C# ] and'�) (C[D1, . . . ,D: , C1, . . . , C# ]) ⊑

'�) (C).

Proof. We argue by induction on the maximum length  of the randomized paths considered. If  = 0, : = 1 and C = D, so we
just let # = 0 and C[ ] = [ ].
If ≥ 1, then in a finite number of reduction steps we get C _∗

p a0.) , where) is a (T, 0)-tree such that for each 8 = 1, . . . , : ,

there exists E8 ∈ supp() ) with a randomized path from E8 to D8 of length ≤  − 1; observe that we can write) as D[E1, . . . , E@]
for some randomized multi-context C.
For any 9 = 1, . . . , @, let � 9 be the set of values 8 ≤ : such that there is a randomized path from E 9 to D8 . The � 9 are disjoint

sets with
⋃
9 � 9 = {1, . . . , :}. By the I.H. we then deduce that there exist randomized multicontexts C 9 or rank # 9 + |� 9 | and

termsF 91, . . . ,F 9# 9 such that E 9 _∗
p C[D81, . . . ,D8"9 ,F 91, . . . ,F 9# 9 ], where � 9 = {81, . . . , 8"9 }. We now have that

C _∗
p a0.) = a0.C[E1, . . . , E@] _∗

p a0.D[C1 [®D, ®F], . . . , C@ [®D, ®F]]

so we can let # =
∑
9 # 9 , C = a0.D[C1, . . . , C@] and C1, . . . , C# = F11, . . . ,F@"@ . �

Lemma D.22. For any randomized multi-context C with = bound names 01, . . . , 0= ,

a01 . . . . .a0= .C
¬a _∗

p C (3)
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Proof. We will prove the following fact: for all terms a1.C, C1, . . . , C: , it C has no a-binders, then

a1.C[C1, C2, . . . , C: , C] _∗
p C[C1, . . . , C: , a1.C] (4)

From this fact we can deduce the main claim as follows: let 1 be a bound variable in Cwhose binder a has no other binder in its
scope; then C splits as C[C0, C1, . . . , C: ] = E[C81 , . . . , C8? , a1.D[C 91 , . . . , C 9@ ]], where � = {81, . . . , 8?}, � = { 91, . . . , 9@} ⊆ {1, . . . , : + 1}
satisfy � ∩ � = ∅ and ? + @ = r(C) (we are here supposing that A (C) ≥ 1, because otherwise the claim is trivial).
Then, by (4) we deduce that a1.E¬a [C81 , . . . , C8? , D[C 91 , . . . , C 9@ ]] _p E

¬a [C81 , . . . , C8? , a1.D[C 91 , . . . , C 9@ ]]; by arguing in this way
on all binders a we finally obtain (3).
We prove (4) by induction on the construction of C:
• if C = [ ]8 , then the claim trivially holds;

• if C = C1 ⊕
9
0 C2, then [ ]:+1 occurs in either C1 or C2, and not both; let us say [ ]:+1 occurs in C1; we then have that

a1.C[C1, . . . , C: , C] = a1.C1 [C81 , . . . , C8? , C] ⊕
9
0 C2 [C 91 , . . . , C 9@ ]

_p

(
a1.C1 [C81 , . . . , C8? , C]

)
⊕80

(
a1.C2[C 91 , . . . , C 9@ ]

)
_p

(
a1.C1 [C81 , . . . , C8? , C]

)
⊕80 C2 [C 91 , . . . , C 9@ ]

I.H.

_∗
p C1 [C81 , . . . , C8? , a1.C] ⊕

8
0 C2 [C 91 , . . . , C 9@ ] = C[C1, . . . , C: , a1.C]

�

Still one technical lemmas before proceeding to the proof of Theorem 6.6.

Lemma D.23. Let #, ≥ 1, - = {01, . . . , 0 } be distinct names, and for all 8 ∈ # and 9 ∈  , b8 9 be a conjunction of literals of

name 0 9 such that for all 8 ≠ 8 ′:

a. for all : ≤  , if
∧:
9=1 b8 9 ≠

∧:
9=1 b8′ 9 , then

(∧:
9=1 b8 9

)
∧

(∧:
9=1 b8 9

)
� ⊥;

b.
(∧ 

9=1 b8 9

)
∧

(∧ 
9=1 b8′ 9

)
� ⊥.

Suppose Γ ⊢-,@8 C : c∧
(∧ 

9=1 b8 9

)
 f is derivable for all 8 ∈ {1, . . . , # }. Then there exists a derivation of Γ ⊢∅ a01. . . . .a0 .C :

c C
Af , where A =

∑#
8=1

(
@8 ·

∏ 
9=1 `(b8 9 )

)
.

Proof. We argue by induction on  . If  = 1 then 8 ≠ 8 ′ implies b8 ∧ b8′ � ⊥, so we can conclude as follows:

{
�8

Γ ⊢{0} C : c∧ b8  C
@8f

}
8=1,...,#

(`Σ)
Γ ⊢∅ a0.C : c C

∑#
8=1 @8 ·` (b8 )f

If  > 1, then for all 8, 8 ′ ∈ {1, . . . , # }, let 8 ∼ 8 ′ if b8 ∧ b8′ � ⊥ and for all 9 ∈ {1, . . .  − 1}, b8 9 ≡ b8′ 9 . Let Cl(#∼) indicate
the set of cliques of the relation ∼, and for each * ∈ Cl(#∼), fix some 8* ∈ * . Then we claim that the following equation
holds:

#∑
8=1

@8 ·

 ∏
9=1

`(b8 9 ) =
∑

* ∈Cl#∼

(
 −1∏
9=1

`(b8* 9 )

)
·

(∑
8 ∈*

@8 · `(b8 )

)
(5)

Indeed we can compute

#∑
8=1

(
@8 ·

 ∏
9=1

`(b8 9 )

)
=

∑
* ∈Cl#∼

∑
8 ∈*

(
@8 ·

 ∏
9=1

`(b8 9 )

)

=

∑
* ∈Cl#∼

∑
8 ∈*

(
 −1∏
9=1

`(b8* 9 )

)
·
(
@8 · `(b8 )

)

=

∑
* ∈Cl#∼

(
 −1∏
9=1

`(b8* 9 )

)
·

(∑
8 ∈*

@8 · `(b8 )

)

Let us now show how to construct, for all * ∈ Cl#∼ , a derivation �* of Γ ⊢{01,...,0 −1 } a0 .C : c∧
(∏ −1

9=1 b8* 9

)
 C

@* f ,

where @* =
∑
8 ∈* @8 · `(b8 ):
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�* =

{
�8*

Γ ⊢- C : c∧
(∧ −1

9=1 b8* 9

)
∧ b8*  C

@8f

}
9 ∈*

(`Σ)
Γ ⊢-−{0 } a0 .C : c∧

(∧ −1
9=1 b8* 9

)
 C

@* f

Let d* =
∧ −1
9=1 b8* 9 , C

′ = a0 .C and observe that we now have derivations �* of Γ ⊢{01,...,0 −1 },@* C ′ : c∧d*  f , where

for all* ≠ + , d* ∧d+ � ⊥. Moreover, for all* ≠ + , from d* . d+ we deduce by condition (a.) that d* ∧d+ � ⊥; finally

condition (b.) for the d* follows immediately from condition (b.) for the
∧ 
9=1 b8 9 .

Hence, by applying the induction hypothesis, we deduce the existence of a derivation of Γ ⊢∅ a- .C : c C
@f , where

@ =

∑
* ∈Cl#∼

@* · `(d* )) =
∑

* ∈Cl#∼

(
@* ·

 −1∏
9=1

`(b8* 9 ))

)

=

∑
* ∈Cl#∼

(∑
8 ∈*

@8 · `(b8 )

)
·

(
 −1∏
9=1

`(b8* 9 ))

)

(5)
=

#∑
8=1

(
@8 ·

 ∏
9=1

`(b8 9 )

)

so we are done. �

The technical lemma just proved can be used to establish Proposition D.24, i.e. the admissibility of the generalized counting
rule (`∗).

Proposition D.24. The following generalized counting rule is derivable in C_→,∩:

Γ ⊢{01,...,0 } C : b C
@f (`∗)

Γ ⊢∅ a01. . . . .a0 .C : ⊤ C
@ ·` (b)f

Proof. First, let us transform b into a disjunctive normal form of the form
∨#
8=1

∧ 
9=1 c8 9 , where each c8 9 is a conjunction

of literals of name 0 9 . Now, as it was done in the proof of Lemma D.13, the c8 9 can be turned into conjunctions of literals
e8 9 , with 8 ≤ # ′, for some # ′ ≥ # , and 9 ≤  , where for all 8 ≠ 8 ′ and 9 , 9 ′, either e8 9 = e8′ 9′ or e8 9 ∧ e8′ 9′ � ⊥, and∨# ′

8=1

∧ 
9=1 e8 9 ≡

∨#
8=1

∧ 
9=1 c8 9 .

Observe that the e8 9 now satisfy conditions (a.) and (b.) of Lemma D.23. Moreover, by lettingf8 =
∧ 
9=1 e8 9 , fromf8 � bwe

deduce that for all 8 = 1, . . . , # ′, Γ ⊢{01,...,0 },@ C : f8  f is derivable. Hence, by applying the Lemma, we can conclude that

Γ ⊢∅,A a01. . . . .a0 .C : ⊤ f , where A =
∑# ′

8=1 @ · `(f8) = @ ·
∑# ′

8=1 `(f8) = @ · `(b). �

We can finally turn to the proof of the completeness part Theorem 6.6.

Proposition D.25. For any closed term C ,

HNV_(C) ≤ sup{@ | ⊢ C : ⊤ C
@hn}

NF_(C) ≤ sup{@ | ⊢ C : ⊤ C
@n}

Proof. First observe that (with the notations from Subsection B.1)

HNV_(C) = sup

{ ∑
c :E ↦→F∈HNV

`(bEc ) | C _∗
h E

}

= sup

{
#∑
8=1

`(bDc8 ) | # ∈ N, D1, . . . , D# ∈ HNV, c1 : E ↦→ D1, . . . , c# : C ↦→ D# , C _∗
h E

}

so it is enough to show that for any = ∈ N, term E such that C _∗
h
E and terms D1, . . . , D= ∈ HNV together with randomized

paths c8 : E ↦→ D8 , we can prove that ⊢ C : ⊤ C
@hn is derivable, with @ =

∑=
8=1 `(bc8 ). Notice that, by subject expansion, it

suffices to show ⊢ E : ⊤ C
@hn.

Let c1 : E ↦→ D1, . . . , c: : C ↦→ D: be randomized paths, with D1, . . . , D= ∈ HNV. By Lemma D.21 there exists # , terms
E1, . . . , E# and a randomized multi-context C of rank : +# such that E _∗

p C[D1, . . . , D: , E1, . . . , E# ]. Moreover, by Lemma D.22

there exists a permutative reduction a01 . . . a0 .C
¬a [D1, . . . ,D: , E1, . . . , E# ] _∗

p C[D1, . . . , D: , E1, . . . , E# ].



Curry and Howard Meet Borel

Let E∗ be the term C
¬a [D1, . . . ,D: , E1, . . . , E# ]. For each HNV D8 , by Lemma D.18, we have that ⊢ D8 : ⊤  C

1hn, so in
particular ⊢{01,...,0 },1 D8 : ⊤  C

1hn is derivable; using this fact one can construct by induction on C derivations �8 of
⊢{01,...,0 } E∗ : bc8  C

1hn (using the fact that '�) (C[D1, . . . ,D: , E1, . . . , E# ]) ⊑ '�) (C)) :
• if C¬a = [ ]8 , then : = 1, D∗ = D, and bc1 = ⊤; then by the hypothesis we have ⊢ E∗ : ⊤ C

1hn;

• if C¬a = C1 ⊕
;
0 C2, then D

∗ = C1 [D81, . . . , D8? , E8′1 , . . . , E8
′
A
] ⊕;0 C2 [D 91 , . . . ,D 9@ , E 9′1 , . . . , E 9

′
B
], where ? + @ = : , A + B = # and

� ∩ � = {81, . . . , 8?} ∩ { 91, . . . , 9@} = ∅, � ′ ∩ � ′ = {8 ′1, . . . , 8
′
A } ∩ { 9 ′1, . . . , 9

′
B } = ∅. Moreover, we have that for all < ∈ � ,

bc; = x;0 ∧ bc′
<
, where c ′

< is the path of D< in C1; similarly, for all< ∈ � , bc< = ¬x;0 ∧ bc′
<
, where c ′

< is the path of D;
in C2.
By the induction hypothesis we then have derivations of ⊢{01,...,0 }

C1 [D81 , . . . ,D8? , E8′1, . . . , E8
′
A
] : bc′

<
 C

1hn and ⊢{01,...,0 }

C2[D 91 , . . . ,D 9@ , E 9′1 , . . . , E 9
′
B
] : bc′

<
 C

1hn. Since bc8 is either x
;
0 ∧ bc′

8
or ¬x;0 ∧ bc′

8
, on 8 , we obtain then in any case a

derivation of ⊢{01,...,0 } E∗ : bc8  C
1hn using either the (⊕;)- or the (⊕A )-rule.

Using the derivations �8 we thus obtain a derivation of ⊢∅ a01. . . . .a0 .E
∗ : ⊤  C

∑
8 ` (bc8 )hn by applying the derivable

rule (`∗) (Corollary D.24) as shown below:

{
�8

⊢{01,...,0 } E∗ : bc8  C
1hn

}
8=1,...,:

∨
8 bc8 �

∨
8 bc8

(∨)
⊢{01,...,0 } E∗ :

∨
8 bc8  C

1hn
(`∗)

⊢∅ a01. . . . .a0 .E
∗ : ⊤ C

` (
∨
8 bc8 )hn

Since `(
∨
8 bc8 ) =

∑
8 `(bc8 ), using subject reduction and subject expansion we can finally deduce ⊢∅ E : ⊤ C

∑
8 ` (bc8 )hn.

For the case of NF_(C), we establish the result first for NF(C), arguing by induction on normal forms with an argument

similar to the one above, exploiting the fact that if @8 = sup (8 , then
∏:
8=1@8 = sup{

∏:
8=1 B8 | B8 ∈ (8}. �

E Normalization Results

In this section we establish a few normalization results for C_
{}
→ and C_→,∩. All results are based on some variant of the

standard reducibility predicates technique.

First, we prove Theorem 5.3 by adapting a result from [16] to the language Λ
{}
PE
. We then turn to probabilistic normalization.

In Subsection E.2 we develop a theory of reducibility candidates for probabilistic head normal forms and probabilistic normal

forms for ΛPE and for a general family of types which comprises both those of C_
{}
→ an C_→,∩. This will allows us to establish

the normalization theorem forC_→,∩, but will also provide most of the steps needed to establish the normalization theorem for

C_
{}
→ . In Subsection E.3 we discuss reducibility candidates for Λ

{}
PE
, by adapting most of results from the previous subsection,

and we complete the proof of Theorem 6.1.

E.1 Deterministic Normalization.

E.1.1 Deterministic Normalization of C_
{}
→ . In this section we adapt the proof of [[16], Theorem 1] to C_

{}
→ , in order to

prove Theorem 5.3:

Theorem 5.3 (Deterministic Normalization). In both C_→ and C_
{}
→ , if Γ ⊢¬∨ C : b s, then C is strongly normalizable.

We introduce a simply typed _-calculus _
{}
→ for Λ

{}
PE

and we show that typable terms are strongly normalizable under _{} .
Simple types are defined by the grammar below

f ::= > | f ⇒ f

A judgement of _
{}
→ is of the form Γ ⊢\ C : f , where \ is a list of names and FN(C) ⊆ \ (observe that we consider here lists and

not sets). The rules of _
{}
→ are illustrated in Fig. 16.

The following is easily established by inspecting all reduction rules:

Proposition E.1 (subject reduction). If Γ ⊢\ C : f and C _{} D, then Γ ⊢\ D : f .

For any type s of C_
{}
→ , let us define the corresponding simple type |s | by letting |> | = > , |s ⇒ f | = |s | ⇒ |f | and |C@s | = |s |.

The following is easily checked by induction:

Proposition E.2. If Γ ⊢-¬∨ C : b s holds C_
{}
→ , then |Γ | ⊢\ C : |s | is derivable in _

{}
→ , for any suitable \ .
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Γ, G : f ⊢\ G : f

Γ, G : f ⊢\ C : g

Γ ⊢\ _G.C : f ⇒ g

Γ ⊢\ C : f ⇒ g Γ ⊢\ D : f

Γ ⊢\ CD : g

Γ ⊢\ C : f Γ ⊢\ D : f 0 ∈ \

Γ ⊢\ C ⊕80 D : f

Γ ⊢\ C : f

Γ ⊢\−{0} a0.C : f

Γ ⊢\ C : f ⇒ g Γ ⊢\ D : f

Γ ⊢\ {C}D : g

Figure 16. Typing rules for the simply typed _-calculus _
{}
→ .

Let Λ⊕,a,{} indicate the sets of _-terms of Λ
{}
PE
, and for all finite set of names - , let Λ-

⊕,a,{}
indicate the _-terms with free

names in - .
For any term C with FN(C) ⊆ \ = 01 . . . 0: , we let a

\C indicate the name-closed term a01. . . . .a0: .C . For any list of names \ ,
let SN\ = {C ∈ Λ

-
⊕,a,{}

| a\C is strongly normalizing}, and for any C ∈ SN\ , let sn\ (C) be the maximum length of a reduction

of a\C .
We let a {}-redex be a redex for any of the tree reductions rules ({}a )-({}⊕2).

Lemma E.3. (i.) if CE1 . . . E= ∈ SN\ , DCE1 . . . E= ∈ SN\ , and 0 occurs in \ ; then (C ⊕80 D)E1 . . . E= ∈ SN\ ;

(ii.) if CE1 . . . E= ∈ SN0 ·\ , where FN(E8 ) ⊆ - , then (a0.C)E1 . . . E= ∈ SN\ ;
(iii.) if E8 ∈ SN\ , then GE1 . . . E= ∈ SN\ ;

(iv.) if (C [D/G])E1 . . . E= ∈ SN\ and D ∈ SN\ , then (_G.C)DE1 . . . E= ∈ SN\ ;

Proof. (i.) Same argument as [[16], Lemma 24], observing that a {}-redex in (C ⊕80 D)E1 . . . E= can only occur inside one of
C,D, E1, . . . , E=.

(ii.) Same argument as [[16], Lemma 25], again observing that a {}-redex in (a0.C)E1 . . . E= can only occur inside one of
C,D, E1, . . . , E=.

(iii.) Immediate.
(iv.) Same argument as [[16], Lemma 27], again observing that a {}-redex in (_G.C)DE1 . . . E= can only occur inside one of

C,D, E1, . . . , E=.
�

Lemma E.4. Let C• be obtained from C by deleting a finite number of a-binders a01, . . . , a0: . If C ∈ SN\ , then C• ∈ SN\
′
, for any

suitable \ ′.

Proof. We argue by induction on |C | + sn\ (C):
• if C = G or C = ~, the claim is immediate;
• if C = _~.C ′, the claim follows by IH;
• if C = C1C2, then C

• = C•1 C
•
2 ; let us consider all possible reductions of C

•:
• a reduction of either C•1 or C•2 , in which case we apply the IH;
• a reduction (_~.D•)C•2 _V D

• [C•2/~], where C1 = _~.D, in which case we also apply the IH;
• a reduction of the form D•C•2 _{} E

•, where C1 = a0.D, then C1C2 _p{} a0.DC2 , so we can apply the IH to DC2 .
• if C = {C1}C2, then C

• = {C•1 }C
•
2 ; then a reduction is either a reduction of either C•1 or C

•
2 , in which case we apply the IH, either

a ({}⊕1), ({}⊕2)-reduction, in which case we also apply the IH, or a reduction of the form {C•1 }a0.D
• _p{} a0.C

•
1D

•, where
C2 = a0.D, in which case we also have {C1}C2 _p{} a0.C1D, so we can apply the IH.

• if C = C1 ⊕
8
0 C2, then a reduction of C• is either a reduction of C•1 or C•2 , in which case we apply the IH, or a reduction of the

form C•1 ⊕
8
0 (D

• ⊕
9

1
E•) _p{} (C

•
1 ⊕

8
0 D

•) ⊕
9

1
(C•1 ⊕

8
0 E

•), where C2 = E ⊕
8
0 F , in which case C _p{} (C1 ⊕

8
0 D) ⊕

9

1
(C2 ⊕

8
0 E), so we

can apply the IH;
• if C = a1.D, then if C• = D•, we can argue by the IH; if C• = a1.D•, then a reduction of C• is either a reduction of D•, in
which case we can apply the IH, or a permutation a1.D•1 ⊕

8
0 D

•
2 _p{} (a1.D

•
1 ) ⊕

8
0 (a1.D

•
2 ), where D = D1 ⊕

8
0 D2, in which case

C _p{} (a1.D1) ⊕
8
0 (a1.D2) so we can apply the IH.

�

Lemma E.5. (i.) If (a0.CD)E1 . . . E= ∈ SN\ , then {C}(a0.D)E1 . . . E= ∈ SN\ .

(ii.) If C [a0.D/G]E1 . . . E= ∈ SN\ , then C [D/G]E1 . . . E= ∈ SN\
′
, for any suitable \ ′.

(iii.) If (CD)E1 . . . E= ∈ SN\ , then ({C}D)E1 . . . E= ∈ SN\ .
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Proof. (i.) We argue by induction on |C | + sn\ (C) + sn\ (E) +
∑
8 sn

\ (E8 ).
A reduction of {C}(a0.D)E1 . . . E= can only be a reduction in either of C,D, E1 . . . , E=, a reduction of the form {C1⊕

8
0C2}(a0.D)E1 . . . E= _p{}

({C1}(a0.D)E1 . . . E=) ⊕
8
0 ({C1}(a0.D)E1 . . . E=), or a reduction {C}(a0.D)E1 . . . E= _p{} (a0.CD)E1 . . . E= . In the first case we can

use the IH; in the second case by the IH we deduce ({C8 }(a0.D)E1 . . . E=) ∈ SN\ and we can conclude by Lemma E.3 (i.). In
the third case we conclude by the hypothesis.

(ii.) Immediate application of Lemma E.4.
(iii.) We argue by induction on = + |C | + |D | + sn\ (C) + sn\ (D) +

∑
8 sn

\ (E8 ).
A reduction of ({C}D)E1 . . . E= is of one of the following forms:
• a reduction of C or of D, E1,. . . , E= in which case we argue by the IH;
• a reduction of the form ({C}a0.D ′)E1 . . . E= _p{} (a0.CD

′)E1 . . . E= , whereD = a0.D ′; then by LemmaE.4, from (CD)E1 . . . E= ∈

SN\ we deduce (CD ′)E1 . . . E= ∈ SN-∪{0} , and by Lemma E.3 (ii.), (a0.CD ′)E1 . . . E= ∈ SN\ ;
• a reduction of the form ({C1 ⊕80 C2}D)E1 . . . E= _p{} (({C1}D) ⊕80 ({C2}D))E1 . . . E=,where C = C1 ⊕80 C2; then by IH

({C8 }D)E1 . . . E= ∈ SN\ , so we conclude (({C1}D) ⊕
8
0 ({C2}D))E1 . . . E= by Lemma E.3 (i.).

• a reduction of the form ({C}(D1 ⊕
8
0 D2))E1 . . . E= _p{} (({C}D1) ⊕

8
0 ({C}D2))E1 . . . E=; then by IH ({C}D8 )E1 . . . E= ∈ SN\ ,

so we conclude (({C}D1) ⊕
8
0 ({C}D2))E1 . . . E= by Lemma E.3 (i.).

• a reduction of the form (({C}D)E1 . . . E: ) (E
1
:+1

⊕80E
2
:+1

)E:+2 . . . E= _p{} (({C}D)E1 . . . E:E
1
:+1

)⊕80 (({C}D)E1 . . . E:E
2
:+1

)E:+2 . . . E=;

then by IH ({C}D)E1 . . . E:E
1
:+1

∈ SN\ , ({C}D)E1 . . . E:E
2
:+1

∈ SN\ , and by LemmaE.3 (i.) we conclude (({C}D)E1 . . . E:E
1
:+1

)⊕80
(({C}D)E1 . . . E:E

2
:+1

)E:+2 . . . E= ∈ SN\ .
�

The family of reducibility predicates Red\f of _
{}
→ is defined as follows:

Red\> := SN\

Red\f⇒g := {C ∈ Λ
-
⊕,a,{} | ∀D ∈ Red\f , CD ∈ Red\g }

Lemma E.6. 1. If C ∈ Red\f , then C ∈ SN\ ;

2. if Γ ⊢ GD1 . . . D= and D1, . . . , D= ∈ SN\ , then GD1 . . . D= ∈ Red\f ;

3. If C [D/G]E1 . . . E= ∈ Red\f , and D ∈ SN\ , then (_G.C)DE1 . . . E= ∈ Red\f ;

4. if CE1 . . . E= ∈ Red\f and DE1 . . . E= ∈ Red\f , and 0 ∈ \ , then (C ⊕80 D)E1 . . . E= ∈ Red\f
5. if CE1 . . . E= ∈ Red0 ·\f and FN(E8 ) ⊆ - , then (a0.C)E1 . . . E= ∈ Red\f .

Proof. The proof is similar to the proof of [[16], Lemma 28]. �

Lemma E.7. If C ∈ Red\f⇒g and D ∈ Red\f , then {C}D ∈ Red\g .

Proof. Let g = f1 ⇒ . . . ⇒ f= ⇒ > and let E1 ∈ Red\f1 , . . . , E= ∈ Red\f= . Then (CD)E1 . . . E= ∈ SN\ which, by Lemma E.5, implies

{C}DE1 . . . E= ∈ SN\ , from which we conclude {C}D ∈ NRed-g . �

Proposition E.8. If Γ ⊢\ C : f is derivable in _
{}
→ , where Γ = {G1 : f1, . . . , G= : f=}, then for allD8 ∈ Red\f8 , C [D1/G1, . . . ,D=/G=] ∈

Red\f .

Proof. The argument is by induction on C . All inductive cases are treated as in the proof of [[16], Proposition 29], using the
lemmas proved above; the only new case is the one below:
• if C is {C1}C2 then the last rule is

Γ ⊢\ C1 : f ⇒ g Γ ⊢\ C2 : f

Γ ⊢\ C : g

then by IH for allD8 ∈ Red-f8 , C1 [D1/G1, . . . , D=/G=] ∈ Red\f⇒g and C2 [D1/G1, . . . ,D=/G=] ∈ Redf , so by LemmaE.7 C [D1/G1, . . . ,D=/G=] =

{C1 [D1/G1, . . . , D=/G=]}(C2 [D1/G1, . . . ,D=/G=]) ∈ Red\g .
�

Theorem E.9. If Γ ⊢\ C : f is derivable in _
{}
→ , then C ∈ SN\ .

From this, using Proposition E.2 we immediately deduce:

Corollary E.10. If Γ ⊢- C : b f is derivable in _
{}
→ with no 0-ary instance of the (∨)-rule, then C ∈ SN\ , for any suitable \ .
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Γ ⊢\ C : f

Γ ⊢\ C : hn

Γ ⊢\ C : f
(f {[], hn}-free)

Γ ⊢\ C : n

FV(C) ⊆ Γ

Γ ⊢\ C : []

Γ ⊢\ C : f Γ ⊢\ C : g

Γ ⊢\ C : f ∧ g

Figure 17. Typing rules for the simply typed _-calculus _→,∩.

E.1.2 Deterministic Normalization of C_→,∩. We now adapt the proof of [[16], Theorem 1] to C_→,∩.
For this we consider an intersection type system _→,∩ for ΛPE with the following types

f ::= [] | > | hn | n | f ⇒ f | f ∧ f

The rules of _→,∩ include all those of _
{}
→ except the one for {}, together with the rules in Fig. 17.

For any type s of C_→,∩, we define the corresponding type |s | of _→,∩ by |f | = f , for f ∈ {hn, n}, |M ⇒ f | = |M | ⇒ |f ,
where | [] | = [], | [s1, . . . ,s=+1] | = |s1 | ∧ · · · ∧ |s=+1 |, and |C@f | = |f |.

The following is easily checked by induction:

Proposition E.11. If Γ ⊢-¬∨ C : b s is derivable in C_→,∩, then |Γ | ⊢\ C : |s | is derivable in _→,∩, for any suitable \ .

Let Λ⊕,a indicate the sets of _-terms of ΛPE, and for all finite set of names - , let Λ-⊕,a indicate the _-terms with free names
in - . For any finite list of names \ contained in - , we let

HN\ := {C ∈ Λ
-
⊕,a | a\C is head-normalizing}

NN\ := {C ∈ Λ
-
⊕,a | a\C is normalizing}

SN\ := {C ∈ Λ
-
⊕,a | a\C is strongly normalizing}

We define two families of reducibility predicates NNRed\f ,HNRed
\
f ⊆ Λ

-
⊕,a as follows:

HNRed\[] := Λ
-
⊕,a NNRed\[] := NNRedhn = Λ

-
⊕,a

HNRed\> := HNRed\hn = HNRed\hn = HN\ NNRed\> := NNRed\n = N\

HNRed\f⇒g := {C ∈ Λ
-
⊕,a | ∀D ∈ HNRed\f , CD ∈ HNRed\g } NNRed\f⇒g := {C ∈ Λ

-
⊕,a | ∀D ∈ NNRed\f , CD ∈ NNRed\g }

HNRed\f∧g := HNRed\f ∩ HNRed\g NNRed\f∧g := NNRed\f ∩ NNRed\g

Moreover, we define a third family of reducibility predicates SNRed\f ⊆ Λ
-
⊕,a , indexed on all {[], hn}-free types as follows:

SNRed\> = SNRed\n = SN\

SNRed\f⇒g := {C ∈ Λ
-
⊕,a | ∀D ∈ NNRed\f , CD ∈ NNRed\g }

SNRed\f∧g := NNRed\f ∩ NNRed\g

Definition E.12 (non-trivial types). The set of non-trivial types is defined by induction as follows:
• >, hn, n are non-trivial;
• if g is non-trivial, f ⇒ g is non-trivial;
• if either f or g are non-trivial, f ∧ g is non-trivial.

Lemma E.13. For any type f ,

(i.) if f is non-trivial then HNRed\f ⊆ HN\ ;

(ii.) if f is {[], hn}-free, then NNRed\f ⊆ NN\ ;

(iii.) if f is {[], hn}-free, then SNRed\f ⊆ SN\ .

Proof. (i.) is proved in a standard way by induction on all types f , also proving at each step that for any term C of the form

GC1 . . . C= , C ∈ HNRed\f .
(ii.) is proved in a standard way by induction on all types f , also proving at each step that for any term C of the form

GC1 . . . C= , where C1, . . . , C= ∈ NN\ , C ∈ NNRed\f .
(iii.) is proved in a standard way by induction on all {[], hn}-free types f , also proving at each step that for any term C of

the form GC1 . . . C= , where C1, . . . , C= ∈ SN\ , C ∈ SNRed\f .
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�

Proposition E.14. If Γ ⊢\ C : f is derivable in _→,∩, where Γ = {G1 : f1, . . . , G= : f=}, and FN(C) ⊆ - , then

(i.) for all D8 ∈ HNRed\f8 , C [D1/G1, . . . , D=/G=] ∈ HNRedf ;

(ii.) for all D8 ∈ NNRed\f8 , C [D1/G1, . . . ,D=/G=] ∈ NNRedf ;

(iii.) if the types [] and hn never occurs in the derivation, then for all D8 ∈ SNRed\f8 , C [D1/G1, . . . ,D=/G=] ∈ SNRedf ;

Proof. Both arguments are by induction on the typing derivation of C . All inductive cases are treated as in the proof of [[16],
Proposition 29], except for those below (we consider here only case (ii.)):
• if the last rule is

Γ ⊢\ C : f

Γ ⊢\ C : hn

then for all D8 ∈ NNRed\f8 , C [D1/G1, . . . ,D=/G=] ∈ Λ
-
⊕,a = NNRed\hn.

• if the last rule is
Γ ⊢\ C : f

Γ ⊢\ C : n

where f is {[], hn}-free, then for all D8 ∈ NNRed\f8 , C [D1/G1, . . . ,D=/G=] ∈ NNRed\f , and by Lemma E.13 NNRed\f ⊆ NN\ =

NNRed\n, so C [D1/G1, . . . , D=/G=] ∈ NNRed\n.
• if the last rule is

FN(C) ⊆ -

Γ ⊢\ C : []

then for all D8 ∈ NNRed\f8 , C [D1/G1, . . . ,D=/G=] ∈ Λ
-
⊕,a = NNRed\[] .

• if the last rule is
Γ ⊢\ C : f Γ ⊢\ C : g

Γ ⊢\ C : f ∧ g

then for allD8 ∈ NNRed\f8 , by IH C [D1/G1, . . . ,D=/G=] ∈ NNRed\f and C [D1/G1, . . . , D=/G=] ∈ NNRed\g , whence C [D1/G1, . . . ,D=/G=] ∈

NNRed\f ∩ NNRed\g = NNRed\f∧g .
�

Proposition E.15. If Γ ⊢\ C : f is derivable in _→,∩, then:

(i.) if [] is non-trivial, then a\C is head-normalizable;

(ii.) if Γ and f are {[], hn}-free, then a\C is normalizable;

(iii.) if [] and hn never occur in the derivation, then a\C is strongly normalizable.

Using Proposition E.11

Corollary E.16. If Γ ⊢-¬∨ C : b s in C_→,∩, then for all suitable \ :

(i.) a\C is head-normalizable;

(ii.) if Γ and f are {[], hn}-free, then a\C is normalizable;

(iii.) if [] and hn never occur in the derivation, then a\C is strongly normalizable.

E.2 Probabilistic Reducibility Candidates for ΛPE.

In this subsection and the following one we work with a general class of types which comprises both those of C_
{}
→ and those

of C_→,∩. These types are defined by the grammar below:

f ::= [] | > | hn | n | f ⇒ f | f ∧ f | C@f

It is clear that any type of C_
{}
→ is a type of the grammar above. For the types of C_→,∩ it suffices to see M = [s1, . . . , s=]

as (. . . (s1 ∧ s2) ∧ · · · ∧ s=−1) ∧ s=, where = > 0, and as [] otherwise.
For any type f , we let the positive real ⌈f⌉ ∈ [0, 1] be defined by ⌈[]⌉ = 0, ⌈>⌉ = ⌈hn⌉ = ⌈n⌉ = 1, ⌈f ⇒ g⌉ = ⌈f⌉ · ⌈g⌉,

⌈f ∧ g⌉ = max{⌈f⌉, ⌈g⌉}, and ⌈C@f⌉ = @ · ⌈f⌉.

One can check that for all type f coming from either C_
{}
→ or C_→,∩, ⌈f⌉ > 0.

Let us establish a few preliminary lemmas.

Lemma E.17. For all C ∈ Tand variables G,~, with ~ not occurring in C ,

(i.) HNV(C) = HNV(C [~/G]);
(ii.) NF(C) = NF(C [~/G]).
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Proof. We only prove case (ii.), the other one being proved in a similar way. Observe that if C is not a strong head normal form
and DC (D) > 0, it must be that D is of size strictly smaller that C . So we can argue by induction on C :

• if C = _®G.IC1 . . . C= , then NF(C) =
∏
8 NF(C8 )

[I.H.]
=

∏
8 NF(C8 [~/G]) = NF(C [~/G]);

• otherwise, since DC (D) = DC [~/G ] (D [~/G]), we have that NF(C) =
∑
D∈HNV DC (D) · NF(D) =

∑
D∈HNV DC [~/G ] (D [~/G]) ·

NF(D)
[I.H.]
=

∑
D∈HNV DC [~/G ] (D [~/G]) · NF(D [~/G]) =

∑
D∈HNV DC [~/G ] (D) · NF(D) = NF(C [~/G]).

�

Lemma E.18. For any name-closed term C ,

(i.) HNV(C) = HNV(_~.C);
(ii.) NF(C) = NF(_~.C).

Proof. We only prove case (ii.), the other one being proved in a similar way. We argue by induction on C :
• if C _∗

p{}
_®G.IC1 . . . C= , then _~.C _∗

p{}
_~_®G.IC1 . . . C= , so by definition NF(C) =

∏
8 NF(C8 ) = NF(_~.C);

• otherwise, if C _∗
p{}

a0.C ′, then _~.C _∗
p{}

a0.C_~ , and one can show by induction on a _p-reduction path that DC′ (D) =

DC_~ (_~.D). So we have that NF(C) =
∑
D∈HNV DC′ (D) · NF(D) =

∑
D∈HNV DC_~ (_~.D) · NF(D)

[I.H.]
=

∑
D∈HNV DC_~ (_~.D) ·

NF(_~.D) =
∑
D∈HNV DC_~ (D) · NF(D) = NF(_~.C).

�

Lemma E.19. For any name-closed term C ,

(i.) HNV(C) ≥ HNV(CG);
(ii.) NF(C) ≥ NF(CG).

Proof. We only prove case (ii.), the other one being proved in a similar way. Suppose CG _∗ D and NF(D) ≥ @. We will show
that NF(C) ≥ @. Two cases arise:
• D = D ′G where C _∗ D ′. Then D ′ cannot start with either a (otherwise it would not be a PNF, since (a0.E)G _p{} a0.EG ),

⊕ (since (E1 ⊕
8
0 E2)G _p{} (E1G) ⊕

8
0 (E2G)), or _ (since (_~.E)G is a V-redex, which would imply NF(D) = 0). Hence D ′ is of

the form ~D1 . . . D=, and thus NF(D) = NF(D ′) ≥ @, which implies NF(C) ≥ @.
• CG _∗

{}
(_~.C ′)G , and C ′[~ ↦→ G] _∗

{}
D. Then C reduces to the PNF _~.D [G ↦→ ~], and we can conclude by Lemma E.17

and Lemma E.18.
�

In the following, we will sometimes write C ∈ HNVA
_

(resp. C ∈ NFA
_
) for HNV_(C) ≥ A (resp. NF_(C) ≥ A ).

We will define two different classes of reducibility predicates, one related to probabilistic head normal forms and the other
related to probabilistic normal forms. For any type f , finite set - of names, A ∈ [0, 1], and ( ⊆ (2N)- , we define the sets

HRed-,Af ((),NRed-,Af (() ⊆ Λ
-
⊕,a by induction as follows:

HRed-,A
[]

(() = Λ
-
⊕,a

HRed-,A> (() = HRed-,A
hn

(() = HRed-,An (() = {C ∈ Λ
-
⊕,a | ∀l ∈ ( cl- (C) ∈ HNVA

_
}

HRed-,Af⇒g (() = {C ∈ Λ
-
⊕,a | ∀( ′ ⊆ (,∀B ∈ (0, 1], ∀D ∈ HRed-,1f (( ′), CD ∈ HRed-,Ag (( ′)}

HRed-,Af∧g (() = HRed-,Af (() ∩ HRed-,Ag (()

HRed-,A
C@f

(() = HRed
-,@A
f (()

NRed-,A
[]

(() = NRed-,A
hn

(() = Λ
-
⊕,a

NRed-,A> (() = NRed-,An (() = {C ∈ Λ
-
⊕,a | ∀l ∈ ( cl- (C) ∈ NFA

_
}

NRed-,Af⇒g (() = {C ∈ Λ
-
⊕,a | ∀( ′ ⊆ (,∀B ∈ (0, 1], ∀D ∈ NRed-,1f (( ′), CD ∈ NRed-,Ag (( ′)}

HRed-,Af∧g (() = NRed-,Af (() ∩ NRed-,Ag (()

NRed-,A
C@f

(() = NRed
-,@A
f (()

We will now establish a few properties of the families HRed-,Af (() and NRed-,Af ((). Since the proofs for the two cases are
similar, we will provide details only for the second case.



Curry and Howard Meet Borel

Lemma E.20. For any type f and @, A ∈ [0, 1], if @ ≥ A , then

(i.) HRed
@
f (() ⊆ HRedAf (().

(ii.) NRed
@
f (() ⊆ NRedAf (().

Proof. We only prove case (ii.), the other one being proved in a similar way. By induction on f :
• if f ∈ {[], hn}, the claim is immediate;
• if f ∈ {>, , n}, then C ∈ NRed

@
f (() iff for all l ∈ ( , cl

-
(C) ∈ NF

@
_

⊆ NFA
_
, so C ∈ NRedAf (();

• if f = (g ⇒ d) and C ∈ NRed
-,@
g (() then for all ( ′ ⊆ ( , D ∈ NRed-,1g (( ′), CD ∈ NRed

@
d ((

′)
[I.H.]
⊆ NRedAd ((

′) ; hence we can

conclude C ∈ NRedAf (();

• if f = g ∧ d and C ∈ NRed
-,@
f ((), then by IH C ∈ NRed-,Ag (() and C ∈ NRed-,Ad ((), so C ∈ NRed-,Af (();

• if f = C
Bg , then NRed

-,@
f (() = NRed

-,B@
g (()

[I.H.]
⊆ NRed-,BAg (() = NRed-,Af (().

�

Lemma E.21. (i.) HRed-,Af (∅) = {C ∈ Λ⊕,a | FN(C) ⊆ - };

(ii.) NRed-,Af (∅) = {C ∈ Λ⊕,a | FN(C) ⊆ - }.

Proof. We only prove (ii.) as (i.) is proved similarly. Let Λ-⊕,a = {C ∈ Λ⊕,a | FN(C) ⊆ - }. Observe that the inclusion

NRed-,Af (∅) ⊆ Λ
-
⊕,a is immediate. For the converse direction, we argue by induction on f :

• if f ∈ {[], hn}, the claim is immediate;
• If f ∈ {>, n}, then trivially for all l ∈ ∅ and C ∈ Λ

-
⊕,a , c

l
-
(C) ∈ NFA

_
, so Λ

-
⊕,a ⊆ NRed-,Af (∅).

• if f = g ⇒ d , then for all C ∈ Λ
-
⊕,a , and D ∈ NRed-,1g (∅), CD ∈ Λ

-
⊕,a , so by IH CD ∈ NRed-,Ad (∅). We can thus conclude that

C ∈ NRed-,Af (∅).

• if f = g ∧ d , then for all C ∈ Λ
-
⊕,a , by IH C ∈ NRed-,Ag (∅) and C ∈ NRed-,Ad (∅), so C ∈ NRed-,Af (∅).

• If f = C
@g , then by the I.H. Λ-⊕,a ⊆ NRed

-,@A
g (∅) = NRed

-,@
f (∅).

�

Lemma E.22. (i.) C ∈ HRed-,Af (() iff for all l ∈ ( , cl
-
(C) ∈ HRed∅,Af ;

(ii.) C ∈ NRed-,Af (() iff for all l ∈ ( , cl
-
(C) ∈ NRed∅,Af .

Proof. We only prove (ii.) as (i.) is proved similarly. We argue by induction on f :
• if f ∈ {[], hn}, the claim is immediate;
• If f ∈ {>, n}, the claim follows from the definition.
• If f = g ⇒ d , suppose C ∈ NRed-,Af ((), let l ∈ ( and D ∈ NRed∅,1g . Then D is name-closed hence for all 6 ∈ ( , c6 (D) = D,

which by the IH, implies D ∈ NRed-,1g ((); we deduce then that CD ∈ NRed-,Ad ((), so by IH cl
-
(CD) = cl

-
(C)D ∈ NRed∅,Ad .

By a similar argument we can show that for all E ∈ NRed∅,Bg , cl
-
({C}E) = {cl

-
(C)}E ∈ NRed∅,ABd . We can thus conclude that

cl
-
(C) ∈ NRed∅,Af .

Conversely, suppose that for all l ∈ ( , cl
-
(C) ∈ NRed∅,Af , let ( ′ ⊆ ( and D ∈ NRed-,1g (( ′); if l ∈ ( ′, then by IH cl

-
(D) ∈

NRed∅,1g , so cl
-
(CD) = cl

-
(C)cl

-
(D) ∈ NRed∅,Ad ; We have thus proved that for all l ∈ ( ′, cl

-
(CD) ∈ NRed∅,Ad , which by IH

implies that CD ∈ NRed-,Ad (( ′) We conclude then that C ∈ NRed-,Af (().

• if f = g ∧ d then C ∈ NRed-,Af (() iff C ∈ NRed-,Ag (() and C ∈ NRed-,Ad (() iff (by the IH) for all l ∈ ( , cl
-
(C) ∈ NRed-,Ag (∅)

and cl
-
(C) ∈ NRed-,Ad (∅), iff for all l ∈ ( , cl

-
(C) ∈ NRed-,Af (∅).

• If f = C
@g , then C ∈ NRed-,Af (() iff C ∈ NRed

-,A@
g (()

[I.H.]

iff ∀l ∈ ( cl
-
(C) ∈ NRed

-,A@
g

[I.H.]

iff ∀l ∈ ( cl
-
(C) ∈ NRed-,Af .

�

Lemma E.23. (i.) If C ∈ HRed-,Af (() and C ′ _p C , then C
′ ∈ HRed-,Af (().

(ii.) If C ∈ NRed-,Af (() and C ′ _p C , then C
′ ∈ NRed-,Af (().

Proof. By induction on f . �

Lemma E.24. For all terms C,D1, . . . , D= with FN(C) ⊆ - ∪ {0}, FN(D1), . . . , FN(D=) ⊆ - , and measurable sets (1, . . . , (:+1 ⊆
(2N)-∪{0} and ( ′ ⊆ (2N)- , if

1. the (8 are pairwise disjoint;
2. for all l ∈ (8 , c

l
-
(CD1 . . . D=) ∈ HNVA8

_
(resp. cl

-
(CD1 . . . D=) ∈ NFA8

_
);
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3. for all l ∈ ( ′, `(Πl ((8)) ≥ B8 ;

then for all l ∈ ( ′, cl
-
((a0.C)D1 . . . D=) ∈ HNV

∑:+1
8=1 A8B8

_
(resp. cl

-
((a0.C)D1 . . . D=) ∈ NF

∑:+1
8=1 A8B8

_
).

Proof. We only prove the claim in the case of NF_, the other case being proved similarly. Let us first consider the case
where = = 0. Let l ∈ ( ′. Since any term reduces to a (unique) PNF, we can suppose w.l.o.g. that the name-closed term
cl
-
(a0.C) = a0.C∗ is in PNF. Then by Corollary B.5 C∗ is a (T , 0)-tree of level �0 (C

∗). Observe that for all l ′ ∈ (2N) {0} ,

cl
′

{0}
(C∗) = cl

′

{0}
(cl
-
(C)) = cl+l

′

-∪{0}
(C) .

If # is the cardinality of Supp(C∗), by 3. and the fact that B8 > 0 we deduce that for all 8 = 1, . . . , : + 1 there exists a finite
number 8 of elementsF81, . . . ,F8 8 of Supp(C

∗) such that c
l8 9
{0}

(C∗) = F8 9 ∈ NFA8
_

for somel8 9 ∈ (2N) {0} such thatl +l8 9 ∈ (8 ,

and using 3. we deduce that

∑
F∈NF

A8
_

`{l | cl{0} (C
∗) = F} ≥

 8∑
9=1

`{l | cl{0} (C
∗) = F8 9 } ≥ B8

Now, by reducing, for all 8 ≤ : + 1, each such termF8 9 inside a0.C , to some PNFF ′
8 9 ∈ NFA8 , we obtain a new PNF a0.C♯ and

we can compute (using the fact that
∑
D∈HNV DF′

8 9
(D) · NF(D) ≥ A8):

NF(a0.C♯) =
∑

D∈HNV

Da0.C♯ (D) · NF(D) =
∑

D∈HNV

©«
∑

C′∈Supp (C♯)

DC′ (D) · `{l | cl{0} (C
♯) = C ′}

ª®
¬
· NF(D)

=

∑
D∈HNV

©
«

∑
C′∈Supp (C♯)

DC′ (D) · NF(D) · `{l | cl{0} (C
♯) = C ′}

ª®
¬

=

∑
C′∈Supp (C♯)

( ∑
D∈HNV

DC′ (D) · NF(D) · `{l | cl{0} (C
♯) = C ′}

)

=

∑
C′∈Supp (C♯)

( ∑
D∈HNV

DC′ (D) · NF(D)

)
· `{l | cl{0} (C

♯) = C ′}

≥

:+1∑
8=1

 8∑
9=1

( ∑
D∈HNV

DF′
8 9
(D) · NF(D)

)
· `{l | cl{0} (C

♯) = F ′
8 9}

≥

:+1∑
8=1

 8∑
9=1

A8 · `{l | cl{0} (C
♯) = F ′

8 9 }

=

:+1∑
8=1

A8 ·

(
 8∑
9=1

`{l | cl{0} (C
♯) = F ′

8 9 }

)

=

:+1∑
8=1

A8 ·

(
 8∑
9=1

`{l | cl{0} (C
∗) = F ′

8 9 }

)

≥

:+1∑
8=1

A8 · B8

Now, from a0.C _∗
{}
a0.C♯ ∈ NF

∑
8 A8B8 , we conclude a0.C ∈ NF

∑
8 A8B8

_
.

For the case in which = > 0, we argue as follows: from the hypotheses we deduce by the first point that a0.(CD1D2 . . . D=) ∈

NF
∑
8 A8B8

_
. We can then conclude by observing that (a0.C)D1D2 . . . D= _p{} a0.(CD1D2 . . . D=). �

Lemma E.25. For all types f , terms C,D1, . . . , D= with FN(C) ⊆ - ∪ {0}, FN(D8 ) ⊆ - , and measurable sets (1, . . . , (:+1 ⊆

(2N)-∪{0} and ( ′ ⊆ (2N)- , if

1. the (8 are pairwise disjoint;

2. CD1 . . . D= ∈ HRed
-∪{0},A8
f ((8) (resp. CD1 . . . D= ∈ NRed

-∪{0},A8
f ((8)), for all 8 = 1, . . . , : + 1;

3. for all l ∈ ( ′, `(Πl ((8)) ≥ B8 ;

then (a0.C)D1 . . . D= ∈ HRed
-,

∑:+1
8=1 A8 ·B8

f (( ′) (resp. (a0.C)D1 . . . D= ∈ NRed
-,

∑:+1
8=1 A8 ·B8

f (( ′)).
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Proof. We only prove the claim for NRedf , the other case being proved similarly. We argue by induction on f :
• if f ∈ {[], hn}, the claim is immediate;
• if f ∈ {>, n}, then the claim follows from Lemma E.24.
• if f = g ⇒ d , then let ( ′′ ⊆ ( ′ and D ∈ NRed-,1g (( ′′). For all 8 , since B8 > 0 for all l ∈ ( ′′ ⊆ ( ′ there exists at least one

l ′ ∈ (2N) {0} , such that l + l ′ ∈ (8 . Let )8 = {l + l ′ ∈ (8 | l ∈ ( ′′}. The )8 are pairwise disjoint and measurable, since
they are counter-images of a measurable set through a measurable function (the projection function from (2N)-∪{0} to
(2N)- ).
We have thatD ∈ NRed-,1g ()8 ), for all 8 = 1, . . . , : + 1: for all l +l ′ ∈ ( ′′, cl+l

′

-∪{0}
(D) = cl

-
(D) ∈ NRed∅,1g , so by Lemma E.22,

D ∈ NRed-,1g ()8 ). Since)8 ⊆ (8 , using the hypothesis 2. we deduce that CD1 . . . D=D ∈ NRed-,A8d ()8 ); moreover, for alll ∈ ( ′′,

`(Πl ()8 )) = `(Π
l ((8 )) ≥ B8 . So, by the induction hypothesis (a0.C)D1 . . . D=D ∈ NRed

-,
∑
8 A8B8

d (( ′′) = NRed
-,

∑
8 A8B8

d (( ′′). We

can thus conclude that (a0.C)D1 . . . D= ∈ NRed
-,

∑
8 A8B8

f (( ′).

• f = g∧d , then from the hypotheses by IHwededuce (a0.C)D1 . . . D= ∈ NRed
-,

∑
A8B8

g (( ′) and (a0.C)D1 . . . D= ∈ NRed
-,

∑
A8B8

d (( ′),

and thus (a0.C)D1 . . . D= ∈ NRed
-,

∑
A8B8

f (( ′).
• if f = C

@g , the claim follows from the induction hypothesis.
�

Lemma E.26. (i.) C [D/G]D1 . . . D= ∈ HRed-,Af (() ⇒ (_G.C)DD1 . . . D= ∈ HRed-,Af (().

(ii.) C [D/G]D1 . . . D= ∈ NRed-,Af (() ⇒ (_G.C)DD1 . . . D= ∈ NRed-,Af (().

Proof. We only prove claim (ii.) as claim (i.) is proved similarly. By induction on f :
• if f ∈ {[], hn}, the claim is immediate;
• Iff ∈ {>, n}, then if C [D/G]D1 . . . D= ∈ NRed-,Af ((), then for alll ∈ ( ,cl

-
(C [D/G]D1 . . . D=) = c

l
-
(C) [cl

-
(D)/G]cl

-
(D1) . . . c

l
-
(D=) ∈

NFA
_
. Since the reduction tree of cl

-
(C ′′), where C ′′ = (_G.C)DD1 . . . D= , is contained in that of cl

-
(C [D/G]D1 . . . D=), we de-

duce cl
-
(C ′′) ∈ NFA , and we conclude that C ′′ ∈ NRed-,Af (().

• If f = g ⇒ d , then let ( ′ ⊆ ( and E ∈ NRed-,1g (( ′); then C [D/G]D1 . . . D=E ∈ NRed-,Ad (( ′) so by IH (_G.C)DD1 . . . D=E ∈

NRed-,Ad (( ′). This proves in particular that (_G.C)DD1 . . . D= ∈ NRed-,Af (().

• If f = g ∧ d and C [D/G]D1 . . . D= ∈ NRed-,Af ((), then C [D/G]D1 . . . D= ∈ NRed-,Ag (() and C [D/G]D1 . . . D= ∈ NRed-,Ag ((), so by

IH (_G.C)DD1 . . . D= ∈ NRed-,Ag (() and (_G.C)DD1 . . . D= ∈ NRed-,Ad ((), which implies (_G.C)DD1 . . . D= ∈ NRed-,Af (().

• If f = C
@g , then if C [D/G]D1 . . . D= ∈ NRed-,Af (() = NRed

-,A@
g ((), then by I.H. (_G.C)DD1 . . . D= ∈ NRed

-,A@
g (() = NRed-,Af (().

�

Lemma E.27. For all C such that FN(C) ⊆ - and measurable sets (, ( ′ ⊆ (2N)- ,

(i.) If for all ( ′′ ⊆ ( ′ and D ∈ HRed-,Bf (( ′′), C [D/G] ∈ HRed-,ABg (( ∩ ( ′′), then _G.C ∈ HRed-,Af⇒g (( ∩ (
′).

(ii.) If for all ( ′′ ⊆ ( ′ and D ∈ NRed-,Bf (( ′′), C [D/G] ∈ NRed-,ABg (( ∩ ( ′′), then _G.C ∈ NRed-,Af⇒g (( ∩ (
′).

Proof. As usual, we only prove claim (ii.). Let) ⊆ (∩( ′ andD ∈ NRed-,Bf () ). Then, by hypothesis, C [D/G] ∈ NRed-,ABg ((∩) ) =

NRed-,ABg (( ∩ ( ′) and we conclude by Lemma E.26 that (_G.C)D ∈ NRed-,ABg (( ∩ ( ′). This proves that _G.C ∈ NRed-,Af⇒g (( ∩ (
′).
�

Lemma E.28. For any two types s, t of C_→,∩, if s � t, then for all ( ⊆ (2N)- ,

(i.) HRed-,Af (() ⊆ HRed-,Ag (();

(ii.) NRed-,Af (() ⊆ NRed-,Ag (().

Proof. As usual, we only prove claim (ii.). We argue by induction on s:
• if s ∈ {[], >, hn, n}, then it must be s = t, so the claim is immediate.
• If s = [M1, . . . ,M=] ⇒ s′, then t = [N1, . . . ,N<] ⇒ t′, where s′ � t′, and s8 � t5 (8) holds for some injective function

5 : {1, . . . , =} → {1, . . . ,<}. By the I.H. we have then that NRed-,A
s′

(() ⊆ NRed-,A
t′

(() and NRed-,1
t5 (8)

(( ′) ⊆ NRed-,1s8
(( ′); by

the definition of NRed-,As (() this implies then NRed-,As (() ⊆ NRed-,A
t

(().

• if s = C
@s′, then it must be t = C

B t′, with s′ � t′ and @ ≥ B; then by IH and Lemma E.20 we have NRed-,As (() =

NRed
-,@A

s′
(() ⊆ NRed-,BA

s′
(() ⊆ NRed-,BA

t′
(() = NRed-,A

t
(().

�

We now show how the two families of reducibility candidates differ on the kind of normalization properties they warrant.
Let us introduce a (first) notion of neutral term for ΛPE:
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Definition E.29 (neutral terms, version 1). For any measurable set ( ⊆ (2N)- , the set Neut(() is defined by induction as
follows:
• for any variable G , G ∈ Neut(();
• if C ∈ Neut(() then for all D ∈ Λ

-
⊕,a , CD ∈ Neut(().

It is easily checked that for all C ∈ Neut(() and l ∈ ( , HNV(cl
-
(C)) = 1.

Probabilistic neutral terms can be used to show that reducible terms reduce to a probabilistic head normal form.

Definition E.30 (non-trivial type). The set of non-trivial types is defined by induction as follows:
• >, hn, n are non-trivial;
• if g is non-trivial, f ⇒ g is non-trivial;
• if either f or g are non-trivial, f ∧ g is non-trivial;
• if f is non-trivial, C@f is non-trivial.

Lemma E.31. For any type f :

1. if f is non-trivial and C ∈ HRed-,Af (() and l ∈ ( , then cl
-
(C) ∈ HNV

⌈f ⌉ ·A
_

;

2. Neut(() ⊆ HRed-,1f (().

Proof. We argue by induction on f :
• if f = [], then both claims are immediate;

• if f ∈ {>, hn, n} then by definition C ∈ HRed-,Af (() iff for any l ∈ ( , cl
-
(C) ∈ HNVA

_
= HNV

⌈f ⌉A
_

. Moreover, if C ∈ Neut((),

then HNV(C) = 1, so C ∈ HRed-,1f (().

• if f = g ⇒ d and C ∈ HRed-,Af ((), then by IH G ∈ HRed-,1g ((), hence CG ∈ HRed-,Ag ((), and again by IH for all l ∈ (

cl
-
(CG) = cl

-
(C)G ∈ HNV

⌈g ⌉ ·A
_

= HNV
⌈f ⌉ ·A
_

, and thus cl
-
(C) ∈ HNV

⌈f ⌉ ·A
_

.

Moreover, if C ∈ Neut((), let ( ′ ⊆ ( andD ∈ HRed-,1g ((), then by IH for alll ∈ ( ′, cl (D) ∈ HNV
⌈g ⌉
_

and thus CD ∈ Neut(( ′),

so by IH CD ∈ HRed-,1d (( ′) ⊆ HRed-,Ad (( ′); we can thus conclude that C ∈ HRed-,1f (().

• if f = g ∧ d and C ∈ HRed-,Af ((), then C ∈ HRed-,Ag (() and C ∈ HRed-,Ad ((), so by IH for all l ∈ ( , cl
-
(C) ∈ HNV

⌈g ⌉A
_

and

cl
-
(C) ∈ HNV

⌈d ⌉A
_

; hence we deduce that for all l ∈ ( cl
-
(C) ∈ HNV

max{ ⌈g ⌉, ⌈d ⌉ } ·A
_

= HNV
⌈f ⌉ ·A
_

.

Moreover, if C ∈ Neut((), then by IH C ∈ HRed-,1g (() and C ∈ HRed-,1d ((), so C ∈ HRed-,1f (().

• if f = C
Bg and C ∈ HRed

-,@
f (() = HRed

-,@B
g ((), then by IH for all l ∈ ( , cl

-
(C) ∈ HNV

⌈g ⌉@B
_

= HNV
⌈f ⌉@
_

. Moreover, if

C ∈ Neut((), then by IH C ∈ HRed-,1g (() ⊆ HRed-,Bg (() = HRed-,1f (().
�

To establish a result like Lemma E.31 for the family NRed-,Af ((), as discussed in Section 6, we need to restrict to balanced

types. For our general class of types, these are defined as follows:

Definition E.32. The set Bal of balanced types is defined inductively as follows:

• C
®@f , for f ∈ {>, hn, n};

• if f, g ∈ Bal, f ∧ g ∈ Bal;
• if f1, . . . , f= ∈ Bal and

∏:
8=1 @8 ≤

∏=
9=1⌈f 9 ⌉, then C

@1 . . . C@= (f1 ⇒ . . . ⇒ f= ⇒ >) ∈ Bal.

For instance, the type C
1
2 (C

1
2> ⇒ >) is balanced, while C1(C

1
2> ⇒ >) is not.

One can check that any balanced type is also non-trivial.
To study normalization for balanced types we need a more refined notion of neutral term.

Definition E.33 (neutral terms, version 2). For any @ ∈ (0, 1], and measurable set ( , the set Neut@ (() is defined by induction
as follows:
• for any variable G , G ∈ Neut@ (();
• if C ∈ Neut@ (() and for all l ∈ ( , NF_(cl

-
(D)) ≥ B , then CD ∈ Neut@B (().

It is easily checked that for all C ∈ Neut@ (() and l ∈ ( , NF_ (cl
-
(C)) ≥ @.

Lemma E.34. For any balanced and {[], hn}-free type f :

1. if C ∈ NRed-,Af (() and l ∈ ( , then cl
-
(() ∈ NF

⌈f ⌉ ·A
_

;

2. Neut@ (() ⊆ NRed
-,@
f (().

Proof. We argue by induction on s:
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• if f = C
@1 . . . C@:g , with g ∈ {>, n}, then by definition C ∈ NRed-,Af (() iff for all l ∈ ( , cl

-
(C) ∈ NF

@1 ...@:A
_

= NF⌈> ⌉ ·A .

Moreover if C ∈ Neut@ ((), then for all l ∈ ( , NF_ (cl
-
(C)) ≥ @, hence C ∈ NRed

-,@
> (() ⊆ NRed

-,@ ⌈f ⌉
f (().

• if f = g ∧ d , then we can argue as in the corresponding point in the proof of Lemma E.31.

• if f = C
@1 . . . C@: (f1 ⇒ . . . ⇒ f= ⇒ >), where

∏
8 @8 ≤

∏
9 ⌈f 9 ⌉, and C ∈ NRed-,Af ((), then by IH G 9 ∈ Neut1(() ⊆

NRed-,1f8
((), and thus CG1 . . . G= ∈ NRed

A@1 ...@:
> ((), so for all l ∈ ( , cl

-
(CG1 . . . G=) = cl

-
(C)G1 . . . G= ∈ NF

A@1...@:
_

⊆

NF
A@1 ...@=

∏
9 ⌈f 9 ⌉

_
= NF

⌈f ⌉A
_

. We deduce then cl
-
(C) ∈ NF

⌈f ⌉A
_

by applying Lemma E.19 a finite number of times.

Moreover, if C ∈ Neut@ ((), ( ′ ⊆ ( , l ∈ ( ′, and D 9 ∈ NRed-,1f 9
(( ′), then by the IH for all l ∈ ( ′ cl

-
(D 9 ) ∈ NF

⌈f 9 ⌉
_

, so

CD1 . . . D= ∈ Neut@
∏
: ⌈f 9 ⌉ (( ′) ⊆ Neut@@1 ...@: (( ′); by the IH it follows then CD1 . . . D= ∈ NRed

-,@1 ...@:B
> (( ′). We can thus

conclude C ∈ NRed
-,@@1 ...@:
f1⇒...⇒f=⇒> (() = NRed

-,@
f (().

�

The last ingredient of our reducibility argument is the following:

Proposition E.35. If Γ ⊢- C : b  s is derivable in C_→,∩, where Γ = {G1 : M1, . . . , G< : M=}, then for all ( ⊆ JbK- , the
following two claims hold:

(i.) for all D8 ∈ HRed-,1
M8

((), C [D1/G1, . . . ,D</G<] ∈ HRed-,1s (();

(ii.) for all D8 ∈ NRed-,1
M8

((), C [D1/G1, . . . , D</G<] ∈ NRed-,1s (().

Proof. We only prove claim (ii.). The argument is by induction on a type derivation of C :
• if C = G and the last rule is

s8 � t FN(b) ⊆ -
(id∩)

Γ, G : [s1, . . . , s=] ⊢
- G : b t

Then for all ( ⊆ JbK- , and for all D1 ∈ NRed-,1
M1

((), . . . D= ∈ NRed-,1
M=

((), and D ∈ NRed-,1
M

((), using Lemma E.28 we

deduce D ∈ NRed-,1s8
(() ⊆ NRed-,1

t
((), whence C [D1/G1, . . . , D=/G=,D/G] = D ∈ NRed-,1

t
(JbK- ∩ () = NRed-,1s (().

• if the last rule is {
Γ ⊢- C : b9  s

}
9=1,...,:

b �-
∨
9 b9

(∨)
Γ ⊢- C : b s

then by IH, for all 9 = 1, . . . , : , ( ⊆ Jb9K- , for all D1 ∈ NRed-,1
M1

((), . . . ,D= ∈ NRed-,1
M=

(() and for all l ∈ ( ,

cl
-
(C [D1/G1, . . . ,D=/G=]) ∈ NRed∅,1d .

If : = 0, then b ⊢
∨
9 b9 = ⊥, so the claim trivially holds. Let then : > 0. Let ( ⊆ JbK- ⊆ J

∨
9 b9K- =

⋃
8Jb9K- and

l ∈ ( . Then 5 ∈ Jb9K- , for some 9 ≤ : . Then first observe that from D8 ∈ NRed
-,@8
M8

(() it follows in particular that

D8 ∈ NRed-,1
M8

(( ∩ Jb9 K- ): for all l ∈ ( ∩ Jb9K- , since l ∈ ( , cl
-
(D8 ) ∈ NRed∅,1

M8
, so by Lemma E.22 we conclude that

D8 ∈ NRed-,1
M8

(( ∩ Jb9K- ). Hence we deduce that c
l
-
(C [D1/G1, . . . ,D=/G=]) ∈ NRed

∅,@1 ...@=
s , and again by Lemma E.22 we

conclude C [D1/G1, . . . ,D=/G=] ∈ NRed-,1s (().
• if C = C1 ⊕

8
0 C2, and the last rule is

Γ ⊢- C1 : b s c � (¬x80 ∧ b)
(⊕;)

Γ ⊢- C1 ⊕
8
0 C2 : c s

By IH and Lemma E.22, for all ( ⊆ JbK- ,l ∈ ( ,D1 ∈ NRed-,1
M1

((), . . . D= ∈ NRed-,1
M=

((), cl
-
(C1 [D1/G1, . . . ,D=/G=]) ∈ NRed∅,1s .

Let now ( ⊆ JcK- ⊆ Jx80K- ∧JbK- andD1 ∈ NRed-,1
M1

((), . . . , D= ∈ NRed-,1
M=

((). If nowl ∈ ( ⊆ JcK-∪{0} , thenl (0) (8) = 0

so in particular cl
-
(C [D1/G1, . . . ,D=/G=]) = cl

-
(C1 [D1/G1, . . . ,D=/G=]) ∈ NRed∅,1s . Hence, using Lemma E.22 we conclude

that C [D1/G1, . . . ,D=/G=] ∈ NRed-,1s (().
• if C = C1 ⊕

8
0 C2, and the last rule is

Γ ⊢- C2 : b s c � (¬x80 ∧ b)
(⊕A )

Γ ⊢- C1 ⊕
8
0 C2 : c s

then we can argue similarly to the previous case.
• if the last rule is

Γ ⊢- C : b C
@f (hn)

Γ ⊢- C : b C
@hn



Melissa Antonelli, Ugo Dal Lago, and Paolo Pistone

then by IH for all ( ⊆ JbK- , for all D1 ∈ NRed-,1
M1

((), . . . , D= ∈ NRed-,1
M=

((), cl
-
(C [D1/G1, . . . , C=/G=]) ∈ NRed

∅,@
f , so by

Lemma E.31, HNV(cl
-
(C [D1/G1, . . . , C=/G=])) ≥ @ · ⌈f⌉ = @, which implies C [D1/G1, . . . , C=/G=] ∈ NRed

-,@

hn
(().

• if the last rule is
Γ ⊢- C : b C

@f f safe
(n)

Γ ⊢- C : b C
@n

thenf is {[], hn}-free and balanced; by IH for all( ⊆ JbK- , for allD1 ∈ NRed-,1
M1

((), . . . ,D= ∈ NRed-,1
M=

((),cl
-
(C [D1/G1, . . . , C=/G=]) ∈

NRed
∅,@
f ; furthermore, by Lemma E.34, NF_(cl

-
(C [D1/G1, . . . , C=/G=])) ≥ @ · ⌈f⌉ = @, which implies C [D1/G1, . . . , C=/G=] ∈

NRed
-,@
n (().

• if C = _G.D and the last rule is

Γ, G : M ⊢- D : b C
®Bg

(_)
Γ ⊢- _G.D : b C

®B (M ⇒ g)

where ®B = B1, . . . , B; ; then, by IH, for all ( ⊆ JbK- , for all D1 ∈ NRed-,1
M1

((), . . . ,D= ∈ NRed-,1
M=

((), and E ∈ NRed-,1
M

((),

D [D1/G1, . . . ,D=/G=, E/G] ∈ NRed-,1
C®Bg

(() = NRed-,B1 ...B:g ((). In particular, for all choice of D1, . . . , D= and variable ~ not oc-

curring free in D1, . . . , D= , by letting C ′ = D [D1/G1, . . . , D=/G=,~/G], we have that for all E ∈ NRed-,1
M

(( ∩ JbK- ), C
′[E/~] =

D [D1/G1, . . . ,D=/G=, E/G] ∈ NRed-,B1 ...B:g ((). By LemmaE.27, then, we can conclude that _~.C ′ = (_~.C [~/G]) [D1/G1, . . . , D=/G=] =

(_G.C) [D1/G1, . . . ,D=/G=] ∈ NRed-,B1 ...B:
M⇒f

(() = NRed-,1
C®B (M⇒f)

(().

• C = DE and the last rule is

Γ ⊢- D : c C
®B (M ⇒ f)

{
Γ ⊢- E : d8  s8

}
8

b �- c∧ (
∧
8 d8)

(@)
Γ ⊢- DE : b C

®Bf

where ®B = B1, . . . , B: and M = [s1, . . . ,s=], then by IH for all ( ⊆ JbK- ⊆ JcK- ∩
⋂
8Jd8K- and D1 ∈ NRed-,1

M1
((), . . . D= ∈

NRed-,1
M=

((), D [D1/G, . . . , D=/G] ∈ NRed-,B1 ...B:
M⇒f

(() and E [D1/G, . . . , D=/G] ∈
⋂
8 NRed

-,1
s8

(() = NRed-,1
M

(() (where, if = = 0,

E [D1/G, . . . ,D=/G] ∈ NRed-,1
M

(() does not follow from the induction hypothesis but from the fact that NRed-,1
[]

(() = Λ
-
⊕,a )

so we deduce D [D1/G, . . . , D=/G]E [D1/G, . . . , D=/G] = (DE) [D1/G, . . . , D=/G] ∈ NRed-,B1 ...B:f (() = NRed-,1
C®Bf

(().

• If C = a0.D and the last rule is{
Γ ⊢-∪{0} D : c∧ d8  C

@ 9f
}
9=1,...,=+1

� `(d9 ) ≥ A 9 b � c

(`)
Γ ⊢- a0.D : b C

∑
9 A 9@ 9f

where 0 ∉ �+ (Γ) ∪ �+ (c), then let ( ⊆ JbK- ⊆ JcK- and D1 ∈ NRed-,1
M1

((), . . . D= ∈ NRed-,1
M=

((). Let ) = {l + l ′ | l ∈

(} ⊆ (2N)-∪{0} , which is measurable since counter-image of a measurable set through the projection function; then since

FN(D8 ) ⊆ - , we deduce using Lemma E.22 that D8 ∈ NRed
-∪{0},1
M8

() ∩ Jd9K-∪{0}). By IH and the hypothesis we deduce

then that
• the sets Jd9K-∪{0} are pairwise disjoint;

• D [D1/G1, . . . , D=/G=] ∈ NRed
-∪{0},1
s () ∩ Jd9K-∪{0});

• for all l ∈ ( , `(Πl () ∩ Jd9K-∪{0})) ≥ A 9 ;

Hence, by LemmaE.25we conclude thata0.D [D1/G1, . . . , D=/G=] = (a0.D) [D1/G1, . . . ,D=/G=] ∈ NRed
-,

∑
9 A 9@ 9

s (() = NRed-,1
C

∑
9 A 9@ 9 s

(().

�

From Proposition E.35 (i.) and Lemma E.31, by observing that any type of C_→,∩ is non-trivial, we deduce the following,
which generalizes the first part of Theorem 6.1.

Theorem E.36. If Γ ⊢ C : b C
@f holds in C_→,∩, then for all l ∈ JbK, HNV_ (cl

-
(C)) ≥ @.

From Proposition E.35 (i.) and Lemma E.34 we similarly deduce a generalization of Theorem 6.3:

Theorem E.37. If Γ ⊢- C : b  C
@f holds in C_→,∩, where Γ and s are formed of balanced types, then for all l ∈ JbK,

NF_ (cl
-
(C)) ≥ @.

From the two results above we can finally deduce the soundness part of Theorem 6.6:

Corollary E.38. For any closed term C ,

HNV_(C) ≥ sup{@ | ⊢ C : ⊤ C
@hn}

NF_(C) ≥ sup{@ | ⊢ C : ⊤ C
@n}
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E.3 Probabilistic Reducibility Candidates for Λ
{}
PE
.

We now show how to adapt the family of reducibility candidates HRed-,1f (() to Λ
{}
PE
, in order to prove the second part of

Theorem 6.1. We will still work with the general family of types from the previous section (hence suggesting that intersection

types could be added to C_
{}
→ , too).

For any C ∈ T, let D1
C : T→ [0, 1] be XC if C ∈ HNV, and if C = a0.C ′, let

D1
C (D) = `{l ∈ 2N | cl{0} (C

′) = D}

By recalling the definition of head-reduction in Λ
{}
PE

from Subsection B.2, one can easily check the following useful proper-
ties:

Lemma E.39. (i.) If C _∗
{}ℎ

D, then cl
-
(C) _∗

{}ℎ
cl
-
(D).

(ii.) if C _∗
{}ℎ

D, then HNV(C) ≥ HNV(D).

Lemma E.40. For all C,D,F ∈ T, D1
C (D) = D1

CF (DF).

Proof. If C is a HNV, CF is a pseudo-value, so D1
C = XC and D1

CF = XCF , which implies D1
C (D) = 1 iff C = D iff CF = DF iff

D1
CF = CF . If C = a0.C ′, since we can suppose 0 ∉ FN(F), from cl

{0}
(C ′F) = cl

{0}
(C ′)F we deduce {l | cl

{0}
(C ′F) = DF} = {l |

cl
{0}

(C ′) = D}, from which the claim follows. �

The following is a simple consequence of Lemma E.39:

Lemma E.41. Let, be a set of terms such that C ∈, and D _∗
{}ℎ

C implies D ∈, ; then for any C,D ∈ T,] if C _∗
{}ℎ

D, then∑
F∈, D1

C (F) ≥
∑
F∈, D1

D (F).

To adapt reducibility predicates to Λ
{}
PE
, we need to adapt the definition of reducibility for counting quantified types. We

define yet a new family of reducibility predicates H∗Red-,A> (() ⊆ Λ
-
⊕,a,{}

as follows:

H∗Red-,A
[]

(() = Λ
-
⊕,a,{}

H∗Red-,A> (() = H∗Red-,A
hn

(() = H∗Red-,An (() = {C | ∀l ∈ ( HNV_ (cl- (C)) ≥ A }

H∗Red-,Af⇒g (() = {C | ∀( ′ ⊆ (, ∀D ∈ HRed-,1f (( ′), CD ∈ HRed-,Ag (( ′)}

H∗Red-,Af∧g (() = H∗Red-,Af (() ∩ H∗Red-,Ag (()

H∗Red-,A
C@f (() =



C | ∀l ∈ (

∑
D∈H∗Red∅,Af

D1
cl
-
(C) (D) ≥ @




Most properties of H∗Redf are proved as in the corresponding cases of HRedf . We here only consider the cases in which
the proofs are different.

Lemma E.42. If C ∈ H∗Red-,Af (() and D _∗
{}ℎ

C , then D ∈ H∗Red-,Af (().

Proof. We argue by induction on f :

• if f ∈ {>, hn, n}, then C ∈ H∗Red-,Af (() iff for all l ∈ ( , HNV_ (cl
-
(C)) ≥ A ; the claim then follows from Lemma E.39 (i.).

• if f = g ⇒ d and C ∈ H∗Red-,Af ((), then for all ( ′ ⊆ ( and E ∈ H∗Red-,1g (( ′), CE ∈ H∗Red-,Ad (( ′); since DE _∗
{}ℎ

CE , by IH

we deduce then DE ∈ H∗Red-,Ad (( ′); we can thus conclude E ∈ H∗Red-,Af (();

• if f = g ∧ d , and C ∈ H∗Red-,Af ((), then by IH D ∈ H∗Red-,Ag (() and D ∈ H∗Red-,Ad ((), so D ∈ H∗Red-,Af (().

• if f = C
@g and C ∈ H∗Red-,Af ((), then

∑
E∈H∗Red-,Ag (() D

1
cl
-
(C)
(E) ≥ @, and we can conclude

∑
E∈H∗Red-,Ag (() D

1
cl
-
(D)

(E) ≥ @

from the IH and Lemma E.41 (i).
�

Using Lemma E.24 (i.), whose proof is adapted without difficulties to Λ
{}
PE
, Lemma E.25 is adapted as follows:

Lemma E.43. For all types f , terms C,D1, . . . ,D= with FN(C) ⊆ - ∪ {0}, FN(D8 ) ⊆ - , and measurable set ( ⊆ (2N)-∪{0} and

( ′ ⊆ (2N)- , if

1. CD1 . . . D= ∈ H∗Red
-∪{0},A
f (();



Melissa Antonelli, Ugo Dal Lago, and Paolo Pistone

2. for all l ∈ ( ′, `(Πl (()) ≥ B ;

then (a0.C)D1 . . . D= ∈ H∗Red-,A
CBf

(( ′).

The following adaptation of Lemma E.26 immediately follows from Lemma E.42:

Lemma E.44. C [D/G]D1 . . . D= ∈ H∗Red-,Af (() ⇒ (_G.C)DD1 . . . D= ∈ H∗Red-,Af (().

Lemma E.45. For all types f and g , H∗Red-,A
C@1 ...C@: (f⇒g)

(() ⊆ H∗Red-,A
f⇒C@1 ...C@: g

(().

Proof. For any 9 ≤ : , let* 9 := H∗Red-,A
C
@:−9+1 ...C@: (f⇒g)

(() and +9 := H∗Red-,A
f⇒C

@:−9+1 ...C@: g
(().

We argue, by induction on 9 ≤ : , that* 9 ⊆ +9 . If 9 = 0 then * 9 = f ⇒ g = +9 .

Let then 9 > 0 and l ∈ ( . Suppose C ∈ * 9 and letF ∈ H∗Red-,1f (().
By IH we have * 9−1 ⊆ +9−1, from which we deduce @1 ≤

∑
D∈* 9−1 D

1
cl
-
(C)
(D) ≤

∑
D∈+9−1 D

1
cl
-
(C)
(D)

[Lemma E.40]
=

∑
D∈+9−1 D

1
cl
-
(C)cl

-
(F)

(Dcl
-
(F)) =

∑
D∈+9−1 D

1
cl
-
(CF)

(Dcl
-
(F)) which implies C ∈ +9 .

�

We call a term C a-safe if C never reduces to a term of the form a0.C ′.

Definition E.46 (neutral terms for Λ
{}
PE
.). For any measurable set ( ⊆ (2N)- , the set Neut{} (() is defined by induction as

follows:
• for any variable G , G ∈ Neut{} (();
• if C ∈ Neut{} (() and for all l ∈ ( cl

-
(D) is a-safe and HNV_ (D) = 1, {C}D ∈ Neut{} (().

• if C ∈ Neut{} ((), then for all D ∈ Λ
-
⊕,a,{}

, CD ∈ Neut{} (().

It is easily checked that for all C ∈ Neut{} (() and l ∈ ( , HNV(cl
-
(C)) = 1.

Lemma E.47. For any type f ,

(i.) if f is non-trivial, then C ∈ H∗Red-,Af (() and l ∈ ( , then HNV(cl
-
(C)) ≥ ⌈f⌉ · A ;

(ii.) Neut{} (() ⊆ H∗Red-,1f (().

Proof. By induction on f :
• if f = [], both claims are immediate.
• if f ∈ {>, hn, n}, claim (i.) holds by definition, and claim (ii.) follows from the fact that for all C ∈ Neut{} (() and for all

l ∈ ( , HNV(cl
-
(C)) = 1, so C ∈ H∗Red-,1f (().

• if f = g ⇒ d and C ∈ H∗Red-,Af ((), then, since by IH G ∈ H∗Red-,1g ((), CG ∈ H∗Red-,1g ((), hence for all l ∈ ( ,
HNV(cl

-
(C)) ≥ HNV(cl

-
(CG)) ≥ ⌈d⌉ · A = ⌈f⌉ · A .

Moreover, if C ∈ Neut{} ((), then for all ( ′ ⊆ ( , D ∈ H∗Red-,1g (( ′) and l ∈ ( ′, CD ∈ Neut{} ((), so by IH CD ∈ H∗Red-,Ad (( ′),

and we conclude then C ∈ H∗Red-,Af (().

• if f = g ∧ d and C ∈ H∗Red-,Af ((), then C ∈ H∗Red-,Ag (() and C ∈ H∗Red-,Ad ((), so by IH for all l ∈ ( , HNV(cl
-
(C)) ≥

max{A · ⌈g⌉, A · ⌈d⌉} = A ·max{⌈g⌉, ⌈d⌉} = A · ⌈f⌉.

Moreover, it C ∈ Neut{} ((), by IH C ∈ H∗Red-,1g (() and C ∈ H∗Red-,1d ((), whence C ∈ H∗Red-,1f (().

• if f = C
@g , and C ∈ H∗Red-,A

C@g
((), let l ∈ ( ; then we consider two cases:

• if cl
-
(C) (that we can suppose being in T) is a pseudo-value, then

∑
F∈H∗Red-,Ag

D1
C (F) ≥ @ > 0 implies cl

-
(C) ∈

H∗Red-,Ag , so by IH we deduce HNV(cl
-
(C)) ≥ A · ⌈g⌉ ≥ A · @ · ⌈g⌉ = A · ⌈f⌉.

• if cl
-
(C) = a0.C ′, then

∑
F∈H∗Red-,Ag

D1
C (F) ≥ @ > 0 implies, by IH, that `({l ′ ∈ 2N | cl

′
(C ′) ∈ H∗Red∅,Ag }) ≥ `({l ′ ∈

2N | HNV(cl
′
(C)) ≥ ⌈g⌉A}) ≥ @, and this implies HNV(cl

-
(C)) ≥ @ · A · ⌈g⌉ = A · ⌈f⌉.

Moreover, if C ∈ Neut{} ((), then for all l ∈ ( , D1
cl
-
(C)

= Xcl
-
(C) , and since by the IH C ∈ H∗Red-,Ag ((), we deduce∑

D∈H∗Red-,Ag
D1
cl
-
(C)
(D) = Xcl

-
(C) (c

l
-
(C)) = 1 ≥ @, so C ∈ H∗Red-,A

C@g
(().

�

Lemma E.48. For any non-trivial type f , and term C name-closed and a-safe, if C ∈ H∗Red∅,Af , then HNV_(C) = 1.

Proof. By induction on f :

• if f ∈ {>, hn, n}, from C ∈ H∗Red∅,Af we deduce HNV_(C) ≥ A > 0, and since for all D such that C _∗
{}ℎ

D, DD = XD ,

we deduce that sup{HNV(D) | C _∗
{}ℎ

D} = sup{
∑
E∈HNV{} XD (E) | C _∗

{}ℎ
D} > 0, this implies that C reduces to a HNV,

whence HNV_ (C) = 1.
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• if f = g ⇒ d and C ∈ H∗Red∅,Af then since by Lemma E.47 G ∈ H∗Red∅,1g , CG ∈ H∗Red∅,Ad ; suppose CG _∗
{}ℎ

a0.C ′; then since

C is a-safe, the only possibility is that C _∗
{}ℎ

(_G.D) and D _∗
{}ℎ

a0.C ′; but then C _∗
{}ℎ

_G.a0.C ′ _{}ℎ a0._G .C
′, against

the hypothesis. We conclude that also CG must be a-safe, so by IH HNV_(CG) = 1, whence HNV_ (C) = 1.

• if f = g ∧ d and C ∈ H∗Red∅,Af , then C ∈ H∗Red∅,Ag , so by IH, HNV_(C) = 1.

• if f = C
Bg and C ∈ H∗Red∅,Af , then since DC = XC , from

∑
F∈H∗Red∅,Ag

XC (F) ≥ B > 0, it follows that C ∈ H∗Red∅,Ag , so by IH

HNV_ (C) = 1
�

Lemma E.49. If C ∈ H∗Red
-,@
f⇒g (() and D ∈ H∗Red-,1

CBf
((), where f is non-trivial, then {C}D ∈ H∗Red

-,@

CBg
(().

Proof. Let l ∈ ( . We distinguish two cases:

• cl
-
(D) _∗

{}ℎ
a0.D ′; then, letting ,f := H∗Red-,1f (() and ,g := H∗Red

-,@
g ((), we have that

∑
F∈, D1

cl
-
(a0.CD′)

(F) =∑
F∈, `({l ′ | cl+l

′

-∪{0}
(CD ′) = F} = `{l ′ | cl+l

′

-∪{0}
(CD ′) ∈ , } = `{l ′ | Ccl+l

′

-∪{0}
(D ′) ∈ , } ≥ `{l ′ | cl+l

′

-∪{0}
(D ′) ∈ * } =∑

F∈* D1
a0.D (F) ≥ B , which proves that a0.CD ′ ∈ ,g . Since {C}D _∗

{}ℎ
a0.CD ′, we conclude then {C}D ∈ ,g from Lemma

E.42.
• cl

-
(D) is a-safe; then from cl

-
(D) ∈ H∗Red

∅,@
f we deduce, by Lemma E.48, that HNV_ (cl

-
(D)) = 1. We deduce then that

{C}D ∈ Neut{} ((), and by Lemma E.47 we conclude {C}D ∈ H∗Red
-,@

CBf
(().

�

Proposition E.50. If Γ ⊢- C : b  s is derivable in C_
{}
→ , where Γ = {G1 : s1, . . . , G< : s=}, then for all ( ⊆ JbK- , for all

D8 ∈ H∗Red-,1s8
((), C [D1/G1, . . . ,D</G<] ∈ H∗Red-,1s (().

Proof. We can argue as in the proof of Proposition E.35, with the following two new cases:
• if C = {C1}C2 and the last rule is

Γ ⊢- C1 : c C
®@ (s ⇒ f) Γ ⊢- C2 : d C

Bs b � c∧ d
({})

Γ ⊢- C : b C
B
C

®@f

then by IH for all D8 ∈ H∗Red-,1s8
((), C1 [D1/G1, . . . , D=/G=] ∈ H∗Red-,1

C ®@ (s⇒f)
(() and C2 [D1/G1, . . . ,D=/G=] ∈ H∗Red-,1

CBs
(();

then by Lemma E.45 and Lemma E.49 (observing that s is non-trivial) we deduce

({C1}C2) [D1/G1, . . . , D=/G=] = {C1 [D1/G1, . . . ,D=/G=]}(C2 [D1/G1, . . . , D=/G=]) ∈ H∗Red-,1
C ®@f

(().

• If C = a0.D and the last rule is

Γ ⊢-∪{0} D : c∧ d C
@ 9f � `(d) ≥ A b � c

(`)
Γ ⊢- a0.D : b C

Af

where 0 ∉ �+ (Γ) ∪ �+ (c), then let ( ⊆ JbK- ⊆ JcK- and D1 ∈ H∗Red-,1s1
((), . . . D= ∈ H∗Red-,1s=

((). Let ) = {6 + 5 | l ∈

(} ⊆ (2N)-∪{0} , which is measurable since counter-image of a measurable set through the projection function; then since

FN(D8 ) ⊆ - , we deduce using Lemma E.22 that D8 ∈ H∗Red
-∪{0},1
s8

() ∩ Jd9K-∪{0}). By IH and the hypothesis we deduce
then that
• D [D1/G1, . . . , D=/G=] ∈ H∗Red

-∪{0},1
s () ∩ Jd9K-∪{0});

• for all l ∈ ( , `(Πl () ∩ Jd9K-∪{0})) ≥ A ;

Hence, by LemmaE.43we conclude thata0.D [D1/G1, . . . , D=/G=] = (a0.D) [D1/G1, . . . ,D=/G=] ∈ H∗Red
-,

∑
9 A 9@ 9

s (() = H∗Red-,1
CA s

(().
�

We can now deduce Theorem 6.1 from Proposition E.50 as in the case of C_→,∩.

Theorem E.51. If Γ ⊢- C : b s, then for all l ∈ JbK, HNV_ (cl
-
(C)) ≥ ⌈f⌉.
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