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Abstract

Data assimilation combines control theory and scientific computing to propose a set of methods
for coupling dynamic models and data sequences for estimation and prediction in all engineering
domains. Data assimilation naturally raises the question of how the developed control and opti-
mization methods interact with the discretization of the underlying physical models, in particular
their temporal discretization. We would like to present here some of the best known techniques
developed for discrete-time models, which are essentially based on a mechanism involving model
prediction on the one hand and data correction on the other. We show that they can be considered
as specific discretizations of the data assimilation strategies proposed for continuous-time models
in the sense of a discretization-and-then-control approach. This paradigm justifies the stability of
these prediction-correction schemes, paving the way for convergence properties and justifying their
popularity in practice.

Data assimilation emerged in the 1980s [75, 3] as the set of techniques for estimating the past,
present, or future state of atmospheric models from partial observations and a priori knowledge. The
range of applications then grew to include all environmental sciences and even new applications such as
in biology and life sciences [39, 23], as well as in various engineering fields [83]. Data assimilation was
also essentially the meeting point of control theory – more specifically, observation theory – and scientific
computing, as the systems of interest were often represented by complex physical models with partial
differential equations [60]. To strengthen the links between control and scientific computing, the question
of numerical analysis developed for the underlying models should be generalized to include the study of
discretization of data assimilation methods. Therefore, the question arose of the interaction of control
theory and discretization, but here in the context of observation theory. Indeed, in data assimilation
[85, 3, 58] methods were presented for continuous-time models, but also for discrete-time models, since
they must ultimately be implemented in their discrete-time form. A fundamental question is then to use
the proposed discrete-time forms as discretization of strategies of the continuous-time approaches.

As an illuminating example, let us briefly recall the historical – and formal – vision of the Kalman-
Bucy estimator proposed in 1961 in [53] for systems described by the following dynamics{

ż(t) +A(t)z(t) = B(t)ν(t), t > 0,

z(0) = z0,
(1)

where ż stands for the time-derivative d
dtz, A(t) ∈ C0([0, T ];MN (R)), ν ∈ Rq andB ∈ C0([0, T ];MN,q(R)).

In [53], ν is presented formally as a “white noise” perturbation of 0 mean and covariance Q ∈Mq(R) and
ζ is an independent initial random variable of mean value ẑ0 and covariance Π0 ∈ MN (R). Note that
this historical presentation has led to a more justified mathematical reformulation of (1) in the context
of Ordinary Differential Equations (ODE) perturbed by L2(0, T ) errors in a deterministic context – see
for instance [91] – or has led to a complete rewriting of (1) with stochastic processes zt solution of the
Stochastic Differential Equation (SDE)

dzt +A(t)ztdt = B(t)dbνt , (2)
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where dbνt ∈ Rq is a Wiener process of 0 mean and covariance Q ∈ Mq(R) and B ∈ C0(R+;MN,q(R))
– see for instance [58]. Moreover in the historical presentation [53], it is assumed that a physical system
trajectory can be modeled by a realization ž, solution of (1), albeit with unknown ζ̌ and t 7→ ν̌(t) and
with observations yδ of the form

t 7→ yδ(t) = C(t)ž(t) + η,

where again η is a “white noise” perturbation of 0 mean and covariance W ∈Mq(R). An estimation ẑ
of ž is given by the so-called Kalman-Bucy estimator{

˙̂z(t) +A(t)ẑ(t) = Π(t)C(t)⊺W−1(yδ(t)− Cẑ(t)), t > 0,

ẑ(0) = ẑ0
(3)

where Π(t), often called the covariance operator, is solution of the Riccati dynamics{
Π̇(t) +A(t)Π(t) +Π(t)A(t)⊺ +Π(t)C(t)⊺W−1C(t)Π(t)−B(t)QB(t)⊺ = 0, t > 0,

Π(0) = Π0

(4)

By contrast, one year before in 1960, [54] proposed the so-called Kalman estimator for “time-discrete
dynamics” of the form

zn+1 = Φn+1|nzn +Bn+1νn+1, n ∈ N, (5)

where (zn)n≥0 is a Markov chain, Φn+1|n ∈ MN (R) the transition operator, Bn+1 ∈ MN,q(R) a model
error operator, and νn are i.i.d Gaussian variables N (0, Qn) also independent of z0 ∈ N (ẑ0,Π0). The
available measurements sequence (yδn)n≥0 is modeled a sample of random variables (yn)n≥0 linearly
related to (zn)n≥0 by yn = Cnzn + ηn where ηn are i.i.d Gaussian variables N (0,Wn). The estimator
then reads 

Initialization:

ẑ−0 = ẑ0, and Π−
0 = Π0,

Correction (n ∈ N):

Gn = Π−
n C⊺

n(CnΠ
−
n C⊺

n +Wn)
−1

ẑ+n = ẑ−n +Gn(y
δ
n − Cnz

−
n )

Π+
n = Π−

n −GnCnΠ
−
n

Prediction (n ∈ N):

ẑ−n+1 = Φn+1|nẑ
+
n ,

Π−
n+1 = Φn+1|nΠ

+
n Φ⊺

n+1|n +Bn+1Qn+1B
⊺
n+1,

(6)

with a remarkable succession of model prediction and data correction. A notable result – that will here
be reviewed for PDE formulation encountered in data assimilation – is that as the time discretization
of (1) can lead to a convergent time-discrete system of the form (5), then (6) can be reinterpreted as
a convergent time-discretization of (3)-(4). More generally, the ensemble of techniques developed for
discrete-time models [85, 3] can in fact be viewed as a specific discretization of the methods developed
for continuous-time models in the spirit of discretization-then-control approaches [96]. This strategy
is shown to bring stability and convergence to the resulting time schemes, all of which take the form
of a splitting strategy in which half a time step is devoted to forecasting – or predicting with – the
model, the second half a time step is devoted to correcting – or updating – the models with the available
observations.

Our goal, therefore, is to highlight the remarkable connection between continuous-time estimation
and discrete-time estimation in general classes of dynamics, ranging from linear evolution equations
in infinite-dimensional spaces to nonlinear formulations in finite dimension, from a deterministic point
of view adapted to numerical analysis, albeit with a natural opening to problem formalization in a
stochastic context. In the first section, we provide an overview of the Kalman estimator for parabolic
PDE and its reduced-order variants, which were developed in the context of data assimilation to increase
computational efficiency. In the second section, we present a set of estimators that are numerically
better adapted to hyperbolic PDE than the Kalman estimators, but still represent a time discretization
for prediction-correction. Finally, we will discuss classical filtering approaches and their discretization in
the presence of nonlinear dynamics or nonlinear measurement procedures.
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1 Least squares estimation and associated discretization for lin-
ear parabolic cases

1.1 The functional framework

In this section we restrict the presentation to dynamical systems modeled by linear partial differen-
tial equations of the parabolic type, more specifically first-order variational evolution equations [66].
The reason for this choice is twofold. First, this case is general enough to give a taste of the general
linear-quadratic framework in data assimilation, encompassing in particular the finite-dimensional case
while being compatible with a large class of infinite dimensional systems. Second, we will see that the
regularization effect in parabolic problems allows to consider the discretization of a sequential strategy
based on dynamic programming – leading to the famous Kalman filters – without being doomed by the
classical curse of dimensionality of such methods for large dimensional systems, typically when refining
the spatial discretization. On the contrary, conservative infinite dimensional systems of hyperbolic type
will be covered in a second section.

Let Z be defined as a real-value state space, we introduce a subspace V with continuous injection in
Z such that we can consider V ⊂) Z ≡ Z ′ ⊂) V ′. We then consider an operator A ∈ L(V,V ′) assumed to
be V - Z coercive, namely there exists ρ > 0 and λ ∈ R such that

⟨Av, v⟩V + λ∥v∥2Z ≥ ρ∥v∥2V . (7)

where ⟨·, ·⟩ denotes a duality bracket not to be confused with scalar products denoted (·, ·). Such an
operator can be naturally extended to an operator (A,D(A)) with value in Z and domain D(A) =

{
v ∈

V : ∃β ∈ Z s.t. ∀w ∈ V, ⟨Av,w⟩V = (β,w)Z
}
. The unbounded operator (A,D(A)) is maximal accretive

and is the generator of an analytical semigroup Φ(t) = e−tA see [14, Section 2.7].
We then consider the following dynamics{

ż(t) +Az(t) = g(t) +Bν(t), t ∈ (0, T ),

z(0) = z0.
(8)

parametrized by z0 ∈ Z, and ν ∈ L2((0, T );U) where U is a Hilbert space and B ∈ L(U ,Z) and
g ∈ H1((0, T );Z) is given. The case with time-varying operator B(t) would be a simple extension.
Classical results for evolution equations give the existence of a solution of (8) knowing z0 and ν and
denoted z|z0,ν . First, using semigroup theory [78, 14], we have on the one hand if z0 ∈ Z and ν ∈
L2((0, T );U) then z|z0,ν ∈ C0([0, T ];Z) and on the other hand if z0 ∈ D(A) and ν ∈ H1((0, T );U)
then z|z0,ν ∈ C1([0, T ];Z) ∩ C0([0, T ];D(A)). Moreover, using variational theory [66, 14], if z0 ∈ Z and
ν ∈ L2((0, T );U) then z|z0,ν ∈ W(0, T ) = {z ∈ L2((0, T );V), ż ∈ L2((0, T );V ′)}. We point out that
existence results are more complex where B is unbounded and refer for example to [14, 57, 90] for such
more general cases. Note finally that variational theory – and even mild evolution operator theory – can
accommodate a time dependent operator A(t) with additional refinements [87, 78].

We now assume that the dynamics (8) accurately models an observed physical system. The observed
trajectory is modeled by a particular unknown realization (ž0, ν̌) producing ž = z|ž0,ν̌ . The observations

– also called measurements – are denoted by yδ such that, in a deterministic approach, they belong to
L2((0, T ),Y) with Y a Hilbert space. Moreover, the measurement procedure is modeled via an observation
operator C ∈ L(Z,Y), such that y̌ : [0, T ] ∋ t 7→ Cž(t) ∈ Y satisfies

∥yδ − y̌∥2L2((0,T ),Y) ≤ δ2T,

and δ quantifies the measurement error amplitude. The operator C is here assumed to be bounded to
simplify the presentation but more general configurations where C is unbounded are also studied [14, 90].
The time-dependent case C(t) is a simple extension.

Our objective is to estimate ž using yδ despite the uncertainty (ž0, ν̌). More precisely, we decompose
ž0 = ẑ0 + ζ̌ where ζ̌ is controlled in a certain space Vs ⊂ V with ∥ζ̌∥Vs

≤ α. Identically, ν̌ is also
understood as a bounded perturbation of the right hand side g, with typically ∥ν̌(t)∥2L2(0,T,U) ≤ κ2T .

At this point we must alert the reader to the fact that our description is a purely deterministic vision
of the data assimilation objectives. In this respect, the presentation is close to the well known review
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[91], although we also cover infinite dimensional cases in the spirit of [65, 12]. One interest of such a
deterministic vision is its compatibility with the classical paradigms of numerical analysis. We will later
position this vision in terms of an alternative – and perhaps more common today – stochastic vision of
data assimilation.

1.2 Data assimilation via optimal control

1.2.1 The variational method

In this deterministic vision of data assimilation, a first strategy is to estimate ž using an optimal
control approach, namely by an estimation of (ζ̌, ν̌) from the minimizer of the functional JT : Vs ×
L2((0, T );U) → R defined by

JT (ζ, ν) =
1

2
aπ0

(ζ, ζ) +
1

2

∫ T

0

[
δ−2∥yδ(s)− Cz|ζ,ν(s)∥2Y + κ−2∥ν(s)∥2U

]
ds, (9)

where z|ζ,ν is solution of (8) for an initial condition z0 = ẑ0 + ζ and aπ0 is a symmetric and coercive
bilinear form on Vs. For further computation, we introduce Π0 ∈ L(Z) the well-defined inverse of the
operator Π−1

0 ∈ L(Vs,V ′
s) such that

∀(ζ, ξ) ∈ V2
s , aπ0

(ζ, ξ) = ⟨Π−1
0 ζ, ξ⟩V′

s,Vs
.

In this generalized Tikhonov criterion, the uncertainty level of ζ̌ is controlled by assuming ⟨Π−1
0 ζ̌, ζ̌⟩V′

s,Vs ≤ 1.
The quadratic functional JT is strictly convex hence enforcing the existence of a unique minimizer
(ζ̄T , ν̄T ). The minimization of JT is performed under the dynamics (8) constraint which can be en-
forced by considering the saddle point (z̄T , q̄T , ν̄T ) of the Lagrangian LT : W(0, T ) × L2((0, T );V) ×
L2((0, T );U) → R defined by

LT (z, q, ν) =
1

2
⟨Π−1

0 (z(0)− ẑ0), (z(0)− ẑ0)⟩V′
s,Vs

+
1

2

∫ T

0

[
δ−2∥yδ(s)− Cz(s)∥2Y + κ−2∥ν(s)∥2U

]
ds

+

∫ T

0

⟨q(s), ż(s) +Az(s)− g(s)−Bν(s)⟩V,V′ ds. (10)

After justifying that the optimal solution q̄T initially defined in L2((0, T );V) in fact belongs to W(0, T )
where ˙̄qT ∈ L2((0, T );V ′), the optimality conditions read

˙̄zT +Az̄T = g +BQB∗q̄T , in (0, T ),

˙̄qT −A∗q̄T = −C∗R(yδ − Cz̄T ), in (0, T ),

z̄T (0) = ẑ0 +Π0q̄T (0),

q̄T (T ) = 0,

(11)

where, here, Q = κ2IdU and R = δ−2IdY . In other words, the minimizer of JT is characterized by

ζ̄T = Π0q̄T (0), ν̄T = QB∗q̄T . (12)

The system (11) is called a two-ends problem in control theory [65] and in observation theory [12], as it
differs from a Cauchy problem since the adjoint dynamics is defined backward in time from a terminal
condition. Solving the estimation problem from (11) is often called a 4D-Var strategy in data assimilation
[61] as it corresponds to a variational approach often applied to 3D complex systems modeled by PDEs.

1.2.2 The sequential approach

As opposed to variational approaches, sequential approaches do not rely on an explicit optimization
algorithm but rather on modifying the original dynamics (8) to account for the available measurements
using a feedback control G: {

˙̂z +Aẑ = g +G(yδ − Cẑ), in (0, T ),

ẑ(0) = ẑ0.
(13)
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It should be proved that the resulting system ẑ converges asymptotically in time - i.e., T is expected
to tend toward +∞ – to the actual trajectory and is stable with respect to measurement errors. If this
is the case, it is called an observer according to the general definition of [55]. Following a dynamic
programming principle approach [12], an observer can be designed from the optimal trajectory using the
following definition.

Definition 1.1. The optimal sequential estimator is defined by

∀t ∈ R+, ẑ(t) = z̄t(t). (14)

Indeed, as the criterion gives increasing importance to the available measurements, the above defini-
tion leads to the definition of an effective observer. Note again that the previously introduced time T
will be considered as going to infinity for the observer to satisfy its objective.

To characterize this optimal observer ẑ, let us first introduce the Riccati dynamics{
Π̇ +AΠ +ΠA∗ +ΠC∗RCΠ −BQB∗ = 0, in (0, T ),

Π(0) = Π0.
(15)

The conditions of existence of a solution are well known, see for instance [14, Section IV-1]. Assuming
that Π0 belongs to the set S+(Z) of bounded symmetric and positive linear operators, then Π ∈
C0([0, T ],S+(Z)), Moreover if Π0 belongs to the space D(Z) of operators Υ ∈ S+(Z) such that there
exists cst so that

∀(z1, z2) ∈ Z2, (A∗z1,Υz2)Z + (Υz1, A
∗z2)Z ≤ cst∥z∥1∥z∥2,

then Π ∈ C1([0, T ],S+(Z))∩C0([0, T ],D(Z)). Finally in the variational setting, [41] proved additionally
that for all time t ∈ [0, T ], Π(t) ∈ L(V ′,V). From the Riccati solution, we define the Kalman gain
G = ΠC∗ leading to the Kalman estimator dynamics – generalizing (3) to parabolic PDEs –{

˙̂z +Aẑ = g +ΠC∗R(yδ − Cẑ), in (0, T ),

ẑ(0) = ẑ0.
(16)

The Kalman estimator dynamics admits one and only one solution with the same regularity as ž because
A + ΠC∗RC is a bounded perturbation of A [14]. Then, we have the remarkable identity, called the
decoupling principle [65, 12].

Theorem 1.1 (Decoupling principle). Considering (z̄T , q̄T ) solution of the two-ends problem (11) and ẑ
and Π solutions of the Cauchy problems (16) and (15), then we have

∀t ∈ [0, T ], z̄T (t) = ẑ(t) +Π(t)q̄T (t). (17)

We also refer to [5] for a detailed proof adapted to the parabolic context when Π0 ∈ D(Z). The idea
is, as for bounded operators, to study the dynamics of η = z̄T (t) − ẑ(t) − Π(t)q̄T (t) and to prove that
η remains null over time. From (17), we directly infer that the Kalman filter is the optimal sequential
estimator in the sense of Definition 1.1 since, at final time, z̄T (T ) = ẑ(T ). This result provides a
reinterpretation of the Kalman filter in a deterministic context [12, 31].

1.3 Discretization of the variational strategy

In the classic dilemma of control-then-discretization versus discretization-then-control [96], we emphasize,
here in data assimilation, the interest in a discretization-then-control strategy, that can be shown to bring
fundamental stability then convergence properties.

Let us start with the discretization of the model. Let 0 = t0 < ... < tk = kτ < ... < tn = T
be a discretization of the time interval [0, T ] with fixed timestep τ to simplify the presentation. The
time-scheme leads to a discrete-time dynamics of the general form{

zh,τk+1 = Φh,τ
1 zh,τk + gh,τk+1 +Bh,τντk+1, 0 ≤ k ≤ n− 1,

zh0 = ẑh0 + ζh,
(18)
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where Φh,τ
1 is an approximation of the continuous semigroup Φ(τ) and τ−1Bh,τ a consistent approxima-

tion of B, and τ−1gh,τk a consistent approximation of g(t).
To fix the idea, it can be useful to keep the following simple example of a Galerkin spatial discretization

combined with an implicit time scheme. We introduce the finite element space Vh, and the orthogonal
projection from Z to Zh is denoted by Ph. A discretized operator is defined by (Ahuh, vh)Z = ⟨Auh, vh⟩V
for all (uh, vh) ∈ Zh. Moreover, we introduce gh = Phg and Bh = PhB. Then, with a Backward-Euler
time scheme, we have

Φh,τ
1 = (IdZh + τAh)−1, whereas

{
Bh,τ = τ(IdZh + τAh)−1Bh = τΦh,τ

1 Bh,

gh,τk+1 = τ(IdZh + τAh)−1gh(tk+1) = τΦh,τ
1 gh(tk+1).

Note that we typically have the following approximation property for an analytic semigroup using Trotter-
Kato results [44, Theorem 2.7]:

∀z0 ∈ Z, ∥Φ(tk)z0 − Φh,τ
k z0∥Z ≤ cst

h2 + τ

tk
∥z0∥Z , 0 ≤ k ≤ n. (19)

Note also that for time-dependent operators this can be generalized by introducing the transition operator
from time step k to k + 1, Φh,τ

k+1|k = (IdZh + τAh(tk+1))
−1. Finally we define Ch = CPh∗ which implies

that, here, we neglect the – yet fundamental – effect of the interplay between the spatial sampling of the
measurement and the model discretization.

As in the continuous setting, the solution of (18) depends on ζh and (ντk )1≤k≤n and, to use a more
compact notation, we denote by ντ|n = (ντk )1≤k≤n. Then, we discretize the criterion (9) using the simplest

quadrature rule to approximate the integrals. We introduce Πh
0 = PhΠ0P

h∗ and a discrete functional
given, for all n ≥ 1, by

J h,τ−
n (ζh, ντ|n) =

1

2

(
ζh, (Πh

0 )
−1ζh

)
Z+

1

2

n∑
k=1

κ−2τ∥ντk∥2U +
1

2

n−1∑
k=0

τδ−2∥yδk − Chzh,τ
k|ζh,ντ

|n
∥2Y . (20)

This discrete functional is complemented by a second functional given by, for n ≥ 1,

J h,τ+
n (ζh, ντ|n) =

1

2

(
ζh, (Πh

0 )
−1ζh

)
Z+

1

2

n∑
k=1

κ−2τ∥ντk∥2U +
1

2

n∑
k=0

τδ−2∥yδk − Chzh,τ
k|ζh,ντ

|n
∥2Y . (21)

Intuitively, J h,τ−
n is the criterion that includes one last step of model prediction whereas J h,τ+

n includes
the last available observations. These two functionals are consistent with respect to τ and we will see
later the interplay between them.

Let us now identify the minimizer (ζ̄h,τ−|n , ν̄h,τ−|n ) of J h,τ−
n , the procedure being similar when con-

sidering J h,τ+
n . We recall that we are in the case of the minimization of a strictly convex quadratic

functional in finite dimension under a linear discrete-time dynamics constraint, hence we have one and
only one minimizer. We then introduce the following Lagrangian

L h,τ−
n (zh,τ|n , qh,τ|n , ντ|n) =

1

2

(
(zh,τ0|n − ẑh0 ), (Π

h
0 )

−1(zh,τ0|n − ẑh0 )
)
Z +

1

2

n∑
k=1

κ−2τ∥ντk∥2U

+
1

2

n−1∑
k=0

τδ−2∥yδk − Chzh,τk|n∥
2
Y

+

n−1∑
k=0

(
qh,τk+1|n, z

h,τ
k+1 − Φh,τ

1 zh,τk − gh,τk+1 −Bh,τντk+1

)
Z , (22)

and minimizing J h,τ−
n in the finite dimensional Hilbert space Zh × Un under the constraint of the

discrete-time dynamics (18), is equivalent to finding the saddle point of L h,τ−
n . The derivative of L h,τ−

n

gives for 0 < k < n,

∀ξ ∈ Zh,
〈
Dzh,τ

k|n
L h,τ−

n (zh,τ|n , qh,τ|n , ντ|n), ξ
〉
Zh′,Zh

= −τδ−2
(
yδk − Chzh,τk|n, C

hξ
)
Y +

(
qh,τk|n, ξ

)
Z −

(
qh,τk+1|n, Φ

h,τ
1 ξ

)
Z ,
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while for k = n,

∀ξ ∈ Zh,
〈
Dzh,τ

n|n
L h,τ−

n (zh,τ|n , qh,τ|n , ντ|n), ξ
〉
Zh′,Zh =

(
qh,τn|n, ξ

)
Z ,

and for k = 0,

∀ξ ∈ Zh,
〈
Dzh,τ

0|n
L h,τ−

n (zh,τ|n , qh,τ|n , ντ|n), ξ
〉
Zh′,Zh

=
(
(zh,τ0|n − ẑh0 ), (Π

h
0 )

−1ξ
)
Z − τδ−2

(
yδ0 − Chzh,τ0|n , C

hξ
)
Y −

(
qh,τ1|n , Φ

h,τ
1 ξ

)
Z ,

=
(
(zh,τ0|n − ẑh0 ), (Π

h
0 )

−1ξ
)
Z −

(
qh,τ0|n , ξ

)
Z ,

as soon as we define qh,τ0|n = Φh,τ∗
1 qh,τ1|n + δ−2τCh∗(yδ0 − Chzh,τ0|n

)
. Finally, we have for k ≥ 0,

∀µ ∈ U ,
〈
Dνh,τ

k+1|n
L h,τ−

n (zh,τ|n , qh,τ|n , ντ|n), µ
〉
U ′,U = κ−2τ

(
νh,τk+1|n, µ

)
U −

(
Bh,τ∗qh,τk+1|n, µ

)
U ,

and also

∀λ ∈ Zh,
〈
Dqh,τ

k+1|n
L h,τ−

n (zh,τ|n , qh,τ|n , ντ|n), λ
〉
Zh′,Zh =

(
zh,τk+1 − Φh,τ

1 zh,τk −Bh,τντk+1, λ
)
Z .

We end up by finding that the minimizer (ζ̄h,τ−|n , ν̄h,τ−|n ) of J h,τ−
n satisfies

ζ̄h,τ−|n = Πh
0 q̄

h,τ−
0|n , ν̄h,τ−k|n = QτBh,τ∗q̄h,τ−k|n , 1 ≤ k ≤ n,

where Qτ = κ2τ−1IdU , R
τ = δ−2τ IdY and

z̄h,τk+1|n = Φh,τ
1 z̄h,τk|n + gh,τk+1 +Bh,τQτBh,τ∗q̄h,τk|n, 0 ≤ k ≤ n− 1,

z̄h,τ0|n = ẑh0 +Πh
0 q̄

h,τ
0|n ,

q̄h,τk|n = Φh,τ∗
1 q̄h,τk+1|n + Ch∗Rτ

(
yδk − Chz̄h,τk|n

)
, 0 ≤ k ≤ n− 1,

q̄h,τn|n = 0.

(23a)

(23b)

(23c)

(23d)

The resulting system (23) benefits from very useful properties. The existence of a solution follows
from the existence of a minimizer for the discrete criterion. Moreover, convergence properties to the
continuous minimizer could be studied from Γ-convergence results [19], even if, to the author’s knowledge
the question was not specifically addressed with the proposed discretization.

In practice, as the two-ends problem (23) implies to introduce space-time discretization or – more
commonly – an iterative procedure based on a gradient descent approach. Using the adjoint equation{

qh,τk|n = Φh,τ∗
1 qh,τk+1|n + Ch∗Rτ

(
yδk − Chzh,τk|n

)
, 0 ≤ k ≤ n− 1,

qh,τn|n = 0,

the derivative of J h,τ−
n is given by

∀ξ ∈ Zh,
〈
DζhJ h,τ−

n (ζh, (ντ|n), ξ
〉
Zh′,Zh =

(
zh,τ0|n , (Π

h
0 )

−1ξ
)
Z −

(
qh,τ0|n , ξ

)
Z ,

and
∀µ ∈ U

〈
Dντ

k+1
J h,τ−

n (ζh, ντ|n), µ
〉
U ′,U =

(
νh,τk+1|n, µ

)
U −

(
Bh,τ∗qh,τk+1|n, µ

)
U ,

giving the gradient from Riesz’ representation theorem, for instance with respect to the norm induced by
(Πh

0 )
−1. Then, various optimisation algorithms are used in practice to compute the limit system (23). We

can think of a fixed step descent or a conjugate gradient descent, a Broyden–Fletcher–Goldfarb–Shanno
algorithm, a Gauss-Newton or even a Newton-Raphson method [69, 25].

We want to finally underline that there is nowadays an effort to combine the regularization parameters
choices in the initial least square formulation with the discretization parameters leading to very elegant
strategies inspired from stabilization of mixed formulation theory. We refer to the recent work of [16] to
understand how we can deal with the interplay of discretization and regularization in order to go beyond
the current presentation.
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1.4 The discrete time Kalman filter as a time discretization of the Kalman-
Bucy filter

In the previous section, we presented the discretized version of the 4D-Var approach. We can now mimic
the result of optimal sequential estimation in continuous time to propose optimal sequential estimation
in discrete time. We will see that this leads to the discrete-time Kalman filter equation, since the
continuous-time Kalman filters were the dynamic programming version of the optimal control problem
solved by the adjoint formulation in the 4D-Var approach.

Indeed, the discrete-time Kalman filter reads
ẑh,τ−0 = ẑh0 ,

ẑh,τ+n = ẑh,τ−n +Πh,τ+
n Ch∗Rτ

(
yδn − Chẑh,τ−n

)
, n ∈ N,

ẑh,τ−n+1 = Φh,τ
1 ẑh,τ+n + gh,τn+1, n ∈ N,

(24a)

(24b)

(24c)

with a varying n following the observer definition, while
Πh,τ−

0 = Πh
0 ,

Πh,τ+
n =

[
(Πh,τ−

n )−1 + Ch∗RτCh,τ
]−1

, n ∈ N,

Πh,τ−
n+1 = Φh,τ

1 Πh,τ+
n Φh,τ∗

1 +Bh,τQτBh,τ∗, n ∈ N.

(25a)

(25b)

(25c)

Note that, here, Φh,τ
1 is invertible, hence Πh,τ−

n+1 is positive definite if Πh,τ+
n is. This recursively ensures

that Πh,τ−
n is well defined and positive definite for all n, hence the discrete-time Kalman filter is well

defined. The Kalman gain is given by Gh,τ
n = Πh,τ+

n Ch∗Rτ
n which can be proved [85] to be equivalently

computed from

Gh,τ
n = Πh,τ−

n Ch∗ (ChΠh,τ−
n Ch∗ +W τ

n

)−1
, (26)

where W τ
n = (Rτ

n)
−1, while

Πh,τ+
n = Πh,τ−

n −Gh,τ
n

[
ChΠh,τ−

n Ch∗ +Wh,τ
n

]
Gh,τ∗

n , (27)

identities that can also be used in more general configurations when Πh,τ−
n or Πh,τ+

n are not invert-
ible [85].

From the definition of the discrete-time Kalman filter equations (24) and the corresponding discrete-
time Riccati equation, one can prove a discrete-time counterpart of the fundamental identity (17).

Theorem 1.2. Considering (z̄h,τk|n, q̄
h,τ
k|n)1≤k≤n the solution of the two-ends problem (23), and (ẑh,τ−k )1≤k≤n

and (Πh,τ−
k )1≤k≤n computed sequentially with (24) and (25), we have

z̄h,τk|n = ẑh,τ−k +Πh,τ−
k q̄h,τk|n, 0 ≤ k ≤ n. (28)

This identity is easily obtained by induction, see [5] for details. Therefore, we directly obtain a
characterization of the discrete-time Kalman filter in a deterministic setting as the discrete-time optimal
filter. The advantage of relying on properties of dynamic programming at the discrete-time level is
stability, since one easily has the existence of a minimizer for the quadratic functionals (20) and (21).
Then, the convergence of the discrete-time Kalman filter through the continuous-time Kalman filter
can be studied. Typically, if we assume that Π0 is a bounded symmetric Hilbert-Schmidt operator,
[18, Theorem 5.1] proves that Π remains a Hilbert-Schmidt operator over time, see also [89, 32, 17].
Moreover, [5] obtains the following convergence result in the space I2(Z) of Hilbert-Schmidt operators,
endowed with its natural norm

∥Π∥2 =
√
tr(Π∗Π) =

(∑
n≥0

(Πen, Πen)Z

) 1
2

,

with (en)n∈N any orthonormal Hilbert basis of Z.
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Theorem 1.3. Assuming Π0 ∈ S+(Z) ∩ I2(Z), then the solution of the Riccati dynamics (15) Π ∈
C0([0, T ], I2). Considering (Πh,τ−

k )1≤k≤n the solution of the discrete-time scheme (25) associated with
the time-grid 0 = t0 < ... < tk = kτ < ... < tn = T , and Ph the projection from V to Vh, we have

sup
k∈[0,n]

∥Πh,τ−
k − PhΠ(tk)P

h∗∥2 −−−−→
h,τ→0

0.

The proof is based on the original result of [46] – see also [82] – obtained for spatial discretization
only, which [5] extends to a time-discretization based on the discrete-time Kalman filter. Convergence
for the Riccati operator then easily implies convergence for the estimators.

1.5 Link with stochastic filtering

To conclude this overview of discrete-time Kalman filters, we recall that this presentation differs from
the classical framework of stochastic filtering [20, 92] where (18) should be understood as the dynamics
of a discrete-time Markov chain in a finite-dimensional space Zh with (ντk )k≥0 independent random
variables N (0, Qh,τ ) and ζ an independent random variable N (0, Πh

0 ). This linear Gaussian state-space

model is partially observed through the process yh,τk = Chzk + ηh,τk where (ηh,τk )k≥0 are independent
random variables N (0,W τ ) from which (yδk)k≥0 is a random sample.

Then it is classically shown that the Kalman estimator is nothing but the conditional expectation
knowing the measurements, and the Riccati solution is an estimation error covariance [20, 92, 13], viz.

Correction (n ∈ N):

ẑh,τ+n = E(zh,τn |yh,τ0 = yδ0, . . . , y
h,τ
n = yδn),

Πh,τ+
n = Cov(zh,τn − ẑh,τ+n ),

Prediction (n ∈ N):

ẑh,τ−n+1 = E(zh,τn+1|y
h,τ
0 = yδ0, . . . , y

h,τ
n = yδn),

Πh,τ−
n+1 = Cov(zh,τn+1 − ẑh,τ−n+1 ).

Of note, the scaling in the operator W τ = τ−1W and Qh,τ = κ−1τ−1IdU are also interpretable in a
stochastic context, since they tend to represent continuous-time white noises [12]. Moreover in this
stochastic context, the convergence of the time discretization by a continuous-time version was also
established as a connection between the original Kalman filter of [54] – the discrete-time Kalman filter –
and the Kalman-Bucy filter [53] – the continuous-time Kalman filter. In finite dimensional spaces this
has been studied, for example, in [84]. In infinite dimensional systems, the problem is more complicated
since we need to introduce stochastic systems in infinite dimensional systems and associated input-output
noises. Such systems have been the subject of intensive study, see for example [40, 12, 30]. Recent
results [1, 2] have proved convergence results for dynamics in infinite dimensional Hilbert spaces with
finite dimensional observation spaces, where the convergence rate depends on the regularity assumption
and the semigroup analyticity.

Remarkably, the stochastic formulation in the linear Gaussian context does not differ from the de-
terministic formulation with optimal control. However, the stochastic framework will bring in the last
section some additional flavor when considering nonlinear dynamics.

1.6 Alternative strategies for large dimensional discretized systems

The use of a Kalman filter for infinite dimensional systems leads to intractable computations af-
ter spatial discretization with the refinement of the spatial grid. Namely when discretized, the Ric-
cati/covariance operator becomes a matrix with a dense pattern, hence limiting its use. To circumvent
such a computational burden, several strategies have been considered in the literature: reducing the
dimension of the initial model, reducing the dimension of the uncertainty space, or justified regularity
properties for the covariance to adjust its discretization.

As for the first approach, this has led to the use of widely developed reduction methods that allow
finite-dimensional spatial discretizations of reduced dimension [10]. For the linear problem presented in
this section, a spectral discretization will strongly limit the dimension of the discretized system space

9



while preserving a good approximation rate. Of course, more specific reduction methods have been
developed when dealing with nonlinear dynamics [71] in conjunction with data assimilation [70], especially
when dealing with sequential estimation [24, 76]. The major advantage of model reduction is that it is
directly compatible with a stable time-discretization of the data assimilation strategies. In particular,
the Kalman filter is stable and converges when the model reduction converges.

An alternative to model reduction is covariance reduction where the covariance is projected into an
uncertainty subspace. Low rank approximation of covariances is an important topic in particular often
used in optimal control with differential Riccati equations, see for instance [11, 9] and references therein.
We here present a strategy adapted to estimation and compatible with the prediction-correction strategy.
In the absence of modeling error, namely B = 0, the criterion to be minimized becomes

min
ζr∈Vr

{
J (ζr) =

α−2

2
∥ζr∥2Z +

∫ T

0

δ−2

2
∥yδ − Cz|P∗

r ζr∥
2
Y dt

}
,

where Pr is a projector into a space Vr of small finite dimension r and z|P∗
r ζr is solution of (8) for an

initial condition z0 = ẑ0 + P ∗
r ζr. Note that as the dimension remains finite in r, we can consider a

classical regularization norm α−2∥·∥2Z as all norms are equivalent in Vr. The resulting Kalman observer
can still be defined from the Riccati dynamics{

Π̇ +AΠ +ΠA∗ +ΠC∗RCΠ = 0, t > 0,

Π(0) = α−2P ∗
r Pr.

(29)

But moreover, the Riccati solution can be deduced from a reduced covariance operator Λ, solution of a
Riccati dynamics in the reduced space Vr, viz{

Λ̇ + ΛPre
−tA∗

C∗RCe−tAP ∗
r Λ = 0, t > 0,

Λ(0) = α−2IdVr
.

(30)

Theorem 1.4. Given Λ a mild solution of (30) and L : t 7→ e−tAP ∗
r ∈ C0([0, T ],L(Vr,Z)), the mild

solution of (29) is given by
∀t ≥ 0, Π(t) = L(t)Λ(t)L(t)∗.

Proof. For all t ≥ 0, that ΠΛ = L(t)Λ(t)L(t)∗ satisfies

ΠΛ(t)z = L(t)Λ(t)L(t)∗z = e−tAP ∗
r Λ(t)Pre

−tA∗
z

= e−tAP ∗
r

[
Λ(0)−

∫ t

0

ΛPre
−sA∗

C∗RCe−sAP ∗
r Λ ds

]
Pre

−tA∗
z

= e−tAP ∗
r Λ(0)Pre

−tA∗
z −

∫ t

0

e(s−t)AΠΛ(s)C
∗RCΠΛ(s)e

(s−t)A∗
z ds

therefore by uniqueness of the mild solution of (29), we have that ΠΛ(t) is solution of (29).

Therefore, a numerical algorithm can be based only on the computation of Λ(t) and L(t) that are more
tractable numerically. When B ̸= 0, the reduction is more intricate as we may have an interplay between
the model uncertainty space and the initial condition uncertainty space. However, if we minimize

J (ζr, ν) =
α−2

2
∥ζr∥2Z +

∫ T

0

(δ−2

2
∥yδ − Cz|P∗

r ζr∥
2
Y +

κ−2

2
∥ν∥2U

)
dt,

for a modified dynamics ż(t)+Az(t) = g(t)+L(t)[L(t)∗L(t)]−1L(t)∗Bν(t), then, we can still decompose
Π(t) = L(t)Λ(t)L∗(t) with Λ(t) ∈ L(Vr) following

Λ̇ + ΛL∗(t)C∗RCL(t)Λ− (L(t)∗L(t))−1L(t)∗BQB∗L(t)(L(t)∗L(t))−1 = 0. (31)

The advantage of covariance reduction is then to maintain the original model accuracy and only reduce
the cost of estimation. However, covariance reduction can lead to instabilities in the system, since errors
in the complementary space to Im(L) are not stabilized by the Kalman filter. This could be the case
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for modeling errors, but also for measurement errors entering the observer dynamics as a source term.
Fortunately, for parabolic problems, the dynamics is exponentially stable in V⊥

r at a controlled rate when
Vr is formed from eigenvectors of A associated with the smallest eigenvalues.

To maintain such an adequate decomposition after time-discretization, the strategy remains the same.
First discretize the dynamics and the criterion and then re-apply optimal control results at the discrete-
time level. For instance, the discretized criterion J h,τ+

n becomes

J h,τ+
n (ζr, (ν

τ
k )1≤k≤n) =

α−2

2
∥ζr∥2Z +

1

2

n∑
k=1

κ−2τ∥ντk∥2U +
1

2

n∑
k=0

τδ−2∥yδk − Chzh,τk|ζr,(ντ
k )0≤k≤n

∥2Y ,

subject to the discrete dynamics{
zh,τk+1 = Φh,τ

1 zh,τk + gh,τk+1 + Lh,τ
n [Lh,τ∗

n Lh,τ
n ]−1Lh,τ∗

n Bh,τντk+1, 0 ≤ k ≤ n− 1,

zh0 = ẑh0 + PhP
∗
r ζr,

with Lh,τ
0 = PhP

∗
r and Lh,τ

n+1 = (Φh,τ
1 )n+1PhP

∗
r = Φh,τ

1 Lh,τ
n . We end up with the same optimal estimator

dynamics (24) where Πh,τ+
n is computed from{

Uh,τ+
n = Uh,τ−

n + Lh,τ∗
n Ch∗RτChLh,τ∗

n , n ∈ N,

Uh,τ−
n+1 = (Uh,τ+

n + [Lh,τ∗
n Lh,τ

n ]−1Lh,τ∗
n Bh,τQτBh,τ∗Lh,τ∗

n [Lh,τ∗
n Lh,τ

n ]−1)−1 n ∈ N,

since, following [80], one can easily prove recursively the following time-discrete counterpart of Theo-
rem 1.4, with an additional modeling error as in (31).

Theorem 1.5. Assuming that we have the initial decomposition Πh,τ+
0 = Lh,τ

0 (Uh,τ+
0 )−1Lh,τ∗

0 and a
n-dependent model error operator Bh,τ

n = Lh,τ
n [Lh,τ∗

n Lh,τ
n ]−1Lh,τ∗

n Bh,τ , then the recursive time-discrete
Riccati solution (25) is given for all n ∈ N by

Πh,τ+
n = Lh,τ

n (Uh,τ+
n )−1Lh,τ∗

n and Πh,τ−
n = Lh,τ

n (Uh,τ−
n )−1Lh,τ∗

n .

To conclude this section on computational issues and related overcoming strategies, we can mention
recent attempts to avoid model or covariance reduction. If the covariance is a Hilbert-Schmidt operator,
we know that it is associated with a kernel. After analyzing the regularity of the kernel, the idea is
to propose a spatial discretization of the kernel using the H-matrix algebra, as it is now known for the
discretization of integral equations. Such a strategy has been known since [64] and was mathematically
analyzed in [5] for parabolic problems. Note also that there is a recent literature on the discretization
of the Riccati solution using the “tensor” decomposition, which has the potential to be adapted to
the Riccati dynamics (15) and its commonly used time discretization (25), see for example the recent
attempts [67, 8].

2 Luenberger observer strategies and discretization for linear
hyperbolic cases

In this section, we turn to the study of data assimilation strategies adapted to hyperbolic cases in
the sense that in the dynamics (8) the operator (A,D(A)) is now only the generator of a group. We
typically have Schrödinger-like equations or wave-like equations in mind. In both cases, we continue to
define these systems in their first-order form with the same unique solution given by semigroup theory.
Note, however, that in this hyperbolic context we can no longer use the variational theory since A does
not satisfy a coercivity estimate of the form (7). Here we will see that the 4D-Var approach remains,
but with a different rationale. Moreover, there are still Kalman filters for such models, but when the
covariance operator is discretized, the memory required to store the corresponding covariance matrix
can be prohibitive since, hyperbolic systems inherently tend to exhibit sharp structures that propagate
in the domain and correlate distant points without dissipation in time, so the entire discretization must
be preserved for approximating the covariance operator. Preferably, other types of observers, called
Luenberger observers [68], have been developed [4, 81, 21], with new challenges in terms of formalism
and discretization.
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2.1 Optimal control strategy formalism for hyperbolic problems

Returning to our deterministic vision of data assimilation, we could continue to follow a 4D-Var strategy
justified for hyperbolic equations by minimizing a criterion

JT (ζ, ν) =
α−2

2
∥ζ∥2Z +

1

2

∫ T

0

[
δ−2∥yδ(s)− Cz|ζ,ν(s)∥2Y + κ−2∥ν(s)∥2U

]
ds, (32)

Note that here we choose a classical Tikhonov regularization in Z as opposed to the generalized regu-
larization in (9). This is due to the fact that inverse problems associated with such hyperbolic problems
are often mildly ill-posed whereas parabolic systems are severely ill-posed. Therefore, we may avoid
overregularization of the estimated initial condition. The minimization leads to the same optimal system
given by (11). However, it is worth noting that the rationale differs since we can no longer benefit from
the fact that A is a variational operator. To avoid using the Lagrangian definition, the Duhamel formula
allows to directly introduce the dependency with respect to (ζ, ν) without relying on a formulation under
constraint. We have for all ξ ∈ Z, indeed,

⟨DζJT (ζ, ν), ξ⟩Z′,Z =

∫ T

0

δ−2(ξ, e−sA∗
C∗(Cz|ζ,ν − yδ))Z ds+ α−2(ξ, ζ)Z ,

whereas for all µ ∈ L2((0, T );U),

⟨DνJT (ζ, ν), µ⟩L2((0,T );U ′),L2((0,T );U) =

∫ T

0

δ−2(ξ, e−sA∗
C∗(Cz|ζ,ν − yδ))Z ds+ α−2(ξ, ζ)Z .

Therefore with R = δ−2IdY , introducing the adjoint dynamics for any model solution z|ζ,ν ∈ L2((0, T );Z)

and yδ ∈ L2((0, T );Y),{
q̇T (t)−A∗qT (t) = −C∗R(yδ(t)− Cz|ζ,ν(t)), t ∈ (0, T ),

qT (T ) = 0,
(33)

whose mild solution in C([0, T ];Z) is given by the Duhamel formula – adapted to this backward formu-
lation

qT (t) =

∫ T

t

e(t−s)A∗
C∗R(yδ(s)− Cz|ζ,ν(s)) ds, t ∈ [0, T ],

we find
∀ξ ∈ Z, ⟨DζJT (ζ, ν), ξ⟩Z′,Z = α−2(ζ, ξ)Z − (qT (0), ξ)Z ,

and

∀µ ∈ L2((0, T );U), ⟨DνJT (ζ, ν), µ⟩L2((0,T );U ′),L2((0,T );U) =

∫ T

0

−(qT (t), Bµ)U + κ−2(ν, µ)U dt.

This leads to the same optimality system (11) with, here, Π0 = α2IdZ . Note that minimizing (32) is
the most common variational approach in data assimilation but not the only one, as one can use duality
principle to define alternative optimal control strategies, see for instance [28] for hyperbolic problems.

Since on the one hand, the minimization leads to the same optimality system and, on the other hand,
the Riccati dynamics (15) with Π0 = α2Id still admits a mild solution, then a Kalman filter can still be
defined for such a system leading to a sequential alternative to the 4D-Var approach. However, this view
is naive, since the resulting Kalman filter does not benefit from the regularization properties observed
in the parabolic case, allowing effective computation. The reduced order formulation is not adapted.
Indeed, when we reduce the covariance operator to a subspace, we implicitly assume that any error
in the orthogonal of this space is stabilized by the dynamics itself. This property cannot be satisfied
for a conservative system. Therefore, the covariance operator must be computed for the entire space.
Similarly, the H-matrix formulations rely on the regularity of the covariance operator to compress its
numerical storage.
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2.2 Luenberger observers as an optimal filtering alternative

If we hold on to sequential approaches, we need to find an alternative to the Kalman filter. This is
where observer approaches come in, based not on optimal control considerations, but on stabilization
theory. The principle is to design a gain G that is adapted to the dynamics and can be computed, so
that the observer with dynamics of the form{

˙̂z +Aẑ = g +G(yδ − Cẑ), in (0, T ),

ẑ(0) = ẑ0.

tracks the target system through time. We refer to [55] for an exhaustive definition of observer systems.
In essence, G should be designed so that, in the absence of measurement error – i.e. η ≡ 0 – and model
noise error – i.e. ν ≡ 0 – the error system z̃ = ž − ẑ is asymptotically – ideally exponentially – stable to
0. This error system is solution of{

˙̃z + (A+GC)z̃ = 0, in (0, T ),

z̃(0) = ž0 − ẑ0.

For a conservative system, namely with A skew-adjoint, it is well known that the simplest choice, namely
G = γC∗ with γ ∈ R, can be very efficient when the system is observable as studied in [49]. For instance,
if for all modes (φ, λ) ∈ Z ×R solution of Aφ = λφ, we have Cφ = 0 ⇒ φ = 0, then this Hautus test
implies the error asymptotic stability [90]. Moreover, if we have the observability condition

∃(T0, cst) such that ∀T ≥ T0,∀z0 ∈ Z,

∫ T

0

∥Ce−tAz0∥2Y dt ≥ cst∥z0∥2Z ,

then, the error z̃ is exponentially stable to 0 [49]. The resulting gain G = γC∗ should be compared with
the Kalman gain G = ΠC∗ considering a relation between efficiency and complexity. In data assimila-
tion, such a strategy is called a nudging approach [4], while in observation theory for partial differential
equations it is more commonly called a Luenberger approach [81, 21].

2.3 Time discretization: from observability conditions to numerical analysis

Let us now consider the time discretization of the presented data assimilation methods for conservative
systems. As far as the 4D-Var algorithm is concerned, the strategy does not change, since only the
mathematical proofs have been adapted. Therefore, the discretization strategy remains, namely, first
discretize the system, then the criterion, and then compute a discrete-time adjoint equation, which is
the Lagrange multiplier of the constraints associated with the discrete-time dynamics. The discrete-time
adjoint equation allows the exact computation of the functional gradient that must be integrated in any
gradient descent strategy.

As for the sequential estimation strategies, we also propose to first discretize the model and then
define a Luenberger filter fitted to this discretization. For this purpose, the filter must be dissipative for
the discrete estimation error. Moreover, the observability conditions should be satisfied, which leads to
additional exponential stability.

For conservative systems defined by A being skew-adjoint, numerous time schemes can be chosen. To
present these ideas on an illustrative example, let us consider a mid-point discretization which has the
advantage of respecting the conservative nature of the underlying system:

zh,τk+1 − zh,τk

τ
+Ah

zh,τk+1 + zh,τk

2
= ghk+ 1

2
+Bhνk+1, 0 ≤ k ≤ n, (34)

with gh
k+ 1

2

= gh( 12 (t
k+1 + tk)). This system can be rewritten in the form (18) with a transition operator

from time-step n to time step n+ 1 and a model noise operator given by

Φh,τ
1 =

(
IdZh +

τ

2
Ah
)−1(

IdZh − τ

2
Ah
)
, and Bh,τ = τ

(
IdZh +

τ

2
Ah
)−1

Bh.
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Considering such transition dynamics, the optimality system associated with the 4D-Var approach re-
produces exactly (23). As for the continuous-time system, this optimality system is reached through a
gradient descent approach computed from the adjoint dynamics{

qh,τk|n = Φh,τ∗
1 qh,τk+1|n + Ch∗Rτ

(
yδk − Chzh,τk

)
, 0 ≤ k ≤ n− 1,

qh,τn|n = 0,

for any forward dynamics (zh,τk )0≤k≤n. The previous system might appear as less practical than the

original dynamics (34). In fact, this impression is wrong because, by defining wh,τ
k = (IdZh+ τ

2A
h)∗−1qh,τk|n,

we get the following dynamics for (wh,τ
k )0≤k≤n:

(IdZh − τ

2
Ah)wh,τ

k = (IdZh +
τ

2
Ah)wh,τ

k+1 + Ch∗Rτ
(
yδk − Chzh,τk

)
,

leading to

wh,τ
k+1 − wh,τ

k

τ
+Ah

wh,τ
k+1 + wh,τ

k

2
= −Ch∗Rτ

(
yδk − Chzh,τk

)
. (35)

Therefore, (wh,τ
k )0≤k≤n is a discretization of the continuous-time adjoint variable, just as (zh,τk )0≤k≤n is

a discretization of the continuous-time state, with the same time scheme. This property is very general
and can be obtained regardless of the chosen time discretization. It allows the adjoint equation to be
computed with the same implementation as for the direct model, an essential requirement when turning
to more complex physical, modeling, and scientific computing requirements.

When we turn to the discretization of the observer, it is natural to use a mid-point discretization also
for the additional feedback, viz.

zh,τn+1 − zh,τn

τ
+Ah z

h,τ
n+1 + zh,τn

2
= ghn+ 1

2
+ γCh∗

(
yδn − Ch z

h,τ
n+1 + zh,τn

2

)
, n ∈ N,

so that the error z̃h,τn = žh,τn − ẑh,τn satisfies the energy identity,

1

2
∥z̃h,τn+1∥2Z − 1

2
∥z̃n∥2Z = −γ

∥∥∥Ch z̃
h,τ
n+1 + z̃h,τn

2

∥∥∥2
Y

+
(
Bνn+1,

z̃h,τn+1 + z̃h,τn

2

)
Z
+ γ
(
Ch∗ηh,τn ,

z̃h,τn+1 + z̃h,τn

2

)
Z
.

where ηh,τn gather measurement errors and discretization errors. First assuming ηh,τn = 0 and νn = 0,
the energy of the error decreases. Moreover, it converges exponentially to 0 if the following discrete
observation inequality is satisfied:

∃(n0, cst) such that ∀n ≥ n0,

n∑
k=0

∥∥∥Ch
z̃h,τk+1 + z̃h,τk

2

∥∥∥2
Y
≥ cst∥z̃h,τ0 ∥2Z .

Unfortunately, such an observability inequality is often not satisfied for popular discretization schemes,
even if the observability inequality was satisfied for the continuous time system. This phenomenon is
due to unwanted spurious high frequencies coming from the discretization not being stabilized, and has
been the subject of an extensive literature, whether for spatial discretization [47, 6, 88] or temporal
discretization [36, 95], see also the detailed review [96].

When observability is not satisfied, many strategies rely on adjusting the time- scheme to stabilize the
spurious high frequencies responsible for the lack of observability. A typical example of such a strategy
was proposed in [22, 27] for observers of wave systems, drawing inspiration from what was originally
proposed in [37] for control problems. In [22], the resulting time scheme is a prediction-correction
splitting timing scheme of the form

ẑh,τ−n+1 − ẑh,τ+n

τ
+Ah

ẑh,τ−n+1 + ẑh,τ+n

2
= gh

n+ 1
2

+ γCh∗
(
yδn − Ch

ẑh,τ−n+1 + ẑh,τ+n

2

)
, n ∈ N,

ẑh,τ+n+1 − ẑh,τ−n+1

τ
+ V h,τ

ϵ ẑh,τ+n+1 = 0, n ∈ N,

(36)
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where V h,τ
ϵ is a vanishing viscosity operator that is positive definite in Zh and commutes with the

projector to the first modes of A from eigenvalues below 1
ϵ . The parameter ϵ is small and consistent

with respect to the discretization parameters h and τ and controls the threshold for cutting at high
frequencies. A typical choice of vanishing viscosity operator from [37] is V h,τ

ϵ = −ϵ(Ah)2. By choosing
ϵ = max(h, τ), [22] obtains the full time and space analysis in the absence of measurement errors,
resulting in an estimate of the form

∥ẑh,τ+n − z̆(nτ)∥Z ≤ cst(ẑ0)max(ϵ, ϵ2 h−1τ), n ∈ N. (37)

Basically, this estimate is based on the fact that [37] proves that the scheme (36) is a uniform exponentially
stable approximation of the damped system

˙̃z +Az̃ − ϵA2z̃ + C∗Cz̃ = 0,

due to a satisfied discrete observability inequality of the form

∃(n0, cst),∀n ≥ n0,

n∑
k=0

∥∥∥Ch
z̃h,τ−k+1 + z̃h,τ+k

2

∥∥∥2
Y
+ ϵ
∥∥∥Ahz̃h,τ+k+1

∥∥∥2
Z
≥ cst∥z̃h,τ0 ∥2Z .

The estimates (37) must be compared with the estimates from classical numerical analysis that could
have been obtained for the target system if we had known the initial conditions and the model error.
We would then have obtained

∥žh,τ+n − ž(nτ)∥Z ≤ cst(T )(h+ τ2),

with a constant cst(T ) that deteriorates the estimation as T grows. Since the observer benefits from the
available measurement and under an observability condition, we indeed have a better numerical estimate
of the trajectory than with the direct system. Note that the observer estimate is naturally perturbed
by the measurement noise, leading to a tradeoff through the Grönwall inequality between exponential
stability and additional errors coming from the measurement procedure.

In the case of the wave-like equation, it was found in [51] that the simpler choice

A =

(
0 −Id
A0 0

)
⇒ V h,τ

ϵ =

(
Idh 0
0 Ah

0

)
, (38)

yields similar results and has the advantage of being easy to implement, in particular when considering
elasticity. Alternatively to (36), the observation can be considered in the correction term as in [27, 51],
resulting in 

ẑh,τ−n+1 − ẑh,τ+n

τ
+Ah

ẑh,τ−n+1 + ẑh,τ+n

2
= gh

n+ 1
2

, n ∈ N,

ẑh,τ+n+1 − ẑh,τ−n+1

τ
+ V h,τ

ϵ ẑh,τ+n+1 = γCh∗
(
yδn − Chẑh,τ+n+1

)
, n ∈ N,

(39)

or the vanishing viscosity operator can be used in the prediction step
ẑh,τ−n+1 − ẑh,τ+n

τ
+Ah

ẑh,τ−n+1 + ẑh,τ+n

2
+ V h,τ

ϵ ẑh,τ−n+1 = gh
n+ 1

2

n ∈ N,

ẑh,τ+n+1 − ẑh,τ−n+1

τ
= γCh∗(yδn − Chẑh,τ+n+1 ), n ∈ N.

(40)

With this last choice, the correction can be rewritten into the following form

ẑh,τ+n+1 = ẑh,τ−n+1 +Πh,τ
∞ Ch∗(yδn − Chẑh,τ−n+1 ),

where Πh,τ
∞ = (γ−1Idh + τCh∗Ch)−1 and we obtain a very similar structure to the Kalman filter, but

instead of having to compute the inverse of a full covariance matrix, in this case it is replaced by inverting
a local operator, i.e. a sparse matrix defined over the degrees of freedom of the discrete state. For a wave-
like equation where V h,τ

ϵ is given by (38), we ultimately need to solve a Kalman-like algorithm where
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the covariance is a computable steady-state operator and the model incorporates a vanishing structure
damping, hence becoming a variational system [14, II -2-3].

Let us conclude this section by mentioning a result that explores the implications of data sampling
[27]. Given a discretization of time-step τ , how should we typically assimilate data sampled on a grid
0 < T0 < ... < Tr = r∆T < ... < Tm = T with ∆T/τ ∈ N. The question is whether we should interpolate
the data so that it is available at each time step of the discretization, or whether we should use the data
only when they are available. In the first case, we benefit from exponential stability at each time step,
but at the cost of additional measurement error due to interpolation. Mathematically, to account for
sampling of the data, the time scheme (39) is changed into

ẑh,τ−n+1 − ẑh,τ+n

τ
+A

ẑh,τ−n+1 + ẑh,τ+n

2
= gh

n+ 1
2

, n ∈ N,

ẑh,τ+n+1 − ẑh,τ−n+1

τ
= ρn+1γC∗

(
dn+1 − Cẑh,τ+n+1

)
+ V h,τ

ϵ ẑh,τ+n+1 , n ∈ N,

ẑh,τ+0 = ẑh0 ,

where for interpolated data ρn ≡ 1 and between two successive data indexed by r and r + 1 of corre-
sponding indexes jr and jr+1 in the simulation grid indexed by n,

dn =
n− jr

jr+1 − jr
yδr+1 +

(
1− n− jr

jr+1 − jr

)
yδr jr ≤ n ≤ jr+1.

Alternatively when using only the available data

ρn =

{
1,
0,

dn =

{
yδr
0

if ∃r ∈ N : n = jr,
otherwise.

Using the uniform observability conditions associated with schemes with multiple time steps [95],[27]
quantifies the dilemma as a function of the sampling time step and the measurement error with the
following conclusion: in the case of a reasonable time-sampling of the data and with potentially high
noise, we should interpolate the data, while in the case of poor data availability, using data only when
they are available is more robust.

2.4 Coupling Luenberger observers with optimal filtering

2.4.1 The continuous-time setting

For conservative systems, the use of an optimal filtering strategy is counterproductive because the
uncertainties pollute the entire state space and force the computation of a full covariance with the
associated curse of dimensionality. Therefore, we should rely on Luenberger approaches with their
appropriate time discretization. However, by using a Luenberger observer for the state, we lose the
advantage of generality offered by optimal control methods. In particular, how can we deal with a
coupled system that is hyperbolic-parabolic, or how can we perform joint state and parameter sequential
estimation – also known as adaptive estimation [34] – for a conservative system? And once the strategy
is defined, how can we discretize it appropriately?

Let us start by the second problem of jointly estimating the state and identifying parameters. With a
strategy only relying on optimal control, the strategy is straightforward as we only need to complement
the initial dynamics (8) with the parameter – gathered in a variable p belonging to a Hilbert space P –
dynamics which, by definition, reads ṗ = 0. Gathering the state and parameter in a vector z = (z, p),
forgetting the model noise to simplify the notation without loss of generality and considering a parameter
dependency in the source term to keep a linear problem, the dynamics now reads

d

dt

(
z
p

)
︸ ︷︷ ︸

ż

+

(
A B
0 0

)(
z
p

)
︸ ︷︷ ︸

Az

=

(
g
0

)
︸︷︷︸

g

, with

(
z(0)
p(0)

)
︸ ︷︷ ︸

z(0)

=

(
ẑ0
p̂0

)
︸ ︷︷ ︸

ẑ0

+

(
ζ
θ

)
︸︷︷︸

ζ

.
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With this new dynamics, the optimal control strategy is unchanged and consists in minimizing the
functional JT under the constraint of the joint dynamics, namely

min
ζ,θ

{
JT (ζ, θ) =

1

2
(Π−1

0 ζ, ζ)Z +
1

2
(Λ−1

0 θ, θ)P +

∫ T

0

δ−2

2
∥yδ −

(
C 0

)︸ ︷︷ ︸
C

z|(ζ,θ)∥2 dt
}
.

The minimization procedure remains unchanged with a Pontryagin principle leading to a two-ends prob-
lem or a dynamic programming approach leading to a coupled Kalman filter.

When considering a conservative system, a way to avoid the use of a Kalman filter on the state
equation consists in modifying the dynamics in the minimization in order to justify a reduced-order
minimization on the parameter space. This reads

min
θ∈P

{
JT (θ) =

1

2
⟨Λ−1

0 θ, θ⟩P +

∫ T

0

δ−2

2
e−ϱ(T−t)∥yδ −Cz̆|θ∥2 dt

}
, (41)

to be minimized under the constraint that z̆|θ is a solution, for a given θ, of the dynamics
˙̆z +Az̆ = g + γC∗(yδ −Cz̆), in (0, T ),

z̆(0) = ẑ +

(
0

θ

)
.

We recognize here the dynamics of the Luenberger observer converging asymptotically to the solution
without initial state error for a known θ. In principle, the scaling eϱ(T−t) must be understood as a way
to increase the weight of the present measurement from the past measurement, since the Luenberger
observer filters the initial state error only asymptotically. As formally shown in [73], the associated
optimal observer is given by the following dynamics, originally proposed by [94] in the context of adaptive
observers, 

˙̂z +Aẑ +Bp̂ = g + γC∗(yδ − Cẑ) + L ˙̂p, t > 0,

z(0) = ẑ0
˙̂p = ΛL∗C∗R(yδ − Cẑ), t > 0,

p̂(0) = p̂0

Λ̇ + ΛL∗C∗RCLΛ− ϱΛ = 0, t > 0,

Λ(0) = Λ0

L̇+ (A+ γC∗C)L+B = 0, t > 0,

L(0) = 0

(42)

Namely, we have the following theorem.
Theorem 2.1. The mild solution of (42) is an optimal observer in the sense that

∀t > 0, p̂(t) = p̂0 + θ̄t,

where θ̄t = argminθ∈P Jt(θ), the criterion defined in (41).

Proof. The proof is essentially based on the decomposition of the Riccati solution Π which decouples
– again in the sense of [65, 12] – the two-ends problem associated with (41), namely

Π̇ − ϱΠ + (A+ γCC∗)Π +Π(A∗ + γCC∗) +ΠC∗RCΠ

= (A+ γCC∗ − ϱ

2
Id)Π +Π(A∗ + γCC∗ − ϱ

2
Id) +ΠC∗RCΠ = 0,

initialized from

Π(0) =

(
0 0
0 Λ0

)
=

(
0
Id

)
Λ0

(
0 Id

)
.
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Using similar argument than in Theorem 1.4 but here with the reduced space corresponding to the
parameter space, we find that

Π(t) = e−t(A+γCC∗− ϱ
2 Id)Λ0e

−t(A∗+γCC∗− ϱ
2 Id)

−
∫ t

0

e(s−t)(A+γCC∗− ϱ
2 Id)ΠC∗RCΠe(s−t)(A∗+γCC∗− ϱ

2 Id) ds

=

(
LΛL∗ LΛ
ΛL∗ Λ

)
=

(
L
Id

)
Λ
(
L∗ Id

)
.

From the covariance decomposition, simple computations finally give that p̂(t) = p̂0 +argminθ∈P Jt(θ).

The proof readily extends to a case where B(t) is time-dependent, by considering Riccati dynamics
defined from the mild evolution operator defined from A(t) [78, Chapter 5] in place of e−t(A∗+γCC∗− ϱ

2 Id).
Furthermore, the case of time-dependent sources is fundamental from an observability perspective as
observability for joint state and parameter systems are usually covered by assumptions of the persistence
of the excitation [34, 35] only satisfied with a time-dependent B(t).

Note finally that in [29] a similar strategy has been formally proposed for a weakly coupled parabolic
and hyperbolic system of the form

d

dt

(
z
p

)
︸ ︷︷ ︸

ż

+

(
A B
D 0

)(
z
p

)
︸ ︷︷ ︸

Az

=

(
g
0

)
︸︷︷︸

g

,

with application to a coupled electromechanics system arising in cardiac modeling. The case of a fully
general coupled parabolic-hyperbolic system remains to be studied.

2.4.2 The discrete-time setting

Here again, the discretization follows the same repeated principle, namely discretize the dynamics
and criterion and then apply optimal control results. The discretization of the parameter dynamics is
obviously ph,τn+1 = ph,τn ∈ Ph and the discretization of the criterion (41) is

J h,τ
n (θh,τ ) =

1

2
((Λh

0 )
−1θh,τ , θh,τ )Ph +

1

2

n−1∑
k=0

τδ−2e−ϱ(n−k)τ∥yδk −Chz̆h,τ
k|θh,τ ∥2Y .

Then, the optimal parameter p̂h,τn = argminθh,τ∈Ph J h,τ
n (θh,τ ) is solution of a splitting scheme. For all

n ∈ N, the correction-step is given by{
p̂h,τ+n = p̂h,τ−n + Λh,τ

n+1L
h,τ∗
n+1C

h∗Rτ (yδ − Chẑh,τ−n ), n ∈ N,

ẑh,τ+n = ẑh,τ−n + Lh,τ
n+1Λ

h,τ
n+1L

h,τ∗
n+1C

h∗Rτ (yδ − Chẑh,τ−n ), n ∈ N,

where {
Λh,τ
n+1 = [e−ϱτ (Λh,τ

n )−1 + Lh,τ∗
n+1C

h∗RτChLh,τ
n+1]

−1, n ∈ N,

Lh,τ
n+1 = Φh,τ

1 Lh,τ
n − γτCh∗ChLh,τ

n+1 +Bh,τ , n ∈ N.

The correction step is then followed by a prediction-step{
ẑh,τ−n+1 = Φh,τ

1 ẑh,τ+n +Bh,τ p̂h,τ+n + γτCh∗(yδn+1 − Chẑh,τ−n+1 ), n ∈ N,

p̂h,τ−n+1 = p̂h,τ+n , n ∈ N.

Theorem 2.2. Denoting θ̄h,τn = argminθh,τ∈Ph J h,τ
n (θh,τ ), we have the fundamental identity

∀n ∈ N, p̂h,τ−n = p̂0 + θ̄h,τn .

Again Theorem 2.2, counterpart of (2.3), brings stability to this prediction-correction time-scheme.
The proof of Theorem 2.2 is analogous to that of Theorem 1.5. Indeed such joint state and parameter
estimation proposed in [73], is an adaptation of the general reduced approach proposed by [79] and called
Singular Evolutive Extended Kalman Filter.
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3 Least squares estimation and associated discretization for non-
linear models

We now turn to data assimilation involving nonlinear systems, and still in a deterministic context. Since
the non-linear infinite dimensional setting remains to be covered in its full generality in the literature ,
we restrict the presentation of this last part to finite dimensional systems. To establish the notation, we
consider {

ż(t) = f(z(t), t) +B(t)ν(t), t > 0,

z(0) = ẑ0 + ζ
(43)

where at time t the state variable z(t) ∈ Z ≃ R
N, f : Z → Z and is a nonlinear mapping, for

instance C1 of bounded derivatives. We keep an additive linear perturbation as a model error with
B ∈ C0([0, T ],MN,Nν

(R)), but one can also think of more general settings with B(z, t) or even non-
additive model error models entering f , see for instance [85, Chapter 13]. We also consider a measurement
procedure ∀t ≥ 0, yδ(t) = h(ž(t), t) + η(t), where this time h : Z × R+ → Y ≃ Rm is a nonlinear
mapping, for instance C1 of bounded derivative.

Again, in data assimilation, an estimation can be produced from a least-square minimization

(ζ̄T , ν̄T ) = argmin
ζ∈Z

ν∈L2(0,T ;U)

{
JT (ζ, ν) = V0(ζ) +

∫ t

0

δ−2

2
∥yδ(t)− h(z|ζ,ν(t), t)∥2 +

κ−2

2
∥ν(s)∥2 ds

}
, (44)

with V0 a convex penalty function. When uniqueness is not guaranteed the following construction will
not be unique [42, 25]. The associated two-ends problem is formally given by

˙̄zT (t) = f(z̄(t), t) +B(t)QB(t)∗q̄T (t), t ∈ [0, T ],

˙̄qT (t) + Df(z̄T (t), t)
∗q̄T (t) = −Dh(z̄T (t), t))

∗(yδ − h(z̄T (t), t)), t ∈ [0, T ],

z̄T (0) = ẑ0 + (DV0)
−1(q̄T (0)),

q̄T (0) = 0.

(45)

As for the linear case, minimizing (44) is often performed using a gradient descent approach – with
the risk of finding only a local minimum [25]. In the family of gradient descent methods, we would
like to highlight the interest in using the Gauss-Newton approach based on a well-posed approximated
linearization of the non-linear PDE model [48, 59]. There, each iteration of the Gauss-Newton approach
is reduced to a linear quadratic problem solved by the methods presented earlier. As a consequence,
this Gauss-Newton strategy reveals to be a good combination of mathematical reasoning and numerical
efficiency for data assimilation purposes.

3.1 The Mortensen observer

In the linear context, the Kalman observer was presented as the optimal observer in the sense that

∀t ≥ 0, ẑ(t) = z̄t(t) := z|ζ̄t,ν̄t
(t).

In [74], this definition is conserved but with nonlinear dynamics and observation mapping. From dy-
namics programming results [43], it was then shown [42, 72] that for all time t, ẑ(t) can be proved to be
the following minimizer:

∀t ≥ 0, ẑ(t) = argmin
z∈Z

V (z, t), (46)

defined from the so-called cost-to-come

V (z, t) = inf
(ζ,ν)∈Ax,t

[
V0(ζ) +

∫ t

0

δ−2

2
∥yδ(s)− h(z|ζ,ν(s), s)∥2 +

κ−2

2
∥ν(s)∥2 ds

]
, (47)

where the infimum is taken over the pre-image set

A(z, t) =
{
(ζ, ν) ∈ Z × L2((0, t);U) : z|ζ,ν follows (43) with z|ζ,ν(0) = ζ, z|ζ,ν(t) = z

}
.
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From [7], the cost-to-come is the solution in the viscosity sense of the following Hamilton-Jacobi-Bellman
dynamics {

∂tV (z, t)− H (z,∇V (z, t), t) = 0, (z, t) ∈ Z ×R+,

V (z, 0) = V0(z − ẑ0), z ∈ Z,
(48)

where the Hamiltonian is given by

H (z, q, t) =
δ−2

2
∥yδ(t)− h(z(t), t)∥2 − κ2

2
(B(t)q,B(t)∗q)U − (q, f(z, t))Z .

Therefore, by computing the cost-to-come, we can compute the optimal observer for nonlinear systems
from (46), and formally, if V is regular enough and has an invertible Hessian at any time, we retrieve an
observer formulation [42], namely{

˙̂z(t) = f(ẑ(t), t) + (∇2V (ẑ(t), t))−1
(
yδ(t)− h(ẑ(t), t)

)
, t ≥ 0,

ẑ(0) = ẑ0
(49)

This dynamics came from the generalization of the decoupling principle identity (17), given when V is
regular enough, by q̄T (t) = ∇V (z̄T (t), t), for all 0 ≤ t ≤ T .

As the cost-to-come is solution in the viscosity sense of (48), one can also see it as a viscosity limit.
This then allows an elegant parallel with stochastic filtering derived in [50, 7, 42] in the case where
f : z 7→ f(z) and h : z 7→ h(z) do not depend on time and B = Id, κ = δ = 1. In this case, one

can introduce a shifted functional S (z, t) = V (z, t) −
∫ t

0
1
2∥y

δ∥2 ds − h(z)ℓδ(t) where ℓδ =
∫ t

0
yδ dt is

a primitive of yδ. A simple computation gives that S is also solution of a Hamilton-Jacobi-Bellman
equation {

∂tS (z, t)− H s(z,∇S (z, t), t) = 0, (z, t) ∈ Z ×R+,

S (z, 0) = V0(z − ẑ0), z ∈ Z,
(50)

with the modified Hamiltonian H s(z, q, t) = − 1
2∥q∥

2
Z − (q, f(z, t)− ℓδ∇h(z))Z +P(z, t) and P(z, t) =

1
2∥h(z)∥

2
Y + (yδ,Dh(z)f(z))− 1

2∥y
δ∥2Y∥∇h∥2Y . Moreover, S can be seen as the vanishing viscosity limit

solution of {
∂tSε(z, t)− H s

ε (z,∇Sε(z, t), t)−
ϵ

2
∆Sϵ = 0, (z, t) ∈ Z ×R+,

Sε(z, 0) = V0(z − ẑ0), z ∈ Z,
(51)

where H s
ε (z, q, t) = H (z, q, t)− Pε(z, t) and Pε(z, t) = P(z, t) + ε∇ · f(z)− ε

2 (y
δ(t),∆h(z))Z .

The Hopf-Cole Transform of S ε, µε(z, t) = exp(−ε−1S ε(z, t)) is the solution of the robust form of
the Zakai equation [93] associated with the stochastic filtering problem – see a detailed exposition in
[77] – of the following stochastic process{

dzt = f(z(t))dt+
√
εdbνt , z0 = ẑ0 + ζ,

dℓt = h(z(t))dt+
√
εdbηt , ℓt(0) = 0,

(52)

where now bνt and bηt are independent Wiener processes, independent of the random variable ζ of un-
normalized density proportional to µϵ(z, 0). In this framework, ℓδ is particular sample trajectory of
the stochastic process ℓt. Moreover, [7] justifies a large deviation principle showing that the Mortensen
observer is the deterministic limit of the more general stochastic filtering problem associated with (52).

Note finally that, for linear operators f(z, t) = −A(t)z + g and h(z, t) = C(t)z, the Mortensen
estimator reduces to the Kalman estimator since we easily prove that the unique solution of (48) is given
by

V (z, t) =
1

2

(
z − ẑ(t), Π−1(t)(z − ẑ(t))

)
+

∫ t

0

1

2δ2
∥yδ(s)− C(s)ẑ(s)∥2 ds,

where Π is the solution of the Riccati dynamics (15) and ẑ is the Kalman estimator. Moreover in this
case, the large deviation principle being independent of ε, we retrieve the strict equivalence between the
deterministic estimator and the stochastic estimator.
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3.2 Discretization of the Mortensen filter

Following the principle of discretization, which relies on first discretizing and then controlling, [56,
72] explored the possibility of extending the discrete-time/continuous-time Kalman filter connection
to nonlinear configurations with the discrete-time Mortensen filter, which reduces to the discrete-time
Kalman filter when all operators are linear.

Let us then consider a discretization of (43) of the form{
zτk+1 = φτ

k+1|k(z
τ
k ) +Bτ

k+1ν
τ
k+1, 0 ≤ k ≤ n− 1,

zτ0 = ẑ0 + ζ,
(53)

where φτ
k+1|k is a nonlinear transition map from step k to step k+1. The observations are also discretized

with yδn = hτ
n(ž

τ
n) + ητn. Again, we consider the two least-squares functionals

J τ+
n (ζ, (νk)k≤n) = V0(ζ) +

1

2

n∑
k=1

κ−2τ∥ντk∥2U +
1

2

n∑
k=0

τδ−2∥yδk − hk(z
τ
k|n)∥

2
Y ,

and

J τ−
n+1(ζ, (νk)k≤n+1) = V0(ζ) +

1

2

n+1∑
k=1

κ−2τ∥ντk∥2U +
1

2

n∑
k=0

τδ−2∥yδk − hk(z
τ
k|n)∥

2
Y ,

from which we are going to define two costs-to-come. First, we introduce the pre-image set

Aτ
n|m(z) =

{
(ζ, (ντk )m<k≤n) : (z

τ
k|n)m≤k≤n follows (53) with zτm|n = ζ, zτn|n = z

}
,

to then define 
V τ+
n (z) = min

(ζ,(νk)k≤n)∈Aτ
n|0(z)

J τ+
n (ζ, (ντk )k≤n), n ∈ N,

V τ−
n+1(z) = min

(ζ,(νk)k≤n+1)∈Aτ
n+1|0(z)

J τ−
n+1(ζ, (ν

τ
k )k≤n+1), n ∈ N,

V τ−
0 (z) = V0(z − ẑ0).

(54)

These two costs-to-come are interconnected and it was shown in [56, 72] that

∀n ≥ 0, V τ+
n (z) = V τ−

n (z) +
τ

2δ2
∥yδ − hτ

n(z)∥2Y ,

whereas, from [56], V τ−
n+1(z) follows the Bellman equation

∀n ≥ 0, V τ−
n+1(z) = min

(ξ,ν)∈Aτ
n+1|n(z)

{
V τ+
n (ξ) +

τ

2κ2
∥ν∥2

}
.

From the discrete-time evolution of these two costs-to-come, the prediction-step and correction-step
of the discrete-time optimal filters are defined by

ẑτ+n = argminV τ+
n (z) and ẑτ−n = argminV τ−

n (z), (55)

and they can be computed from V τ+
n and V τ−

n with a prediction-correction approach [72], which reads
when V τ+

n ∈ C1(Z), 

Initialization:

ẑτ−0 = ẑ0,

Correction:

∇V +
n (ẑτ+n ) = 0, n ∈ N,

Prediction:

ẑτ−n+1 = φτ
n+1|n(ẑ

τ+
n ), n ∈ N,

(56)

which in fact generalizes to nonlinear dynamics the equation of the Kalman estimator in the deterministic
setting.
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Theorem 3.1. Assuming that there exists a unique minimizer (ζ̄τ−n , (ν̄τ−k|n)k≤n) = argminJ τ−
n , with

associated trajectory (z̄τ−k|n)0≤k≤n, then the solution of (56) is an optimal observer in the sense that

ẑτ−n = z̄τ−n|n.

The estimator (56) again has nice properties, since it is based on the optimality principle at the
discrete level. Moreover, it has been proved in [72] that it is a consistent approximation of the continuous-
time Mortensen dynamics. And as for stability, the cost-to-come can be used as a Lyapunov functional
to obtain the error stabilization, which justifies some stability property at the discrete level.

In the literature, the Mortensen estimator, and hence its discretization, has not received as much
attention as the Zakai equation in the stochastic context. This is understandable, since the stochastic
context is certainly more general. After time discretization, i.e., for discrete-time systems in the nonlinear
context where (53) is reformulated in a stochastic context with a Hidden Markov Model [92, 20, 58], the
stochastic filtering approach is based on particle filters corresponding to Monte Carlo methods for solving
nonlinear filtering problems [33, 26]. These particle methods are in turn based on a prediction-correction
algorithm that allows the distributions π−

n (zn|y0, ..., yn−1) and π+
n (zn|y0, ..., yn) to be sampled. To the

author’s knowledge, it is still not established that, at the discrete-time level, a large deviation principle
is associated with the discrete-time cost-to-come V +

n and V −
n+1, as this has been done for continuous-

time systems in [50, 7]. However, we believe that such a result may follow a similar path of proof and
ultimately link particle filters to the discrete-time Mortensen filter.

3.3 Approximated optimal approaches and discretization

The Mortensen estimator sheds light on the classical approximated optimal approaches used in practice,
which can be reinterpreted as ways to avoid calculating the cost-to-come. This is especially true for
the continuous-time Extended Kalman Filter [7] and its corresponding discrete-time Extended Kalman
Filter [86]. At the continuous-time level, the EKF observer reads{

˙̂z = f(ẑ(t), t) +ΠDh(ẑ(t), t)∗R(yδ(t)− h(ẑ(t), t)), in (0, T ),

ẑ(0) = ẑ0
(57)

where Π is given by{
Π̇ −Df(ẑ, t)Π −ΠDf(ẑ, t)∗ +ΠDh(ẑ, t)∗RDh(ẑ, t)Π −B(t)QB(t)∗ = 0, in (0, T ),

Π(0) = Π0.

Therefore, we understand from (49) thatΠ plays the role of an approximation of the inverse of the Hessian
– if the Hessian exists and is invertible – of V (ẑ, t). More precisely, the Riccati solution gives a local
approximation of the cost-to-come as a quadratic functional. Such an approximation was mathematically
justified for a bilinear optimal control problem [15]. The observer problem should deserve a similar study.

At the discrete-time level, the discretization-then-control approach leads to the same kind of ap-
proximation. The discrete-time Extended Kalman Filter follows the now classical prediction-correction
splitting scheme with

ẑτ−0 = ẑ0,

ẑτ+n = ẑτ−n +Πτ+
n Dhτ∗

n (ẑτ−n )Rτ
(
yδn − hτ

n(ẑ
τ−
n )
)
, n ∈ N,

ẑτ−n+1 = φτ
n+1|n(ẑ

τ+
n ), n ∈ N,

(58a)

(58b)

(58c)

while 
Πτ−

0 = Π0,

Πτ+
n =

[
(Πτ−

n )−1 +Dhτ∗
n (ẑτ−n )RτDhτ

n(ẑ
τ−
n )
]−1

, n ∈ N,

Πτ−
n+1 = Dφτ

n+1|n(ẑ
τ+
n )Πτ+

n Dφτ
n+1|n(ẑ

τ+
n )∗ +Bτ

n+1Q
τBτ∗

n+1, n ∈ N.

(59a)

(59b)

(59c)
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Again Πτ−
n can be seen as an approximation of the Hessian of V τ−

n while Πτ+
n can be seen as an

approximation of the Hessian of V τ+
n . This is particularly striking when the correction step (56) is

solved by a Newton algorithm with, until convergence, the successive iterations{
ẑτ+n,0 = ẑτ−n , n ∈ N
ẑτ+n,j+1 = ẑτ+n,j − (∇2V τ+

n (ẑτ+n,j))
−1∇V τ+

n (ẑτ+n,j), j ∈ N.

Seeing that
∇V τ+

n (ẑτ+n,0) = Dhτ
n(ẑ

τ−
n )∗Rτ

n

(
yδn − hτ

n(ẑ
τ−
n )
)
,

we have for the discrete-time Mortensen filter, after one iteration of the Newton-Raphson procedure,

ẑτ+n,1 = ẑτ−n − (∇2V +
n (ẑτ−n ))−1Dhτ

n(ẑ
τ−
n )∗Rτ

n

(
yδn − hτ

n(ẑ
τ−
n )
)
, (60)

a structure very similar to the EKF correction. Note that high-order approaches for non-linear Kalman
filtering have also been proposed [85, Section 13.3] and it would be interesting to also compare them
with successive iterations of such a Newton-Raphson procedure.

By comparison with EKF, the Unscented Kalman Filter (UKF) [52] has the same objective but uses
a finite difference stencil to avoid computing the tangent Dφτ

n+1|n(ẑ
τ+
n ) and Dhτ (ẑτ−n ). The idea behind

UKF is to assume a decomposition of the covariance over the so-called sigma points (e(i))1≤i≤Ns ∈ ZNs ,
with associated weights (ωi)1≤i≤Ns

∈ RN
s , satisfying∑

1≤i≤Ns

ωie
(i) = 0,

∑
1≤i≤Ns

ωie
(i) ⊗ e(i) = IdZ .

Therefore, by defining v
(i)+
n =

√
Πτ+

n e(i), we have Πτ+
n =

∑
1≤i≤Ns

ωiv
(i) ⊗ v(i). In the prediction step

approximation (59c), we then recognize

Dφτ
n+1|n(ẑ

τ+
n )Πτ+

n Dφτ
n+1|n(ẑ

τ+
n )∗

≃
∑

1≤i≤Ns

ωi[φ
τ
n+1|n(ẑ

τ+
n + v(i)+n ]− φτ

n+1|n(ẑ
τ+
n ))⊗ [φτ

n+1|n(ẑ
τ+
n + v(i)+n )− φτ

n+1|n(ẑ
τ+
n )].

Identically by using Woodbury formula, we develop the correction step (59b) in the form of (27), namely

Πτ+
n = Πτ−

n −Gτ
n

[
Dhτ

n(ẑ
τ−
n )Πτ−

n Dhτ
n(ẑ

τ−
n )∗ +W τ

n

]
Gτ∗

n ,

with Gτ
n = Πτ−

n Dhτ
n(ẑ

τ−
n )∗ (Dhτ

n(ẑ
τ−
n )Πτ−

n Dhτ
n(ẑ

τ−
n )∗ +W τ

n )
−1

. Therefore with v
(i)+
n =

√
Πτ−

n e(i), we
replace

Dhτ
n(ẑ

τ−
n )Πτ−

n Dhτ
n(ẑ

τ−
n )∗ ≃

∑
1≤i≤Ns

ωi[h
τ
n(ẑ

τ−
n + v(i)+n )− hτ

n(ẑ
τ−
n )]⊗ [hτ

n(ẑ
τ−
n + v(i)+n )− hτ

n(ẑ
τ−
n )],

while
Πτ−

n Dhτ
n(ẑ

−
n )∗ ≃

∑
1≤i≤Ns

ωiv
(i)+
n ⊗ [hτ

n(ẑ
−
n + v(i)+n )− hτ

n(ẑ
−
n )].

In short, the UKF estimator is a discrete-time filter that can be understood as a tangent-free approxi-
mation of the discrete-time Mortensen estimator, which is itself a discretization of the continuous-time
Mortensen estimator by a splitting algorithm. Note also that the UKF was originally proposed with
a stochastic perspective [52], of criticized mathematical foundations [63]. We believe that the vision
of UKF as an approximation to the deterministic discrete-time Mortensen estimator overcomes these
criticisms.

An important alternative to EKF and UKF is the Ensemble Kalman Filter (EnKF) [38], which also
has a discrete-time version with a prediction-correction form. There are intensive efforts to understand
EnKF as a mean-field approximation of the particle filter at the continuous-time level [45] and at the
discrete-time level [62], justifying the stochastic flavor of the Ensemble Kalman Filter. Unifying the
mean-field vision from the continuous-time setting up to the discrete-time setting will finalize the overall
understanding and positioning of all these filters together.
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4 Conclusion

We here reviewed some of the most well-known data assimilation approaches in their continuous-time
formulation and their discrete-time counterparts. We have seen that the discrete-time methods, applied
to a time discretization of a continuous-time model, are a very powerful strategy to discretize in time the
continuous-time data assimilation formulations. This paradigm is summarized in Figure 1 and is valid
for a large class of problems from infinite-dimensional linear problems to nonlinear finite dimensional
systems. For sequential approaches, we end up in each case with the same very general structure of the
time scheme with a prediction-correction form. In essence, this justifies the well-known data assimilation
recipe: First predict – or forecast – using the discretized model and then correct – or update or analyze –
by incorporating the new available observations.

continuous-time
model

continuous-time
estimatorEstimation

discrete-time
model

discrete-time
estimatorEstimation

time-discretization is a time-discretization of

Figure 1: The discretization-then-control strategy for time-discretizing data as-
similation problem
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