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Abstract

Distant metastasis-free survival (DMFS) curves are widely used in oncology. They are clas-

sically analyzed using the Kaplan-Meier estimator or agnostic statistical models from sur-

vival analysis. Here we report on a method to extract more information from DMFS curves

using a mathematical model of primary tumor growth and metastatic dissemination. The

model depends on two parameters, α and μ, respectively quantifying tumor growth and dis-

semination. We assumed these to be lognormally distributed in a patient population. We

propose a method for identification of the parameters of these distributions based on least-

squares minimization between the data and the simulated survival curve. We studied the

practical identifiability of these parameters and found that including the percentage of

patients with metastasis at diagnosis was critical to ensure robust estimation. We also stud-

ied the impact and identifiability of covariates and their coefficients in α and μ, either categor-

ical or continuous, including various functional forms for the latter (threshold, linear or a

combination of both). We found that both the functional form and the coefficients could be

determined from DMFS curves. We then applied our model to a clinical dataset of metastatic

relapse from kidney cancer with individual data of 105 patients. We show that the model

was able to describe the data and illustrate our method to disentangle the impact of three

covariates on DMFS: a categorical one (Führman grade) and two continuous ones (gene

expressions of the macrophage mannose receptor 1 (MMR) and the G Protein-Coupled

Receptor Class C Group 5 Member A (GPRC5a) gene). We found that all had an influence

in metastasis dissemination (μ), but not on growth (α).
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Author summary

Understanding biological mechanisms leading to metastasis development is a major chal-

lenge in order to prevent distant relapse of cancer. Classical methods to study associations

of biomarkers with subsequent metastatic relapse rely on the analysis of metastasis free

survival curves by means of statistical models such as proportional hazards Cox regres-

sion. These models act as black boxes and don’t provide detailed information about the

specific mechanism involved. In our study, we propose to use a method based on mecha-

nistic modeling of the metastatic development, that is, a mathematical model that simu-

lates the biological process. The main challenge for these models is to implement the right

level of complexity, because if too many parameters are included, these cannot be pre-

cisely identified from the data. We reduced the metastatic process to two main aspects:

growth and dissemination. We then proposed a theoretical study of the identifiability of

the two associated parameters from metastasis-free survival curves. Eventually, we applied

our method to a clinical dataset in kidney cancer and illustrated how we could gain bio-

logical insights about the role of some diagnosis markers.

Introduction

Classical statistical methods for survival analysis (i.e., analysis of right-censored, time-to-event

data) comprise Kaplan-Meier estimator, parametric models (based on a specific distribution)

and semi-parametric proportional hazard Cox regression (which analyzes the hazard ratio

between two groups of patients with different characteristics) [1]. The Kaplan-Meier estimator

is used in oncology to analyze time to progression, to metastatic relapse or to death, and can be

used to compare two or more groups of subjects [2]. Statistical differences between the curves

are usually compared with the log-rank or Breslow test [1]. To analyze the association of covar-

iates with survival, proportional hazard Cox regression modeling is ubiquitous [3].

With the development of machine learning (ML) algorithms, new tools have been devel-

oped. In 2008, Ishwaran et al. proposed an extension of the classical random forest algorithm

to survival data that uses a splitting rule based on a log-rank test [4]. The Least Absolute

Shrinkage and Selection Operator (LASSO) and elastic net ML algorithms have also been

extended to Cox regression [5]. More recently, artificial neural networks (deep learning) have

been adapted to survival regression [6]. However, these techniques often need large amounts

of data to be reliable, and lack biological interpretability.

For that reason, mechanistic models including some of the important biological pro-

cesses of the problem are emerging as an interesting alternative to analyze distant metasta-

sis-free survival (DMFS) curves [7]. By mechanistic model, we mean here a model that

simulates the dynamics of a patho-physiological process (here, tumor growth and dissemi-

nation). These models can not only be used to select some important covariates but also to

get biological clues about the effect of biomarkers and to make individual and population

predictions. This novel approach has demonstrated not only similar predictive power com-

pared with classical statistical survival models (e.g. Cox proportional hazard regression) and

machine learning algorithms (e.g., random survival forest), but also ability to bring mecha-

nistic insight on the impact of clinical and biological markers on metastatic processes [7].

However, detailed identifiability properties of the parameters have yet to be established in

order to understand and quantify how much mechanistic information can be extracted

from DMFS curves.
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Here, we performed a practical identifiability study and applied our novel approach to pre-

diction of metastatic relapse in renal cell carcinoma (RCC). RCC is the most common type of

kidney cancers in adults [8]. When the disease has not spread, initial treatment consists in par-

tial or complete removal of affected kidney(s) and the 5-year survival rate is relatively good

(65–90%) [9]. However, 40% of patients with apparently localized disease will relapse [10].

When metastases are present, therapeutic options are limited and the 5-year survival rate dra-

matically drops to 13% [9]. Although crucial for determining the best therapeutic option, prog-

nostic biomarkers are lacking in clinical practice. Our computational methodology brings new

ways to perform biomarker exploratory studies, in a biologically-informed fashion, in contrast

to agnostic statistical learning algorithms.

The paper is organized as follows. First, we present our methodology to: 1) mechanistically

model the individual time to distant metastatic relapse, including the processes of primary

tumor growth and metastatic dissemination, 2) embed this individual model into a population

approach (using the framework of statistical mixed-effects models), 3) integrate biomarkers as

covariates in either of growth or dissemination and 4) identify population parameters and

covariate coefficients from DMFS curves. Then, we illustrate our approach by analyzing a

RCC clinical dataset containing clinical and biological markers together with individual

DMFS.

Materials and methods

Ethics statement

The study was approved by the ethics committee at each participating center and run in agree-

ment with the International Conference on Harmonization of Good Clinical Practice

Guideline.

Mechanistic model of metastatic dissemination and growth

The mechanistic model of the metastatic process has been detailed in [7]. To make our study

self-contained, we briefly summarize the main components.

In RCC, there is evidence suggesting that primary tumor growth is consistent with Gom-

pertzian kinetics [11]. For each individual patient i, Gompertzian growth is described by the

following equation:

Vi
pðtÞ ¼ e

ai

b
i 1 � eð� b

i tÞ
� �� �

;
ð1Þ

where Vi
pðtÞ represents the number of cells of the primary tumor, and αi and βi are the Gom-

pertzian growth parameters for the individual i. Written with formula 1, the parameter αi cor-

responds to the specific growth rate (that is, SGRðtÞ ¼ 1

V �
dV
dt ), when V = 1 cell. The parameter

βi expresses the biological fact that SGR(t) decreases in time [12, 13]. Specifically, it corre-

sponds to the biological hypothesis that SGR(t) decreases exponentially fast and βi is such that

SGRi(t) = αie−βit [14]. To limit the number of parameters for growth and based on biological

evidence, the upper limit Ki ¼ e
ai
bi was assumed to be fixed to 1012 [15]. Letter t refers to time

from now on.

In addition, metastasis dissemination di is assumed to be proportional to the primary

tumor size

diðVi
pÞ ¼ m

iVi
p;
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where μi is the per cell per day probability that a cell from the primary tumor disseminates and

establishes a distant metastatic colony. Despite the fact that the metastasis process involves sto-

chastic events, we believe that estimation and quantification of intra-individual variance is not

achievable from the macroscopic data considered here. Therefore, we neglect this source of

randomness and consider the expected total number of metastasis Ni at time t, given by:

NiðtÞ ¼
R t

0
diðVi

pðsÞÞds ¼
R t

0
miVi

pðsÞds:

Mechanistic model of the time to relapse

The scheme of the model of time to relapse (TTR) can be seen in Fig 1A. Primary tumor and

metastasis are assumed to grow at the same rate α. This assumption, although debatable, was

made to ensure a limited number of parameters, but also based on reported evidence from the

literature [16, 17].

We define τvis as the time for a tumor to reach the visible threshold Vvis (assumed to be the

number of cells corresponding to a diameter of 5 mm under spherical shape assumption and

using the conversion 1 mm3 = 106 cells [7, 18, 19]). Assuming Gompertzian kinetics, it can be

expressed as

tvis ¼ �
1

b
i log 1 �

b
i

ai
logðVi

visÞ

� �

:

Similarly, if we define tdiag as the time between the first cancer cell and the diagnosis of the pri-

mary tumor, it can be expressed as

ti
diag ¼ �

1

b
i log 1 �

b
i

ai
logðVi

diagÞ

� �

;

where Vi
diag is the volume of the primary tumor at diagnosis. Defining further the number of

visible metastasis Ni
visðtÞ ¼ Niðt � ti

visÞ, then the theoretical individual TTRi can be defined as:

TTRiðVi
diag ; a

i; miÞ ¼

inf
t>0
fNi

visðt
i
diag þ t; ai; miÞ � 1g if Niðti

diag ; a
i; miÞ � 1;

þ1 if Niðti
diag ; a

i; miÞ < 1:

8
<

:

The TTRi is therefore a function of Vi
diag and two individual parameters αi and μi. Using a

population approach, we further assume that the individual patient parameters are distributed

log-normally. Specifically,

logðaiÞ ¼ logðapopÞ þ Z
i
a
; where Zi

a
� N ð0;o2

a
Þ

logðmiÞ ¼ logðmpopÞ þ Z
i
m
where Zi

m
� N ð0;o2

m
Þ

Then, individual parameters αi and μi are independent and identically distributed random var-

iables, with fixed (population) effect (αpop or μpop) and random (individual) effect (Zi
a

or Zi
m
).

The TTR is therefore a random variable (with respect to distribution in the population), which

allows to define the model survival function.

SðtÞ ¼ P½TTR > t; Vdiag ; apop; mpop;oa;om�: ð2Þ
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Covariates

Within our mechanistic framework, we can embed the impact of covariates, either categorical

or discrete. The impact of a categorical covariate with k levels in tumor growth (α) can be

Fig 1. Scheme of the mechanistic model. A) Individual processes (adapted from [7]). Parameter α quantifies tumor growth while parameter μ
quantifies metastatic dissemination. B) Population scheme, with S(t) the survival function of the random variable TTR. pdf = probability density

function.

https://doi.org/10.1371/journal.pcbi.1010444.g001
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simulated as follows:

logðaiÞ ¼ logðapopÞ þ Z
i
a

for the reference level;

logðaiÞ ¼ logðapopÞ þ bkjlogðapopÞj þ Z
i
a

for level k; k > 1
ð3Þ

where Zi
a
� N ð0;o2

a
Þ and bk quantifies the relative impact of level k on α. A covariate on μi

can be simulated analogously. For a continuous covariate:

logðaiÞ ¼ logðapopÞ þ f ðxiÞ þ Zi
a
;

where xi is the value of the covariate x in patient i and f(xi) determines the functional relation-

ship between the covariate and the parameter (here, αi). Here, we considered three possible

forms:

Threshold effect:

logðaiÞ ¼ logðapopÞ þ Z
i
a
; if xi � c ð4Þ

logðaiÞ ¼ logðapopÞ þ bjlogðapopÞj þ Z
i
a
; if xi > c ð5Þ

with b quantifying the (relative) impact of the covariate and c a threshold.

Linear effect:

logðaiÞ ¼ logðapopÞ þ bjlogðapopÞjxi þ cþ Zi
a
; ð6Þ

Combined threshold and linear effect:

logðaiÞ ¼ logðapopÞ þ Z
i
a
; if xi � c ð7Þ

logðaiÞ ¼ logðapopÞ þ bjlogðapopÞjx
i þ Zi

a
; if xi > c ð8Þ

Similar expressions were considered for an impact on μ.

Parameter estimation and identifiability

Objective functions. To estimate the parameter values, we used nonlinear least-square

regression applied to the survival curves from the synthetic data sets, using the Matlab function

fminsearch for minimization (Nelder-Mead algorithm, Matlab2018b) [20]. This algorithm

searches for the combination of parameters Ŷ ¼ ðŷ1 ; :::; ŷhÞ that minimizes a specific objec-

tive function and has been preferred over other algorithms (e.g., fmincon) because it is less

prone to converge to local minima, as it is not a gradient-based method. As the algorithm

requires an initial condition which might influence the estimation, for each dataset the initial

values were randomly chosen using latin hypercube sampling around the real values [21]. We

minimized the sum of squared differences between the data Sj—either given by the proportion

of simulated patients who had not relapsed at time tj in the synthetic data case, or the Kaplan-

Meier estimate for the clinical data—and the model solution (S(tj, Θ)). Given that, on one

hand, the Kaplan-Meier estimator provides an estimate of the actual survival curve, and on the

other hand the model directly simulates uncensored survival, using this method allowed to

avoid dealing with censoring, as would be required for maximum likelihood estimation [7].
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We considered two possible objective functions. The expression for the first estimator is:

Ŷ ¼ argmin
Y

Xn

j¼1

ðSj � Sðtj;YÞÞ
2
: ð9Þ

Given our definition of S(t) (2), S(t = 0) = 1. However, in the data a non-negligible propor-

tion M of patients had metastases at diagnosis. Our TTR model also allows for metastasis at

diagnosis, in the case Ni
visðt

i
diag ; a

i; miÞ > 0. We thus denoted by mdiag(Θ) the resulting model-

based proportion of patients with metastasis at diagnosis. To account for these considerations,

we considered another objective function, defined by:

Ŷ ¼ argmin
Y

Xn

j¼1

ðSj � Sðtj;YÞÞ
2
þ ððM � mdiagðYÞÞ � lÞ

2
; ð10Þ

where M and mdiag(Θ) are the fraction of patients with metastasis at diagnosis for the data and

model, respectively. The parameter λ balances the two parts of the objective function and was

taken to be 0.01 following initial manual explorations.

For coefficients of a categorical covariate, we proceeded similarly and summed the objective

functions within each covariate level. For a continuous covariate, survival information was cal-

culated at different thresholds of the covariate (thresholds varying from index l = 1, . . ., L). At

each threshold, patients were divided into two groups. Group g = 1 for those patients with an

individual value of the covariate below the threshold, group g = 2 for the other. The function

that was minimized (in the case of objective function (9)) reads:

ðb̂; ĉÞ ¼ argmin
b;c

XL

l¼1

X2

g¼1

�
Xn

j¼1

ðSlgj � Slgðtj; b; cÞÞ2
�1=2

; ð11Þ

where Slgj is the survival data (at threshold l, for the group g at time tj). The expression for

objective function (10) was similar.

Methodology for assessing practical identifiability from simulated data. We simulated

synthetic data using the following paramter values: αpop = 0.005 day−1, μpop = 7 � 10−12 cell−1

day−1, ωα = 1 day−1, ωα = 2.2 cell−1 day−1. These values were selected to be in the range of clini-

cal values of RCC and previous work [7, 22, 23]. Each synthetic dataset was composed of 1000

patients. To analyze parameter estimation we simulated 200 datasets.

We explored parameter identifiability in multiple possible situations, fixing some parameter

values and estimating the others. The step-by-step approach to identify the parameter values

was as follows (K = 200):

• Using the mechanistic model, we simulated K survival dataset of 1000 patients each, generat-

ing thus K synthetic survival functions Sk = (Sk1, . . ., Skn), with k = 1, . . ., K

• We chose an initial condition Y
k
0

using latin hypercube sampling

• We estimated parameters values Ŷk using nonlinear least-square minimization. This

resulted in K estimated parameters sets.

• Using the K estimated parameters sets, we characterized the distribution and confidence

intervals of each parameter.

To quantify parametric uncertainty, we calculated the relative standard error (RSE) of each

parameter, defined by RSE ¼ 100 �
1
K

PK

k¼1
ðy�� ŷkÞ2

� �1
2

y�
, where θ� represents the true parameter
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value and ŷk the estimated parameter in the iteration k. Practical identifiability was considered

acceptable when RSE were lower than 30% for fixed and random effects.

Clinical data

Parameter values from the literature. The volume at diagnosis was estimated using data

from [23]. In this study, pathologically primary tumor volume was measured assuming ellipti-

cal shape PTV ¼ p

6
� height � length � width in 482 patients with RCC. They divided the patients

into four groups according to primary tumor size and they provide the information about the

mean primary tumor volume and the standard deviation. Assuming normal distribution of the

primary tumor volume in each subgroup, we simulated 482 patients according to the frequen-

cies in each subgroup and analyzed the general distribution with the distribution fitter app

implemented in Matlab2018b. Data was log-normally distributed with mean 3.196 cm3

(RSE = 0.0244) and standard deviation 1.711 cm3 (RSE = 0.0321), where RSE is the ratio

between the mean standard error (provided by the fitter app) and the estimated value

expressed as a percentage.

The parameters involving primary tumor growth were estimated with the information pro-

vided in [22]. In that paper, Gofrit et al. provided the distribution information about initial

diameter (d0), time to diagnosis (t) and primary tumor growth parameters (αl, which were esti-

mated in cm/year assuming linear growth). To calculate the values of αpop and ωα in our

model, we simulated 10000 patients with a random di
0
; ti and ai

l within their distributions and

calculated the value of αi with the following formula.

ai ¼ �
logð1012Þ

t
log 1 � 3

log
di

0
þ ai

l � t
i

di
0

� �

log ð1012Þ

0

B
B
@

1

C
C
A

With the individual values of αi we characterized the population and analyzed the general

distribution with the distribution fitter app implemented in Matlab2018b. Growth parameters

were log-normally distributed with mean log(αpop) = −3.521 (RSE = 0.0031) and standard devi-

ation ωα = 0.827 (RSE = 0.0093).

Individual data. Patient samples (primary tumor tissue and plasma) from the UroCCR

cohort were used with associated clinical data (clinicaltrial.gov, NCT03293563). Data from 144

patients with RCC was collected between 2006 and 2010. All patients had undergone surgery

of the primary tumor, and information about the time of metastatic relapse or alternatively the

time of right censoring was available. Metastasis were present mainly in lungs but also in other

locations such as bones, lymph nodes, pleura, brain or abdomen. Among all patients, 108

patients had information of at least three biomarkers from tissues samples. For those 108

patients, missing information was completed using the missForest algorithm implemented in

R. We focused on three biomarkers, one categorical from histology (Führman grade) and two

continuous from quantitative polymerase chain reaction (qPCR) quantification of gene

expression from tumor tissues (Macrophage Manose Receptor (MMR) and the G Protein-

Coupled Receptor Class C Group 5 Member A (GPRC5a) gene). The continuous covariates

were normalized between 0 and 1. The patient data are derived from a national renal cell can-

cer cohort (UROCCR) which is localized at the University Hospital in Bordeaux France. The

study was approved by the ethics committee at each participating center and run in agreement

with the International Conference on Harmonization of Good Clinical Practice Guideline. To

access the uROCCR database a request should be addressed to the UROCCR Network and the

CHU of Bordeaux https://ssl3.isped.u-bordeaux2.fr/UROCCR/Public/Index.aspx. The
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microarray gene expression data is available via Gene Expression Omnibus using the accession

GSE142109.

Statistical survival analysis

All comparisons made to analyze two or more DMFS curves were done using the log-rank test.

When not mentioned otherwise, the significant level was α = 0.05. The corresponding null

hypothesis was H0: there is no difference between the populations in the probability of an

event (here a distant metastatic relapse), at any time point.

Results

Identifiability with no covariates

We first analyzed the identifiability of the model without covariates. We simulated K = 200

datasets of 1000 patients each with the model and estimated the parameters as explained

above. As can be observed in Fig 2 and S1 Fig, practical identifiability was good (small RSEs)

Fig 2. Mean and 95% confidence interval of each estimated parameter. The index h in Θh refers to the number of parameters that were jointly

estimated. Red and blue lines are the estimations with the first and second objective functions respectively, corresponding to accounting for the initial

proportion of metastatic patients (blue) or not (red). The dashed black lines corresponds to the true value of the parameter. The parameters that have

also been estimated in each situation are displayed above the solid lines.

https://doi.org/10.1371/journal.pcbi.1010444.g002
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when only one parameter had to be estimated and worsened when increasing the number of

parameters to estimate. Comparing the results between the two objective functions (Eqs 9 vs

10, see red and blue lines in Fig 2), we found that practical identifiability improved when we

included also the fraction of patients with metastasis at diagnosis in the objective function.

While the RSE and confidence intervals may look similar for the parameters αpop, ωα and ωμ,

the case of μpop was different. Identifiability of this parameter improved with the second objec-

tive function, with an important decrease in both the RSE and width of the confidence interval.

However, with a RSE threshold at 50% for fixed and random effects, not many parameters can

be jointly estimated. For the first objective function, the maximum number of parameters that

can be estimated together is two, and not in all possible combinations. Parameter μ presents

high RSE, and can only be estimated alone or in combination with ωα. For the second objective

function, the situation is better. Two parameters can always be estimated and there are some

combinations in which it is also possible to estimate three parameters at the same time, (αpop,

μpop, ωα) and (μpop, ωα, ωμ).

Identifiability with covariates

Categorical covariate. We performed simulations with the model including a categorical

covariate. Each simulated patient was randomly assigned into the first or the second group

(Bernoulli distribution, p = 1/2). We analyzed survival curves with an effect in α and μ, and

with different values of b (see S2(A) and S2(B) Fig). To have statistically significant difference

between the two groups (with 1000 patients), the difference in log(αpop) between the two

groups had to be around 15%, this being percentage similar but slightly smaller, around 10%,

for log(μpop), see Fig 3A and S2(C) and S2(D) Fig.

In addition, we performed identifiability analysis of the parameter b (the other parameter

values being fixed). We simulated 200 datasets of 1000 patients. We analyzed RSE and 95%

confidence intervals for the mean. The initial condition b0 was taken close to the real one

(b ¼ 0:3; b0 � Uð0:2; 0:4Þ). The RSE of the parameter b was below 1%, for effect in α (RSE

0.16%, CI (0.25–0.33), b� = 0.3) and in μ (RSE 0.41%, CI (0.21–0.41), b� = 0.3).

We also analyzed whether we could detect if the effect was present in αpop or in μpop. To that

aim, we simulated data with impact in only one parameter (for example, in αpop) and estimated

b using nonlinear least squares regression for the effect in αpop or in μpop. Then, we compared

the minimum value of each objective function. In 97.5% of the cases, when the effect of the

covariate was in αpop the residual in nonlinear least squares regression was lower for α than for

μ. Moreover, in 93.5% of the cases the residual was lower for μ when the effect was in μpop, see

Fig 3B.

Continuous covariate. We also performed simulations in the case of a continuous covari-

ate. We simulated three qualitatively different possible effects in α and μ (threshold, linear and

threshold then linear, see Fig 4A). To simulate a continuous variable we assigned a random

value xi for each virtual patient. To analyze the possible effect of the covariate distribution on

the survival curves we simulated three different covariate distributions. To analyze the effect in

comparison with the population values of α and μ, these three distributions were sampled

between 0 and 1. The three distributions were a normal distribution (N ð0:5; 0:1Þ), a gamma

distribution (Γ(0.5, 0.3)) and a log-normal distribution (LN ð� 2; 0:6Þ), all truncated and

renormalized to stand between 0 and 1. Afterwards, we assigned the individual parameter αi

or μi with Eqs 4, 5, 6 or 7 and 8 depending on the effect. Once the individual TTR were calcu-

lated, we divided the population into two groups (group 1 if xi < Th, group 2 if xi > Th, Th
being a threshold value for the covariate) and calculated the differences in the survival curves

between the two groups.
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The different effects could provide similar survival curves when the population was sepa-

rated into two groups by the threshold which produced the best separation possible. However,

when we analyzed the difference between the two groups at several thresholds (from the 15th

to the 85th percentile), the different effects resulted in different behaviors. For example, when

we simulated 1000 patients with the threshold effect in μ with b = 0.1, c = 0.5, in percentiles

close to the 15th the differences between curves were not statistically significant. The differ-

ences between the groups became larger as the threshold was closer to c, and became smaller

again as the threshold moved away from c, see S3(A) Fig. With a linear effect in α (b = 0.5,

c = 0) and a gamma distribution for the covariate, the differences between the two groups were

similar for all the thresholds. Whatever the initial percentiles, the difference in the curves was

similar as well as the p-values (close to 10−9), see S3(B) Fig. In addition, a constant and linear

effect in α (b = 0.5, c = 0.05, gamma distribution for the covariate) provided also a different sce-

nario. In the initial percentiles, there was no statistically significant difference between the

Fig 3. Effect of a categorical covariate. A) Scheme of model simulation with an effect of a categorical covariate in α or μ. The individual values αi and

μi are sampled from different distributions depending on the group. In the right panel, differences in the survival curves are displayed for the two

groups. B) Inference of the right effect from the data.

https://doi.org/10.1371/journal.pcbi.1010444.g003
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groups. The difference between the groups was continuously amplified when the threshold

was shifted to higher values of the covariate, being the highest difference achieved at the last

threshold Fig 4B.

We also performed an identifiability analysis for the covariate parameters in all situations.

In all cases, we found good parametric identifiability, with values RSE values below 5%

(Table 1). The minimization process was repeated 100 times for each situation. The different

effects were simulated in the variables α and μ. The functional form and covariate distribution

had a minor impact in the identifiability of the parameters.

In addition, we performed simulations to analyze whether we could infer in what variable

and with what functional form a covariate was impacting (scheme in Fig 4C). We created 100

datasets of 2000 patients simulating one type of effect in one variable for a given covariate dis-

tribution. Afterwards, we performed nonlinear least-square regression with all the possible

Fig 4. Effect of a continuous covariate. A) Individual values of αi or μi are taken from different distributions depending on the covariate value and the

type of effect. B) Synthetic DMFS curves at different thresholds simulated with a constant and linear effect in the variable α. P-values at different

thresholds are displayed in the center figure C) Scheme of inferring the right effect from the data. Number 1–3 refers to effects group, linear, constant

and linear in the variable αpop and 4–6 in the variable μpop. D) Results from the minimization process with a gamma distribution for the covariate. Red

box plots correspond to the real model used to generate the data with the model and Fval is the value of the objective function with the parameter

estimated.

https://doi.org/10.1371/journal.pcbi.1010444.g004

Table 1. RSE for the parameters b and c True values were b� = 0.3 for group effect, b� = 0.7 for linear and constant and linear and c� = 0.5 for normal distribution, c�
= 0.05 for gamma distribution and c� = 0.13 for log-normal distribution, except for linear effect, in which c� = 0.1 independently of the distribution.

Group Linear Constant and linear

N Γ LN N Γ LN N Γ LN
αpop b 0.19 0.28 0.21 0.15 1.53 1.36 0.4 2.13 1.86

c 0.02 0.16 0.03 3.55 4.87 4.05 0.25 3.03 0.68

μpop b 2.92 1.17 0.9 0.94 2.13 1.05 3.75 2.5 1.61

c 0.98 0.17 0.08 1.19 4.86 1.04 2.01 0.8 0.52

https://doi.org/10.1371/journal.pcbi.1010444.t001
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effects in either α or μ. Results of the minimization process are reported in Fig 4D and S4 Fig,

panels AB. In most of the cases, the effect and the variable were well recognized from the data

(e.g., group effect in α with gamma distribution for the covariate). In other cases however, the

values of the objective function were very similar among the cases. Importantly, the correct

effect and variable were always among the lowest values, therefore never a wrong variable or

effect was clearly suggested as the right one from the data and the analysis.

Application to metastatic relapse in renal cell carcinoma

In this section, we applied the model to a real case. To improve identifiability based on our

results above, the values of αpop and ωα were estimated from the literature (see Methods). The

remaining values were estimated using nonlinear least-square regression with the objective

function (10), where M = 16, which is the percentage of patients of kidney cancer with meta-

static disease at diagnosis [24]. The results of the fit can be seen in Fig 5A.

We analyzed the effect of the categorical covariate Führman Grade (FG) with our model.

To do that, we minimized the squared differences between the different groups (we excluded

the group FG 1 due to the presence of only one patient having this value in the clinical dataset

with this value). For each virtual patient, we assigned a random FG value resampling from the

FG distribution of the clinical dataset. Nonlinear least-square regression was performed 50

times using different initial conditions for the parameters bk (k = 3, 4) in Eq 4. 2. The sum of

squared differences between the clinical data and the model with effect in μ was fval = 0.997

while the sum of squared differences between the clinical data and the model with effect in α
was fval = 1.861. Therefore, this analysis suggested that FG has an effect in μ. In addition, we

found that a minimal model with bk = b � k was able to describe the data accurately (Fig 5B).

Resulting distributions of parameter μ in each FG group are plotted in Fig 5C.

We also analyzed the effect of the continuous covariate MMR in the DMFS curve. The data

was analyzed using 15 different thresholds (from percentile 15 to 85, steps of 5) creating two

groups for each threshold. We performed nonlinear least-square regression with objective

function given by Eq 11 in all possible situations (all effects in α and μ). Among all of them, the

best fits were achieved in the model with a constant and linear effect in μ (fval = 9.19) and

group effect (fval = 9.26). The rest of the minimization function values were 10.36 (group effect

in α), 10.49 (linear effect in α), 10.46 (constant and linear effect in α) and 10.25 (linear effect in

μ). Distributions of parameter μ in each value of the covariate are plotted in Fig 5D (Fig 5E for

GPRC5a) and the results of the fits can be seen in Fig 5F. Interestingly, this analysis suggests a

nonlinear effect of MMR in the metastatic process. The model provided good agreement with

the data in the different thresholds analyzed.

Similarly, we performed the same analysis with the covariate GPRC5a. Results from nonlin-

ear least-square regression suggested that the covariate GPRC5a has an effect in the variable μ,

with best results for a group effect, fval = 9.60. The rest of the values were 14.04 (group effect

in α), 14.39 (linear effect in α), 14.39 (constant and linear effect in α), 10.40 (linear effect in μ)

and 10.41 (constant and linear effect in μ). The distributions of parameter μi as a function of

GPRC5a expression are plotted in Fig 5E and the results of the fits can be seen in Fig 5G.

The values of all the parameters for the model including the covariates are reported in

Table 2.

Discussion

Classical survival analysis models such as proportional hazard Cox regression are ubiquitous

for time-to-event analysis. However, due to their agnostic nature (they only model the survival

relapse hazard), they can only lead to a statistical association between covariates (biological
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markers) and survival and cannot inform on the specific biological process impacted by the

biomarker. Conversely, using our mechanistic model, we are able to distinguish between an

effect on growth or dissemination. Specifically, in our analysis we found that FG, MMR and

GPRC5a have an impact on metastasis dissemination. In previous studies (in breast cancer),

we had concluded that other factors (e.g., Ki67), impacted on growth rather than dissemina-

tion [7]. In addition, with our approach, we could theoretically make more precise and more

complete predictions, such as the amount of minimal residual disease invisible at diagnosis

and after surgery, or the specific TTR of a given patient.

In this paper, we used a mechanistic model of tumor growth and metastatic dissemination

that had been previously introduced to describe metastatic development [25]. The definition

Fig 5. Results of the mathematical model applied to the clinical dataset. A) Goodness-of-fit between the model without covariates and the Kaplan-

Meier estimator of the clinical data. B) Goodness-of-fit between the model with the effect of FG in μ and the data separated by FG groups. Individual μi
distributions according to values of C) Führman Grade, D) MMR, E) GPRC5a F) Goodness-of-fit for the model with a constant and linear effect in μ for

the covariate MMR. The different subfigures are the fits obtained for different thresholds. Dashed lines correspond to the clinical data and solid lines

correspond to simulations. Blue lines are the results for group 1 (MMRi < threshold) and red lines for group 2 (MMRi� threshold). G) Goodness-of-fit

of the fit between the model with a group effect in μ for the covariate GPRC5a.

https://doi.org/10.1371/journal.pcbi.1010444.g005
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of a mechanistic model (here taken to be a model that simulates a patho-physiological process)

is arguable as the model parameters are not directly measurable by biological assays. Other

authors might describe such simulation models as “phenomenological” [26]. Our model sim-

plifies the dynamics of tumor growth and metastases formation. Some extensions could incor-

porate different growth for primary and secondary tumors, a different dissemination formula

taking into account that only a small fraction of cancer cells can disseminate (using a more

general expression d = μVθ for some θ> 0), or the fact that only vascular tumors can metasta-

size. In addition, other growth laws different than Gompertzian kinetics could also been

explored. Another debatable assumption was to assume that the volume of the first metastasis

at relapse was the same for all patients. However, this information (size of the metastases at

relapse) is usually not reported in registries such as the one we worked with and we were

forced to such assumption here, which we believe does not substantially affect the results. This

version of the model is useful for simple approaches and has been successfully applied to sev-

eral cancers, including breast cancer, lung cancer, neuroblastoma and RCC [27–32].

Only recently has this model been applied to integrate DMFS data, for early-stage breast

cancer [7].

We studied here the practical identifiability of parameters of the mechanistic model embed-

ded into a mixed-effects statistical framework. Structural identifiability—although important

for theoretical analysis [33, 34]—was beyond the scope of our study because our aim was

focused on practical applications to clinical data. We found that the uncertainty about the

parameter values was important when both αpop and μpop were estimated together. However,

practical identifiability improved with a second objective function that included the percentage

of patients with metastasis at diagnosis. In such a case, up to three parameters (e.g. μpop, αpop

and ωα) could be inferred with reasonable confidence from DMFS data.

Nevertheless, the uncertainty of some parameters was still important when the four param-

eters (μpop, αpop, ωμ, ωα) were estimated together. Thus, when applying our model to a clinical

kidney cancer dataset, we decided to include parameter values derived from the literature. As

it is difficult to obtain quantitative data on metastatic dissemination from clinical studies, we

focused on data on primary tumor growth. Several studies analyzing RCC growth by compar-

ing two clinical images at two different time points have been reported [11, 35]. However in

this case, only small and slow-growing primary tumors were measured, with the primary

tumor growth parameters being underestimated. We decided to obtain information from [22],

Table 2. Estimated parameters values. The parameter difμ,c has been set to compensate for the unknown value of the

parameter μpop when studying the covariate c (μpop,c = μpop + difμ,c). a.u. = arbitrary unit. RSE = relative standard error.

value unit RSE estimated from

log(αpop) -3.521 day−1 0.30 [22]

ωα 0.827 day−1 0.93 [22]

log(μpop) -29.054 cell−1 day−1 2.10 data

ωμ 4.905 cell−1 day−1 15.40 data

bμ,FG 5.4354 a.u 7.02 data

difμ,FG -15.1139 cell−1 day−1 9.09 data

bμ,MMR 0.80 a.u 18.27 data

cμ,MMR 0.30 a.u 24.10 data

difμ,MMR 0.15 cell−1 day−1 10.69 data

bμ,GPRC5a 0.2987 a.u 27.72 data

cμ,GPRC5a 0.03 a.u 25.50 data

difμ,GPRC5a -0.45 cell−1 day−1 36.10 data

https://doi.org/10.1371/journal.pcbi.1010444.t002
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in which growth of “clinically significant” renal cancer, including all types of primary tumors

and sizes, had been analyzed. In this study, 46 patients with RCC were included, all of them

having a medical image showing no evidence of kidney cancer from 6 to 60 months prior to

the diagnosis. The authors assumed that macroscopic primary tumor growth started shortly

after normal imaging. This assumption has consequences for the estimation of primary tumor

growth. Nevertheless, these primary tumor growth values matched better with our simulations

and were therefore included in our analysis.

We also analyzed the effect of categorical and continuous covariates on tumor growth and

metastatic dissemination in our TTR model. We defined a general model in which the effect of

a continuous covariate can take have three possible functional forms: stepwise, linear or step-

wise then linear combined. Results of parametric identifiability performed with synthetic data

were good independently of the effect and the covariates distribution, with RSE below 5% in

all cases.

One of the novelties of the approach is the analysis of the effect of the covariates on the dif-

ferent processes. First we did not impose a linear dependency of the parameters on the covari-

ates, allowing for more freedom when analyzing complex biological processes, where the

assumption of linearity may not be the most suitable. Second, we dichotomized survival curves

with several thresholds. This approach has been previously used in [36] to select the threshold

that best separates two groups in Kaplan-Meier analysis (lowest p-value using log-rank test).

We hypothesized that group separation according to different thresholds could provide infor-

mation about the type of the covariate effect. To prove it, we generated synthetic data assuming

different effects. We included the differences between the model and the synthetic data in sev-

eral thresholds in the objective function of the non-linear least squares regression and con-

cluded that it was possible to identify the functional type of effect that generated the data in

most of the cases.

For illustration of our methodological approach in a clinically meaningful setting, we

applied our method to a clinical kidney cancer dataset. For illustrative purposes, we selected

three covariates, Führman Grade, MMR and GPRC5a. The model was able to accurately fit the

data and reproduce the impact of each covariate. Consistently with its biological definition

associated with tumor aggressiveness [37], increased Führman grade was associated with larger

μ and thus higher metastatic propensity. For MMR, the analysis suggested a threshold then lin-

ear functional form in μ. This means that the effect of the variable in the metastatic process has

less importance for lower values of the covariate, but will become more important after a

threshold in which the effect increases with higher values of the covariate. Increased expression

of MMR was also associated with larger μ (Table 2). This is consistent with the biological inter-

pretation of the mannose receptor (cluster of differentiation 206, CD206) as indicative of type

2, pro-tumor macrophage phenotype [38, 39]. For GPRC5a, the analysis suggested a group

effect, i.e. a threshold in the impact of GPRC5a on μ. Association was also positive, suggesting

that higher levels of GPRC5a expression are associated with increased metastatic dissemina-

tion. This association of GPRC5a with metastatic potential corroborates with this gene being

an emerging biomarker of human cancer [40]. These biological conclusions should be further

confirmed using a large dataset with information about primary tumor volumes. To lead to a

clinically applicable model, the predictive abilities should be more thoroughly studied using

cross-validation on the current model development set but also testing model predictions in

an external data set. In addition, more advanced biological processes might be added to the

model (e.g., dormancy [31] or post-surgery metastatic acceleration [41]), and more biomarkers

available at diagnosis could be integrated as covariates, including omic data. This last point

could lead to non-trivial identifiability issues requiring further methodological developments.

Last, a major feature to add would be the integration of (neo-) adjuvant treatment.
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In summary, we have analyzed the identifiability properties of our mechanistic approach to

study distant metastatic-free survival curves. This allowed to derive biological insights from

distant metastatic-free survival curves when classical statistical approaches from survival analy-

sis can only bring correlative information.

Supporting information

S1 Fig. Relative standard errors (RSE) of the general parameters. RSE of each parameter in

each situation. The index i in Θi refers to the number of parameters that has been jointly esti-

mated. Red and blue bars are the RSE with the first and second objective functions respec-

tively. The parameters that has also been estimated in each situation are displayed above the

bars.

(PDF)

S2 Fig. Discrete covariate. Survival curves between groups with different levels values of b: A)

Effect in α, B) effect in μ, C-D)Solid line represents the mean p-value of log-rank test with dif-

ferent values of b. Dashed blue lines represents the 95% CI. Red dashed line represents the sta-

tistical significance level p = 0.05. Simulations were repeated 100 times. C) Effect in α D) Effect

in μ.

(PDF)

S3 Fig. Different effects in a continuous variable. Synthetic DMFS curves at different thresh-

olds simulated with a effect in the variable α. P-values at different thresholds are displayed in

the center figure. A) Group effect B) Linear effect.

(PDF)

S4 Fig. Identification of the correct effect with a continuous covariate. Results from mini-

mization process. Number 1–3 refers to effects group, linear, group and linear in the variable

αpop and 4–6 in the variable μpop. Red boxplots correspond to the real model used to generate

the data with the model. A) Normal distribution for the covariate, B) Lognormal distribution.

(PDF)
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28. Benzekry S, André N, Benabdallah A, Ciccolini J, Faivre C, Hubert F, et al. Modeling the Impact of Anti-

cancer Agents on Metastatic Spreading. Mathematical Modelling of Natural Phenomena. 2012; 7:306–

336. https://doi.org/10.1051/mmnp/20127114

29. Benzekry S, Sentis C, Coze C, Tessonnier L, André N. Development and Validation of a Prediction
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